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Abstract
To reduce the need for human annotations,001
large language models (LLMs) have been pro-002
posed as judges of the quality of other candi-003
date models. LLM judges are typically evalu-004
ated by measuring the correlation with human005
judgments on generation tasks such as summa-006
rization or machine translation. In contrast, we007
study LLM judges on mathematical reasoning008
tasks. These tasks require multi-step reason-009
ing, and the correctness of their solutions is010
verifiable, enabling a more objective evaluation.011
We perform a detailed performance analysis012
and find that the used judges are mostly unable013
to improve task performance but are able to014
pick the better model. Our analysis uncovers015
a strong correlation between judgment perfor-016
mance and the candidate model task perfor-017
mance. We observe that judges tend to choose018
the model of higher quality even if its answer019
is incorrect. Further, we show that it is possible020
to use statistics, such as the task performances021
of the individual models, to predict judgment022
performance. In an ablation, we systematically023
perturb the candidate answers and observe that024
judges often keep the original answer, provid-025
ing evidence that judges incorporate writing026
style in their judgments. In summary, we find027
that regularities in the judgments are quantifi-028
able using statistical measures, and provide var-029
ious angles on exploiting them.1030

1 Introduction031

The automatic evaluation of machine learning mod-032

els holds great promise in reducing the amount033

of human annotations. Specifically, the LLM-as-a-034

judge paradigm (Zheng et al., 2023) has gained trac-035

tion, aiming to assess or compare the quality of gen-036

erated texts automatically. This approach is benefi-037

cial for automated data labeling (Tan et al., 2024),038

self-improvement of LLMs (Wu et al., 2024), and039

ranking LLMs with respect to specific tasks (Zheng040

et al., 2023).041

1Code will be made available upon acceptance.

Let x be the original land he had. 3/5x = 12.8, x = 12.8 / 3/5 =
<<12.8/3/5=20.8>>20.8.### 20.8.

Mr. Ruther sold 3/5 of his land and had 12.8 hectares left. How much
land did he have at first?

Question

Mr. Ruther was left with 1 - 3/5 = <<1-3/5=0.4>>0.4 or 2/5 of his
landhis land which is equal to 12.8 hectares. So...###32.

Answer A is correct. In Answer B, the equation is set up incorrectly.
If 12.8 hectares is the amount of land left after selling 3/5 of the
land, then 12.8 hectares represents 2/5 of... {"answer":"A"}

LLM MA

LLM MB

Judge LLM

CoT text Final answer

Figure 1: In our problem setup two LLMs (MA and
MB), provide candidate answers for a math problem,
and a judge LLM has to decide which one is correct.
All three use chain-of-thought (CoT) reasoning (Wei
et al., 2022).

Much like judges in the real world, who are ex- 042

pected to be exact, fair, and unbiased, e.g., as de- 043

fined in Bangalore Principles of judicial conduct 044

(Bangalore Principles, 2002), LLMs, when em- 045

ployed as judges, should be ethical and logical. 046

Already the philosopher Aristotle argued that the 047

virtuous actor exhibits the joint excellence of rea- 048

son and character (Kraut, 2022). Previous works 049

investigate properties and biases of LLM judges on 050

generation tasks such as translation or summariza- 051

tion (Kim et al., 2024b; Liu et al., 2024). These are 052

typically evaluated using correlation with human 053

annotators and are thus inherently subjective. 054

In this work, we investigate LLM judges on 055

mathematical reasoning datasets (see Figure 1). 056

These need complex multi-step reasoning, and the 057

solution is verifiable, which allows us to investigate 058

the relationship between judge and candidate mod- 059

els in a principled manner. We base our analysis on 060

four large (more than 30B parameters) LLMs and 061

four small (less than 10B) LLMs on three mathe- 062
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matical reasoning datasets.063

Our experiments contain a detailed performance064

examination, confirming that larger models are gen-065

erally better judges (Zheng et al., 2023). We find066

that only the best-tested model, Qwen 2 72B, con-067

sistently improves task performance if we evaluate068

the judged samples, but all tested judges likely pick069

the better model for a given task.070

We investigate subsets with one correct and one071

incorrect candidate answer. We uncover a correla-072

tion between judgment performance and task per-073

formance of the candidate models, showing that074

judges tend to select incorrect answers from better075

models. Thus, we hypothesize that judges have ac-076

cess and rely on the superior writing styles of larger077

models instead of solely analyzing the reasoning.078

When we divide the datasets into buckets of model079

agreement, we observe that agreement is a proxy080

for sample difficulty.081

Motivated by these regularities, we analyze082

whether it is possible to predict judgment perfor-083

mance and find that task performances of judge and084

candidate LLMs explain most of the variance. We085

hypothesize that judges incorporate writing style086

into their judgments. Thus, we predict individual087

judgments using statistical and transformer-based088

models and achieve above-chance performance,089

supporting our hypothesis.090

Lastly, we test how judgments are affected by091

perturbing numeric values in responses by 1) swap-092

ping results and 2) redacting numeric values. Our093

findings reveal that judges largely retain original094

judgments, providing further evidence that judges,095

in large part, base their decisions on writing style.096

In summary, our contributions are as follows:097

1. We conduct an in-depth performance analysis098

of LLM judges for mathematical reasoning099

tasks.100

2. Our analysis reveals a correlation between101

the judgment and candidate task performance,102

providing a novel statistical angle on the anal-103

ysis of LLM judges.104

3. We show that statistics such as task perfor-105

mance or agreement of candidate models are106

indicative of judgment performance.107

4. After systematically perturbing the candidate108

answers, we observe that judges often keep109

their original judgments, providing evidence110

that judgments are also based on writing style.111

2 Related Work 112

2.1 LLM as Judges 113

Using LLMs as judges to evaluate text generated 114

by LLMs, including their own outputs, has re- 115

cently attracted significant interest because it re- 116

duces the need for human annotation (Zheng et al., 117

2023). Commonly, large frontier models are used 118

as judges. Applications include the automatic as- 119

sessment of language model capabilities and, e.g., 120

determining which model performs better on a 121

given task (Zheng et al., 2023) and reinforcement 122

learning from AI feedback by automatically gener- 123

ating data for preference optimization (Bai et al., 124

2022; Wu et al., 2024). 125

Various methods exist to make judgments 126

(Zheng et al., 2023; Liusie et al., 2024). One ap- 127

proach is pairwise selection (Wang et al., 2024a), 128

where two answers are presented, and the model is 129

asked to select the better one. Another approach 130

is pointwise grading (Li et al., 2024), where the 131

model is asked to assign a grade based on a pre- 132

defined scale, and the answer with a better grade 133

is chosen. Judgment prompts may involve refer- 134

ence solutions or not. Another body of research 135

explicitly trains models to act as judges (Kim et al., 136

2024a; Wang et al., 2024a) or closely related, as 137

reward models (Wang et al., 2024b; Li et al., 2024). 138

The effectiveness of LLMs as judges is typically 139

assessed by measuring the correlation or overlap 140

with human judgments (Zheng et al., 2023; Kim 141

et al., 2024b). In contrast, we focus on difficult 142

tasks with a concrete final answer. Finally, we want 143

to stress that several works caution for the use of 144

LLM judges as experts (Bavaresco et al., 2024; 145

Koo et al., 2023; Raina et al., 2024). In a similar 146

vein, we aim to understand regularities and their 147

shortcomings. 148

2.2 Biases in LLM-as-a-judge 149

Human-annotated data inherently reflects the an- 150

notators’ biases and opinions. These biases can be 151

detrimental or (intentionally) beneficial, depend- 152

ing on the goals of the annotation process (Plank, 153

2022). Similarly, several studies have explored the 154

biases present in LLM judges: 155

One linguistic bias is ordering bias (Zheng et al., 156

2023; Koo et al., 2023), where a judge gives a 157

different answer depending on the order in which 158

answers are presented. Panickssery et al. (2024) 159

note that it is possible to interpret position bias as 160

a sign that the model is unsure. There are multiple 161
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works (Xu et al., 2024; Panickssery et al., 2024; Liu162

et al., 2024) that find evidence for self-bias or self-163

preference. Koo et al. (2023) provide a benchmark164

for analyzing cognitive biases. West et al. (2024)165

and Oh et al. (2024) explore the “Generative AI166

Paradox” where generating solutions is easier for167

the LLM than analyzing them, unlike humans who168

typically find analysis easier than generation.169

In this work, we aim to establish a better un-170

derstanding of underlying regularities that relate171

judgments to statistics such as model performance.172

3 General Setup173

In the following, we describe the problem setting,174

including the used notation, and the general experi-175

mental setting including used models and datasets.176

3.1 Problem Description177

In this work, we consider two models, denoted by178

MA,MB ∈ M, providing candidate solutions for a179

sample of a dataset D and a judge model MJ ∈ M,180

which is tasked to select, to “judge”, whether it181

prefers the solutions of the models MA or MB . The182

solutions are represented by the random variables183

A and B. We consider the events that solutions are184

true (A = T ), false (A = F ), or that their solution185

is the same (A = B). We denote the judgment of186

the judge MJ by the random variable ∆J , which187

can either be correct (∆J = T ), incorrect (∆J =188

F ) or choose a specific model MA (∆J = MA).189

Given that the final answer is either correct or190

incorrect, we can break the probability of the judge191

making a correct judgment P (∆J = T |A,B,D)192

given a sample of a dataset D and the answers of193

two models MA,MB down into the following four194

cases:195

P (∆J = T |A,B,D) (1)196

=
∑

(X,Y )∈C

P (∆J = T |A = X,B = Y,D)P (A = X,B = Y |D)197

= P (SA = X,SB = Y |D)198
+ P (∆J = T |A = X,B = Y,D)P (A = X,SB = Y |D)199
+ P (∆J = T |A = X,B = Y,D)P (A = X,B = Y |D)200

where C = (T, F )2. Note that in cases where201

both answers are correct or incorrect imply that the202

judgment is also either correct or incorrect respec-203

tively, i.e., P (∆J = T |A = T,B = T ) = 1 and204

P (∆J = T |A = F,B = F ) = 0.205

3.2 Datasets206

The experiments encompass three mathematical207

reasoning datasets where models highly benefit208

from multi-step CoT reasoning. For all datasets, 209

we use accuracy as the performance metric. 210

AQUA-RAT (Ling et al., 2017) is a dataset to test 211

the quantitative reasoning ability of LLMs. Unlike 212

the other two datasets, the questions are multiple- 213

choice. GSM8K (Cobbe et al., 2021) consists of 214

grade school math word problems. The answers 215

are free-form numbers. MATH (Hendrycks et al., 216

2021) contains challenging competition mathemat- 217

ics problems. Find more details in Appendix A.1 218

3.3 Models 219

We evaluate the performance of openly available 220

LLMs, including four large models Qwen 2 72B 221

(Yang et al., 2024), Llama 3 70B (AI@Meta, 2024), 222

Yi 1.5 34B (Young et al., 2024), Mixtral 8x7B 223

(Jiang et al., 2024) and four small models, namely 224

Llama 3 8B (AI@Meta, 2024), Gemma 1.1 7B 225

(Gemma Team et al., 2024), Mistral 7B v0.3 (Jiang 226

et al., 2023), and Mistral 7B v0.1 (Jiang et al., 227

2023). We use the chat- or instruction-tuned model 228

variants and test each model as candidate answer 229

generator and as judge. More information is in 230

Appendix A.2. 231

3.4 Inferences 232

This section describes the candidate answer genera- 233

tions, and the judgments comparing two candidate 234

answers. Find more information on prompts and 235

hardware details in Appendix A. 236

Candidate answer generation. To judge two 237

candidate answers (including of the same model), 238

we sample two initial CoT solutions for each model 239

using 4-shot prompting. We set the temperature to 240

0.9 to get two different solutions. 241

Judgements. We choose the first candidate gen- 242

eration for each model and generate judgments for 243

all 36 unique model combinations.2 If both mod- 244

els are the same, we take the second initial gen- 245

eration. We accommodate positional bias (Zheng 246

et al., 2023; Koo et al., 2023) by evaluating the two 247

candidate answers in both possible orders for each 248

question and then taking the average correctness of 249

the judgments as the final assessment. The judge 250

has to choose if the first or second answer is cor- 251

rect. The prompt is zero-shot and applies CoT, the 252

temperature is set to 0 for deterministic generation 253

results. 254

2We consider all pairs from the eight LLMs, including
self-pairing, yielding

(
8+2−1

2

)
= 36 combinations.
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Qwen 2 72B Llama 3 70B Yi 1.5 34B Mixtral 8x7B Llama 3 8B Gemma 1.1 7B Mistral 7B v0.3 Mistral 7B v0.1

(1) P (∆J = T |A,B,D)
AQUA_RAT 66.05 55.98 62.2 57.08 51.59 53.52 54.96 51.41
GSM8K 77.06 72.41 72.64 68.81 65.88 65.47 68.57 63.28
MATH 29.66 24.64 26.69 23.60 22.35 21.66 22.68 19.91

(2) P (∆J = T |A ̸= B,D)
AQUA_RAT 53.79 45.04 49.73 44.47 36.56 40.48 38.26 36.43
GSM8K 63.16 59.33 56.01 46.68 41.29 38.71 42.59 39.72
MATH 25.04 22.14 22.22 18.29 17.04 16.00 16.88 15.22

(3) P (∆J = T |{A,B} = {T, F}, D)
AQUA_RAT 73.13 64.63 68.66 63.26 52.74 58.04 54.54 52.45
GSM8K 85.65 81.32 76.84 64.97 57.87 54.16 59.58 55.48
MATH 80.48 73.01 71.37 61.03 58.04 54.70 56.27 50.91

Table 1: Performance of judge LLMs in three cases: (1) accuracy on all samples, (2) accuracy where models MA

and MB disagree, and (3) accuracy where only one model is correct. Results are averaged over all pairs (MA,MB),
with the highest accuracy in bold and the second highest underlined.

4 General Performance255

The experiments have multiple degrees of freedom:256

judges, candidate models, and datasets. There-257

fore, we first examine judgments per dataset, and258

secondly, we investigate judgments per candidate259

model pair. Afterwards, we provide evaluations for260

two applied questions.261

4.1 Performance per dataset262

We begin by examining the judgment performance,263

i.e., how often the judge picks a correct answer,264

across different datasets. Therefore, we average265

the performance across all model pairs (MA,MB).266

Setup. Table 1 considers three cases where each267

case focuses on a specific subset of the datasets:268

Case (1) investigates the observed task perfor-269

mance P (∆J = T |A,B,D) where we evaluate270

the task performance using the answers chosen271

by the judges. Note that this includes samples272

where both candidate models give the same an-273

swer. Case (2) asks how often judges choose a274

correct answer given that the answers differ, i.e.,275

P (∆J = T |A ̸= B,D). Note that this may (and276

often does) include cases where both answers are277

incorrect. Case (3) gives the probability that the278

judge chooses the correct answer given that one279

answer is correct, and the other answer is incorrect,280

formally P (∆J = T |A ̸= B, T ∈ {A,B}, D).281

Results. We observe that large models outper-282

form smaller models. Specifically, we see that283

Qwen 2 72B is the best judge, followed by Yi 1.5284

34B. The performance of Llama 3 70B is, on av-285

erage, comparable to that of Yi 1.5 34B. Note that286

performance in Case (1) and Case (2) is often quite287

low, especially for MATH, as there are many cases288

where the judge can only choose wrong answers.289

Importantly, we observe that smaller models with290

fewer than 10B parameters are unreliable judges.291

Especially, in Case (3), where a correct answer is292

(a) Qwen 2 70B (b) LLama3 70B

(c) Yi 1.5 34B (d) Mixtral 8x7B

Figure 2: Observed performance P (∆J = T |A,B,D)
of four judge LLMs (a-d) in evaluating various model
pairs, averaged across all datasets.

provided, smaller models only achieve an accuracy 293

of around 55%, barely better than random chance. 294

Therefore, we focus on the four larger models as 295

judges in the subsequent analysis. 296

4.2 Performance per model combination 297

The comparative performance of model pairs offers 298

insights into which model is better for the specific 299

task or which combination of models yields the 300

best results. 301

Setup. Figure 2 illustrates the final performance 302

P (∆J = T |A,B), indicating the probability of a 303

judge choosing a correct answer given two models 304

A and B. The results are averaged over datasets 305

and presented as an upper triangular matrix due to 306

symmetry. If both models in a pair are the same, 307

A = B, we employ the second response generated 308

with temperature sampling to introduce variation. 309

We report the performance of all models used as 310

judges in the Appendix B in Table D. 311
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Figure 3: Amount of model pairs (MA,MB) where
the answers chosen by the judge achieve a higher task
performance than the models individually (green). The
blue bar only considers models where the judge is at
least as good as the candidate models.

Results. We observe that the best performance312

is achieved when both the candidate answers and313

the judge are the highest-performing model, Qwen314

2 72B. An analysis of the first rows (cf. Figure315

2) reveals a notable trend: The final performance316

declines when comparing the output of a strong317

model against a mediocre model (e.g., Llama3-8B)318

but then improves again when compared against the319

weakest model. This suggests that judging becomes320

more challenging when distinguishing between the321

correct answers of a strong model and the incorrect322

answers of a mediocre one, compared to discerning323

the outputs of a bad one.324

4.3 Do judges elicit task improvement?325

One use case for LLM judges is to improve task326

performance. A potential application is to train on327

answers chosen by the judge (Yuan et al., 2024).328

Setup. Therefore, we test how often the perfor-329

mance of the answers chosen by the judge is bet-330

ter than the performance of the individual mod-331

els. Formally, for all pairs of models MA,MB and332

datasets D, how often is the observed performance333

P (∆J = T |A,B,D) larger than max{P (A =334

T |D), P (B = T |D)}? In Figure 3 the green bar335

tests all model pairs, and the blue bar only pairs336

where the judge is at least as good as the candidate337

models, i.e., P (J |D) ≥ max{P (A|D), P (B|D)}.338

The task performances of all models are given in339

the Appendix B in Table 9.340

Results. We see that only Qwen 2 72B increases341

the performance reliably. However, it is easier for342

the judge to improve performance if it compares343

answers of less or equally good candidate models.344

Figure 4: Percentage of model pairs (MA,MB) where
a judge picks a better model MA (meaning P (A =
T |D) > P (B = T |D)), by selecting more answers of
MA than from MB .

4.4 Does the judge prefer the better model? 345

Another application of LLM judges is whether they 346

can accurately identify which model performs bet- 347

ter for a given task. This is crucial if we want to 348

rank LLMs by their capabilities or if a practitioner 349

wants to decide which model to deploy. 350

Setup. To assess this, we evaluate the frequency 351

with which a judge selects the superior model. 352

For a candidate model pair MA,MB ∈ M, al- 353

ways assume they are ordered, such that P (A = 354

T |D) > P (B = T |D). Then, specifically, 355

we determine the proportion for which the judge 356

chooses MA more often than MB , or formally, 357

how often is P (∆J = MA|A,B,D) > P (∆J = 358

MB|A,B,D) for all candidate pairs and datasets. 359

Results. The judges consistently perform well in 360

the selection of the better model. Notably, we find 361

that Qwen 2 72B can only not rank the pair Mis- 362

tral 7B v0.1 and v0.3 on the MATH dataset. This 363

issue appears minor, as both models exhibit simi- 364

larly poor performance on the challenging MATH 365

dataset (with accuracies of 6.13% and 3.10%, re- 366

spectively), meaning most judgments compare two 367

wrong answers. Notably, already the worst judge, 368

Mixtral 8x7B, performs well. In summary, we see 369

that judges are more capable of aggregate-level 370

rankings than instance-level rankings. 371

5 Analysis of Subsets 372

We investigate properties that occur when we use 373

subsets based on the correctness of models or agree- 374

ment between models. 375
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(a) Qwen2 72B (b) LLama2 70B

(c) Yi 1.5 43B (d) Mixtral 8x7B

Figure 5: Judges’ accuracy vs. performance gap be-
tween two candidate models MA and MB . Each point
represents a subset where MA is correct and MB is in-
correct. The color reflects the size of these subsets.

5.1 Do task performances correlate with376

judgments?377

We consider the subset of highest practical rele-378

vance where one candidate model is correct, and379

one candidate model is incorrect. The goal is to in-380

vestigate the relationship between candidate model381

task performance and judgment performance.382

Setup. For all model pairs MA,MB ∈383

M,MA ̸= MB we analyze subsets where MA is384

correct, and MB is incorrect. Note that we can385

always order MA and MB this way. Each plot in386

Figure 5 shows the relationship between judge per-387

formance, P (∆J = T |A = T,B = F ) (Y-axis)388

and candidate model performance gap of MA and389

MB , i.e., P (A = T |D)− P (B = T |D) (X-axis).390

Examples of these subsets and their corresponding391

performances are in Appendix C in Table 10.392

Results. The analysis reveals a strong correlation393

(Pearson’s r2 > 0.69) between candidate model394

performance gap and judgment accuracy. If the395

performance gap is negative, we consider subsets396

where larger models are incorrect. Judges favor397

answers from larger models even when they are398

incorrect on these subsets. We hypothesize that399

this bias arises because larger models exhibit a spe-400

cific writing style, articulating their responses more401

convincingly, thereby misleading the judges. This402

finding aligns with previous research identifying403

self-bias (Xu et al., 2024; Panickssery et al., 2024;404

Liu et al., 2024). However, our results indicate that405

this bias extends more broadly to the inherent qual-406

(a) Performance on all comparisons.

(b) Performance on comparisons with one correct
and one incorrect answer.

Figure 6: Judge performance by agreement bucket. E.g.,
bucket S3 (X-axis) means that all eight models gave
together three different answers. Note that AQUA-RAT
is multiple-choice with maximally six answers.

ity of the underlying models on reasoning datasets. 407

However, this is not necessarily a critical issue in 408

practice, as the larger model tends to answer cor- 409

rectly more often (as indicated by the color of the 410

points in Figure 5. 411

5.2 Does judgment quality depend on models’ 412

agreement? 413

We are interested in whether the level of agreement 414

among models, i.e., how many models give a differ- 415

ent answer for a sample, impacts the performance 416

on the respective subset. 417

Setup. We define disagreement buckets Sj , 418

where each bucket contains instances for which 419

exactly 1 ≤ j ≤ 8 unique answers were given 420

across all models. Formally, we set 421

Sj =
⋃
D

{i ∈ D | |{MA(i) | MA ∈ M}| = j} 422

where MA(i) is the answer of model MA for in- 423

stance i. We analyze the results in two contexts: all 424

comparisons, including those where both answers 425

are correct or incorrect (cf. Figure 6(a)), and only 426

instances where exactly one answer is correct (cf. 427

Figure 6(b)). We average the performances of all 428
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P (∆J = T | · · · · · · )

↓ Features \ Condition → A,B A ̸= B {T, F} = {A,B}

(1) P (J), P (A), P (B) 97.50 90.20 59.20

(2)
P (A = B),

76.00 54.90 49.90
P (J = A|A ̸= B)

Table 2: Coeffictions of Determination (R2, higher is
better) for linear regression using the different feature
sets as covariates (rows) and different target variables
defined by the condition (columns). All values are sig-
nificant (p < 0.001) as per an Overall-F-Test.

judges and all candidate pairs. Find per-judge plots429

in Appendix C in Figure 10.430

Results. Figure 6(a) shows that when all models431

agree (bucket S1), the performance is nearly 100%,432

indicating unanimous agreement usually means cor-433

rectness. As disagreement increases, performance434

expectedly decreases. Thus, model agreement is a435

proxy for sample difficulty. In 6(b), where a cor-436

rect and an incorrect answer exists, performance437

remains relatively stable across disagreement buck-438

ets for datasets with free-form answers, such as439

GSM8K and MATH. However, for AQUA-RAT,440

performance degrades as disagreement rises.441

6 Prediction of Judgements442

We investigate whether predicting the judgments’443

outcomes is feasible. Firstly, we aim to predict444

performance statistics. Secondly, we aim to predict445

individual judgments.446

6.1 Can we predict judgment performance?447

On the subset where exactly one answer is correct,448

we found a strong correlation between judgment449

performance and candidate task performances.450

This hints at regularities within the judging pro-451

cess, thus we aim to predict judge performance452

using model statistics.453

Setup. We fit six different linear regression mod-454

els using the judgment performances as the tar-455

get variables Y , including all variations of judges,456

model pairs MA,MB ∈ M, and datasets D. Re-457

garding the covariates X in the model, we dis-458

tinguish between two setups: In Case (1), we459

solely use the task performances P (X|D), X ∈460

{J,A,B} of judge and candidate models, to pre-461

dict judgment performance. In Case (2), we uti-462

lize statistics available without knowledge of the463

ground truth. The features for this case are the prob-464

ability of agreement between the candidate models465

↓ Model \Judge → Qwen 2 72B Llama 3 70B Yi 1.5 34B Mixtral 8x7B

(1) TF-IDF + RF 60.78 61.37 60.77 58.69
(2) RoBERTa 68.14 66.49 67.03 63.91

Table 3: Accuracy of predicting LLM judges’ decisions
using Random Forest (RF) and RoBERTa classifiers.

P (A = B|D) and the probability of model MA 466

being chosen. Since we are not specifically inter- 467

ested in the individual features’ effects, but rather 468

in their ability to explain the variation of judgment 469

performance, we rely on the coefficient of determi- 470

nation, R2, for evaluation (Fahrmeir et al., 2013, , 471

see Appendix E). 472

Results. The results are shown in Table 2 (ex- 473

cluding data sets from the probability formulas 474

for simplicity). We observe that the performance- 475

related features of the models can almost perfectly 476

explain the variation in final judgment performance 477

(R2 = 97.50%), also when conditioning only on 478

the subset of differing answers (R2 = 90.20%). 479

Logically, P (A) and P (B), i.e., P (A|D), P (B|D) 480

respectively, have significant3 explanatory power 481

for judgment performance, as they encompass all 482

correct answers. In Case (2), we still observe a rel- 483

atively high R2 value, indicating that the features 484

can explain 50% of the target’s variance. 485

6.2 Can we predict which individual 486

judgments? 487

We hypothesize that judgments are biased towards 488

larger or better models because they incorporate 489

linguistic cues or writing style into their judgments 490

rather than purely relying on reasoning assess- 491

ment. Therefore, we train a classifier to understand 492

whether we can predict individual judgments. 493

Setup. We separate all comparisons made per 494

judge into training, validation, and test splits and 495

train two classifiers. The test accuracy is reported 496

in Table 3. The first model utilizes TF-IDF vec- 497

torization. We create two independent vectorizers 498

for both answers. The resulting features are con- 499

catenated. A RandomForest classifier (Breiman, 500

2001) is then trained on these combined features. 501

The second model is a RoBERTa model (Liu et al., 502

2020) trained on the full prompt presented to the 503

judge. Refer to Appendix D for the training details 504

of both models. 505

3We test statistical significance using an Overall-F-Test for
each fitted model. Further details are in Appendix E.
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Exchanged Redacted
= ̸= Refused = ̸= Refused

Qwen2-72B 75.75 12.20 12.05 56.40 26.06 17.53
Llama-3-70B 78.81 13.72 7.47 63.44 29.22 7.33
Yi-1.5-34B 74.80 14.47 10.73 44.89 37.31 17.80
Mixtral-8x7B 71.19 20.69 8.12 60.34 29.26 10.40

Table 4: Analysis of judgments where results in can-
didate answers were either exchanged or numbers
redacted. We report how many judgments stay the same
(=), different ( ̸=), or where judges refused to follow
the output format (Refused).

Results. The random forest model achieves an506

accuracy of approximately 60%, demonstrating per-507

formance above random chance. This suggests that508

specific keywords or phrases influence judges. The509

RoBERTa model surpassed this, reaching nearly510

70% accuracy. Taken together, these results sug-511

gest that judge decision-making is a multi-faceted512

process. While specific linguistic cues appear to513

hold influence, a substantial portion of the decision-514

making process seems to be based on other contex-515

tual factors or broader reasoning.516

7 Perturbation of Results517

We aim to gain a deeper understanding of the ex-518

tent to which writing style affects the final judg-519

ment. Therefore, we create an experiment perturb-520

ing the candidate answers and examine whether521

this changes the judgment.522

Setup. We examine two perturbtations: Ex-523

change and Redaction. In the Exchange experi-524

ment, we swap the final answer from model MA525

with that of model MB , while keeping their CoT526

reasoning unchanged. In the Redaction experiment,527

we anonymize all numbers in both the CoT reason-528

ing and the final answer by replacing them with529

“X”.4 Table 4 shows the frequency with which the530

judge selects the same answer (=), a different an-531

swer ( ̸=), or fails/refuses to follow the output for-532

mat and make a decision (Refused). Refer to Ap-533

pendix F for specific examples.534

Results. We observe that the new judgments in535

more than half the cases agree with the original536

judgment. In the Exchange experiment, they even537

agree on average by 75% of the cases. We deduce538

that the judge is largely unaffected by the artificially539

4In preliminary runs, we observed that redaction caused
significant confusion for the judge models. To address this,
we adapt the judgment prompt in this setting to include the
instruction: “Only analyze the reasoning! All numbers have
been replaced with ’X’ to help you focus on the reasoning.”

introduced noise and heavily bases its decision on 540

the writing style. Interestingly, in a substantial 541

amount of samples (up to 17%) the judge refuses 542

to make a judgment. On a positive note, manual 543

inspection revealed that the model often realizes 544

that the original answers were perturbed. 545

8 Discussion 546

Style and Quality. Our experiments suggest a 547

relation between judgment and candidate task per- 548

formance (cf. Section 5) and a relation between 549

judgment and writing style (cf. Sec. 6 and 7). 550

We hypothesize these two are interconnected and 551

facets of the same underlying bias. When mod- 552

els become better, e.g., by being trained on larger 553

amounts of data, their ability to write convincingly 554

increases. Conversely, when an LLM demonstrates 555

an increased ability to write convincingly, it likely 556

acquires a more nuanced grasp of what humans per- 557

ceive as compelling. This enhanced understanding 558

likely also extends to task performance. 559

Generalizability of approach. Our in-depth 560

analysis utilizes Formula (1) to segment judgment 561

data based on correctness criteria, allowing for tar- 562

geted investigation of specific subsets. This ap- 563

proach is generalizable and transferable to other 564

NLP tasks, such as summarization. By incorporat- 565

ing discrete signals such as text topics, a similar 566

derivation of the judgment probability is possible. 567

9 Conclusion 568

We conducted a thorough analysis of LLM judges 569

on mathematical reasoning tasks. We include a 570

detailed judgment performance evaluation of eight 571

models on three datasets. We find that larger mod- 572

els are generally better than smaller models and 573

that judges succeed in detecting the more capable 574

model. Our analysis reveals a strong correlation be- 575

tween judgment performance and task performance 576

of the models providing candidate answers which 577

shows that judges tend to choose larger or better 578

models. We hypothesize that LLM judges incor- 579

porate writing style into their judgments instead of 580

purely analyzing the reasoning. We provide two ex- 581

periments to provide evidence for this hypothesis. 582

Finally, we want to emphasize the importance of 583

impartiality and fairness in the role of LLM judges, 584

similar to human judges in the real world. Our 585

research introduces methods to quantify biases in 586

favor of larger or better models, thereby offering a 587

means to measure the reduction of such biases. 588
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Limitations589

Our analysis is primarily focused on mathemati-590

cal reasoning datasets, which allows us to explore591

judgments through the lens of correctness within592

specific subsets. While this approach provides valu-593

able insights, it limits the generalizability of our594

findings to other tasks or domains. Based on the595

fact that the investigated datasets are complex, in596

the sense that they need multi-step reasoning to597

be solved, and based on the fact that there is no598

thorough investigation of LLM judges on mathe-599

matical reasoning datasets yet, we think this work600

is a valuable contribution.601

In our experiments, we focus on testing a sin-602

gle, specific prompt. It is common knowledge that603

LLMs are highly sensitive to variations in prompt604

phrasing, which can substantially influence their605

performance. Nevertheless, it is impossible for us606

to meet the computational demands necessary to607

run our experiments with multiple prompts.608

In this study, we intentionally concentrate on609

open-weight models, motivated by our strong be-610

lief in the principles of open science. Open-611

weight models offer transparency and reproducibil-612

ity, which are critical for advancing scientific under-613

standing. However, we note that it is also interest-614

ing to study closed models to understand potential615

differences. Still, we are committed to research on616

open-weight models because we believe it benefits617

the community more.618
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# questions
Avg. Avg.

# question characters # answer characters

AQUA-RAT 254 239.1 203.1
MATH 1516 216.5 643.9
GSM8K 1319 239.9 292.9

Table 5: An overview of dataset size and text length.

A Experimental Setup885

We provide further details on the general setup de-886

scribed in Section 3. Specifically, we include statis-887

tics and examples of the datasets, additional infor-888

mation on the models used, and the exact prompts889

employed in this study.890

A.1 Datasets891

Additional information about the datasets is given892

in Table 5, which presents an overview of the893

dataset statistics. Note that for the MATH dataset,894

we only include the most challenging questions,895

called levels 4 and 5, in the dataset. Notably, it896

has ground truth answer sequences that are, on897

average, almost three times longer than those in898

other datasets.899

900

In Table 6, we provide examples of ques-901

tions and their corresponding answers from the902

ground truth. Note that these examples were used903

for few-shot prompting.904

A.2 Models905

We execute all models using the VLLM software906

for LLM serving (Kwon et al., 2023). The weights907

for all models are accessible through Huggingface908

Transformers (Wolf et al., 2020). Table 7 includes909

hyperlinks to each model for easy reference.910

A.3 Prompts911

We used two different prompts within this project.912

The prompt shown in Figure 7 is used for the can-913

didate solutions for all datasets. Examples of the914

few-shots are in Table 6. The prompt for the judges915

is given in Figure 8. Note that we run experiments916

for both orders of the answers of the models MA917

and MB .918

A.4 Infrastructure919

The experiments were run on NVIDIA A100 and920

NVIDIA H100. The judgments used in Section 4921

and Section 5 took around 5 days equivalents on922

4 A100 40GB. Using 2 H100 90GB and 4 A100923

40GB it took around 2.5 days. For the perturbation924

Initial Prompt

{
"role": "user",
"content": "You are a reasoning assistant.
Always answer exactly in the same format.
Use ’####’ to separate the final answer
(without additional comments) from the
reasoning.

{{shot 1 question}}"
},
{
"role": "assistant",
"content": "{{shot 1 question}}"
}
...
,
{
"role": "assistant",
"content": "{{shot 4 answer}}"
}, {
"role": "user",
"content": "{{question}}"
}
}

Figure 7: Prompt used to generate initial solutions for
all datasets. It includes few-shots and the question of
the current sample.
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Question Answer

AQUA-RAT Two friends plan to walk along a 43-km
trail, starting at opposite ends of the trail
at the same time. If Friend P’s rate is
15% faster than Friend Q’s, how many
kilometers will Friend P have walked
when they pass each other? Options:
A)21 B)21.5 C)22 D)22.5 E)23

If Q complete x kilometers, then P com-
pletes 1.15x kilometers. x + 1.15x = 43
2.15x=43 x = 43/2.15 = 20 Then P will
have have walked 1.15*20=23 km. The
answer is E. #### E

GSM8K Natalia sold clips to 48 of her friends
in April, and then she sold half as many
clips in May. How many clips did Na-
talia sell altogether in April and May?

Natalia sold 48/2 = «48/2=24»24 clips
in May. Natalia sold 48+24 =
«48+24=72»72 clips altogether in April
and May. #### 72

MATH Mr. Madoff invests 1000 dollars in a
fund that compounds annually at a con-
stant interest rate. After three years, his
investment has grown to 1225 dollars.
What is the annual interest rate, as a
percentage? (Round your answer to the
nearest integer.)

Let r be the annual interest rate.
Then after three years, Mr. Mad-
off’s investment is 1000 ·

(
1 + r

100

)3,
so 1000 ·

(
1 + r

100

)3
= 1225. Then(

1 + r
100

)3
= 1.225,so [1 + r

100 =
3
√
1.225 = 1.069987 . . . , which means

r = 7 , to the nearest integer. #### 7.0

Table 6: Example of ground truth answers used for few-shot prompting.

Model URL

Qwen2 72B huggingface.co/Qwen/Qwen2-72B
Llama 3 70B huggingface.co/meta-llama/Meta-Llama-3-70B-Instruct
Yi 1.5 34B huggingface.co/01-ai/Yi-1.5-34B-Chat-16K
Mixtral 8x7B huggingface.co/mistralai/Mixtral-8x7B-Instruct-v0.1
Llama 3 8B huggingface.co/meta-llama/Meta-Llama-3-8B-Instruct
Gemma 1.1 7B huggingface.co/google/gemma-1.1-7b-it
Mistral 7B v0.3 huggingface.co/mistralai/Mistral-7B-Instruct-v0.3
Mistral 7B v0.1 huggingface.co/mistralai/Mistral-7B-Instruct-v0.1

Table 7: Used models and corresponding hyperlinks.

experiments in Section 7, it took around the same925

amount of time.926

B General performance927

This section provides additional information re-928

lated to Section 4. Specifically, we present the task929

performance of all models across all datasets, as930

well as the judging performance of all models when931

used as judges.932

B.1 Task Performance933

In various contexts in this work, the task perfor-934

mance of the individual models is essential. There-935

fore, we provide the accuracy of all models and all936

datasets in Table 9.937

B.2 Judging performance per model pair938

We conduct experiments with all eight models serv-939

ing as judges. We present the performance metrics940

of all judges across various model comparisons 941

in Figure 9. As shown in Table 1, only the large 942

models consistently produce judgments that devi- 943

ate consistently from random chance. These results 944

in Figure 9 support the superior performance of 945

larger models. 946

C Additional subset experiments 947

This section provides additional information for 948

chapter 5. 949

C.1 Example Subset performance 950

To better understand the correlation observed in 951

Figure 5, we provide examples of these subsets, 952

which can be seen in Table 10. These examples 953

include the following details: the judge, the com- 954

pared models, the dataset, the performance of each 955

model on a dataset (denoted by P (A|D)), the 956

judgment performance on the subset (denoted by 957

P (∆J = T |A = X,B = Y,D)), and the relative 958

size of the subset (denoted by P (A = X,B = 959

Y |D)). We provide the five subsets with the high- 960

est performance, the five subsets with the five low- 961

est performance, and five random subsets. 962

C.2 Performance by agreement 963

We provide an extension of the results in the main 964

paper. We put all samples into bins of how many 965
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Judge model MA model MB Label Prompt Response Correct

Qwen 2 72B Qwen 2 72B Llama 3 8B 20.00 Question: Charlie wants to sell beeswax candles. For
every pound of beeswax, he can make 10 tapered
candles. One pound of beeswax and the wicks cost
$10.00 in supplies. If he sells each candle for $2.00
each, what is his net profit if he makes and sells 20
candles?
Answer A: He needs 2 pounds of beeswax to make
20 candles because 20 / 10 = «20/10=2»2 It will
cost $20.00 in supplies for the beeswax and wicks
because 2 x 10 = «2*10=20»20 His total revenue
from selling the candles will be $40.00 because 20
x 2 = «20*2=40»40 His net profit will be $20.00
because 40 - 20 = «40-20=20»20 #### 20
————–
Answer B: It takes 1 pound of beeswax and the wicks
to make 10 candles, so it takes 1 pound of beeswax
and the wicks to make 20 candles. It costs 10 dollars
for 1 pound of beeswax and the wicks, so it costs 10
dollars for 20 candles. Charlie sells each candle for 2
dollars, so he makes 20 * 2 = 40 dollars by selling the
20 candles. So, his net profit is 40 - 10 = 30 dollars.
#### 30
————–
Compare both answers in detail and choose the an-
swer which correctly answers the question.
Conclude with a JSON in Markdown format indicat-
ing your choice between answer A or B:
“‘json
{
"answer": "B" or "A"
}
“‘

Answer A and Answer B differ in their calculation of
the cost of supplies for making 20 candles. Answer
A correctly calculates that Charlie needs 2 pounds
of beeswax to make 20 candles and that the cost for
the beeswax and wicks for 2 pounds is $20.00. An-
swer B incorrectly assumes that the cost for making
20 candles is the same as for 10 candles, which is
$10.00. Therefore, Answer A correctly calculates
the net profit as $20.00, while Answer B incorrectly
calculates it as $30.00.
The correct answer is A.
“‘json
{
"answer": "A"
}
“‘

True

Llama 3 70B Qwen 2 72B Llama 3 8B D Question: There is well of depth 30m and frog is at
bottom of the well. He jumps 3m up one day and falls
back 2m down the same day. How many days will it
take for the frog to come out of the well? Options:
A)25 days
B)26 days
C)27 days
D)28 days
E)29 days
Answer A: The frog is initially at the bottom of the
well, which is 30m deep.
On the first day, the frog jumps 3m up, so it is 33m
from the bottom. Then, it falls back 2m, so it is 31m
from the bottom.
Each day, the frog jumps 3m up and falls 2m down,
making a net gain of 1m. To get out of the 30m deep
well, it would take 30 days for the frog to jump and
fall 30 times, covering a total distance of 30m.
#### A
————–
Answer B: If he jumps 3m up and slips 2m down in
a day, he is 1m up in a day in 27 days he would have
reached 27m On the 28th day, he jumps up 3m and
come out of the well. Answer: D #### D
————–
Compare both answers in detail and choose the an-
swer which correctly answers the question.
Conclude with a JSON in Markdown format indicat-
ing your choice between answer A or B:
“‘json
{
"answer": "B" or "A"
}
“‘

Let’s break down both answers:
**Answer A:** The explanation is correct that the
frog makes a net gain of 1m each day. However, the
conclusion that it would take 30 days to get out of the
30m deep well is incorrect. The frog would reach the
top of the well when it has covered a total distance
of 30m, but it would not take 30 days.
**Answer B:** This explanation is correct. The frog
makes a net gain of 1m each day, so in 27 days, it
would have covered 27m. On the 28th day, it would
jump up 3m and come out of the well.
Therefore, the correct answer is **D) 28 days**.
Here is the conclusion in JSON format:
“‘json
{
"answer": "B"
}
“‘

True

Table 8: Example of ground truth answers used for few-shot prompting.
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Judge Prompt

Question:
{{question}}

Answer A:
{{answer A}}
————–
Answer B:
{{answer B}}
————–

Compare both answers in detail and
choose the answer which correctly answers
the question.

Conclude with a JSON in Markdown
format indicating your choice between
answer A or B:
“‘json
{
"answer": "B" or "A"
}
“‘

Figure 8: Prompt used for judgements. The full text
above is wrapped in the user role, as all models support
this role. No additional system message is used.

AQUA-RAT GSM8K MATH

Qwen 2 72B 76.38 92.04 51.19
Llama 3 70B 73.62 91.05 34.37
Yi 1.5 34B 64.96 78.47 27.04
Mixtral 8x7B 47.24 61.18 13.79
Llama 3 8B 51.18 73.01 15.04
Gemma 1.1 7B 42.91 50.72 12.60
Mistral 7B v0.3 38.19 42.76 6.13
Mistral 7B v0.1 21.65 26.08 3.10

Table 9: Task performance of all models using the
prompt in Figure 7.

different answers were given by the eight mod- 966

els. For the sake of brevity, we average across all 967

judges. In Figure 10 we show the same graphs 968

for each judge individually. Again, we give the 969

performance on the overall dataset and on the sub- 970

set where there exists exactly one correct and one 971

incorrect solution. All interpretations and conclu- 972

sions overlap with the main part of the paper. 973

D Prediction of Individual Judgements 974

Random Forest. We utilize TF-IDF representa- 975

tions with English stop word removal for the Ran- 976

dom Forest model. We further remove all digits 977

from the text. We set the maximum number of fea- 978

tures to 10,000 and consider n-grams ranging from 979

unigrams to bigrams (N-gram range: 1-2). The 980

model uses 500 trees (estimators). For training, we 981

use the Scikit-learn (Pedregosa et al., 2011) library. 982

The running time was negligible. 983

RoBERTa. For the RoBERTa model (Liu et al., 984

2020), we use a batch size of 64 and a learning rate 985

of 2e-5. The weight decay is set to 1e-3, and the 986

model is trained for 8 epochs. The final model is 987

selected based on the best validation performance. 988

The model is trained using the HuggingFace Trans- 989

formers library (Wolf et al., 2020). The total run- 990

ning time was about twelve hours on a single H100 991

90GB. 992

E Statistical Methodology 993

We describe the statistical background for the tests 994

applied in Section 6. All predictions and statis- 995

tical tests in Section 6 were performed using the 996

statsmodels library (Seabold and Perktold, 2010). 997

E.1 Coefficient of Determination 998

The coefficient of determination, R2, for evaluation 999

of linear regression models (Fahrmeir et al., 2013) 1000

is defined as follows: 1001

R2 =

∑n
i=1(ŷi − ȳ)2∑n
i=1(yi − ȳ)2

R2 measures the share of the variance in Y ex- 1002

plained by its covariation with the features X in- 1003

cluded in the model by dividing the variation of 1004

the predicted values ŷi by the variation of the true 1005

target values yi. If the features X have high ex- 1006

planatory power for Y , the ŷi will be close to 1007

the yi and R2 will be close to 1, while in the 1008

extreme case of no correlation between X and 1009
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(a) Qwen 2 70B (b) LLama3 70B (c) LLama 3 8B (d) Gemma 1.1 7B

(e) Yi 1.5 34B (f) Mixtral 8x7B (g) Mistral 7B v0.3 (h) Mistral 7B v0.1

Figure 9: Evaluation of final task performance P (∆J = T |A,B) averaged over all datasets for model pairs
(MA,MB) for the judges (a) - (h).

Judge model A model B dataset X Y P (A|D) P (B|D) P (∆J = T |A = X,B = Y,D) P (A = X,B = Y |D)

Qwen 2 72B Qwen 2 72B Mistral 7B v0.1 MATH True False 51.2 3.1 99.1 50.2
Qwen 2 72B Yi 1.5 34B Mistral 7B v0.1 MATH True False 27.0 3.1 98.4 27.9
Qwen 2 72B Llama 3 8B Mistral 7B v0.1 MATH True False 15.0 3.1 98.3 16.7
Qwen 2 72B Llama 3 70B Mistral 7B v0.1 MATH True False 34.4 3.1 98.3 35.4
Qwen 2 72B Mixtral 8x7B Mistral 7B v0.1 MATH True False 13.8 3.1 98.2 15.4
Mixtral 8x7B Mixtral 8x7B Mixtral 8x7B GSM8K False True 61.2 61.2 65.8 14.7
Yi 1.5 34B Llama 3 8B Gemma 1.1 7B GSM8K False True 73.0 50.7 64.9 8.0
Yi 1.5 34B Llama 3 70B Mistral 7B v0.1 AQUA-RAT True False 73.6 21.7 89.1 60.8
Qwen 2 72B Gemma 1.1 7B Gemma 1.1 7B GSM8K False True 50.7 50.7 90.0 12.9
Yi 1.5 34B Yi 1.5 34B Mistral 7B v0.1 GSM8K False True 78.5 26.1 52.5 2.6
Qwen 2 72B Llama 3 70B Mistral 7B v0.1 MATH False True 34.4 3.1 13.2 2.2
Qwen 2 72B Yi 1.5 34B Mistral 7B v0.1 AQUA-RAT False True 65.0 21.7 10.0 4.7
Yi 1.5 34B Qwen 2 72B Mistral 7B v0.1 MATH False True 51.2 3.1 6.5 1.4
Llama 3 70B Qwen 2 72B Mistral 7B v0.1 MATH False True 51.2 3.1 6.2 1.3
Qwen 2 72B Qwen 2 72B Mistral 7B v0.1 MATH False True 51.2 3.1 6.1 1.4

Table 10: Examples of comparisons; and performance; problem:
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(a) Qwen 2 72B: Using all comparisons. (b) Comparison with a correct and incorrect answer

(c) Llama 3 70B: Using all comparisons. (d) Comparison with a correct and incorrect answer

(e) Yi 1.5 34B: Using all comparisons. (f) Comparison with a correct and incorrect answer

(g) Mixtral 8x7B: Using all comparisons. (h) Comparison with a correct and incorrect answer

Figure 10: Judge performance by agreement bucket, e.g. bucket 3 (X-axis) means that all eight models gave together
three different answers.
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Y the arithmetic mean is the best estimate (i.e.,1010

ŷi = ȳ ∀ i = 1, . . . , n) resulting in R2 = 0.1011

E.2 Overall-F-Test1012

The Overall-F-Test is built upon R2 and tests1013

whether the overall model is of any significant1014

value for explaining the variation of the target vari-1015

able. The F-distributed test statistic is calculated1016

as1017

R2

1−R2
· n− p− 1

p
,

where R2 is the coefficient of determination, n is1018

the number of observations, and p is the number of1019

covariates included in the model (i.e., the number1020

of estimated coefficients excluding the intercept).1021

The hypotheses that can be tested this way are1022

H0 : β1 = β2 = · · · = βp = 0

vs.

H1 : βj ̸= 0 for at least one j ∈ {1, . . . , p}.

So from a rejection of H0, it can be concluded1023

that at least one of the included features exhibits1024

explanatory power for the variation of the target1025

variable.1026

E.3 Multiple Testing1027

Since we conduct multiple statistical tests within1028

the scope of one research project, it is important1029

to consider multiple testing as a potential problem1030

resulting in false positive findings. The p-values1031

from our tests, however, also satisfy a significance1032

level resulting from a Bonferroni Correction of the1033

typical significance level of 5%.1034

F Additional substitution Generations1035

In Section 7 we performed two experiments, where1036

we 1) exchanged the results of the individual an-1037

swers and 2) redacted all numbers using an ’X’ to1038

understand whether the model only focuses on the1039

writing style. You can find examples including the1040

prompt and the response of the judge for experi-1041

ment 1) in Table 11 and examples for experiment1042

2) in Table 121043
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Judge model MA model MB Label Prompt Response Correct

Qwen 2 72B Qwen 2 72B Llama 3 8B 163.00 Question: Candice put 80 post-it notes in her purse
before she headed out to her job at the coffee shop.
On her way, she stopped off at the store and pur-
chased a package of Post-it notes; At work, she
placed a single Post-it note on each of 220 different
cups of coffee. If she had 23 post-it notes remaining
overall, how many Post-it notes were in the package
that she purchased?
Answer A: Candice had 80 post-it notes initially.
She used 80 + 220 = «80+220=300»300 of them
to note the cups of coffee. She had 23 post-it notes
remaining overall. So, she used 300 - 23 = «300-
23=277»277 of the 300 post-it notes initially. The
remaining post-it notes are the difference between
the total and the initial count, which is 300 - 80 =
«300-80=220»220. She must have purchased 220 - 23
= «220-23=163»197 post-it notes. #### 163
————–
Answer B: Candice started with 80 Post-it notes and
placed one on each of the 220 cups of coffee, so she
used 220 notes. If she had 23 notes remaining, then
she must have had 220 + 23 = 243 notes in total.
Since she originally had 80 notes, the package she
purchased must have contained 243 - 80 = 197 notes.
Therefore, the package contained 197 Post-it notes.
#### 197
————–
Compare both answers in detail and choose the an-
swer which correctly answers the question.
Conclude with a JSON in Markdown format indicat-
ing your choice between answer A or B:
“‘json
{
"answer": "B" or "A"
}
“‘

Answer A is incorrect because it incorrectly calcu-
lates the number of post-it notes Candice used and
purchased. The correct answer is B because it ac-
curately calculates the total number of post-it notes
Candice had after using them and then subtracts the
initial number of post-it notes she had to find out how
many were in the package she purchased.
“‘json
{
"answer": "B"
}
“‘

True

Llama 3 70B Qwen 2 72B Llama 3 8B D Question: In a chocolate store, all chocolates are
either vanilla or cocoa flavored only. 10% of the
chocolates are cocoa flavored, 90% of the rest are
squashed. What percentage of the chocolates are both
vanilla flavored and not squashed? Options: A)1%
B)2%
C)5%
D)9%
E)10%
Answer A: If 10% of the chocolates are cocoa fla-
vored, then the remaining 90% are vanilla flavored.
90% of the vanilla chocolates are squashed. This
means that 10% of the vanilla chocolates are not
squashed. The question asks for the percentage of
chocolates that are both vanilla flavored and not
squashed. Since 10% of the vanilla chocolates are
not squashed, the answer is 10%.
#### D
————–
Answer B: 90% of the chocolates are not cocoa fla-
vored (they are vanilla) and 10% of these (90% *10%
= 9%) are not squashed. So 9% of the chocolates are
both vanilla flavored and not squashed. The answer
is E. #### E
————–
Compare both answers in detail and choose the an-
swer which correctly answers the question.
Conclude with a JSON in Markdown format indicat-
ing your choice between answer A or B:
“‘json
{
"answer": "B" or "A"
}
“‘

Let’s break down both answers:
**Answer A:** If 10% of the chocolates are co-
coa flavored, then the remaining 90% are vanilla
flavored. 90% of the vanilla chocolates are squashed.
This means that 10% of the vanilla chocolates are
not squashed. The question asks for the percentage
of chocolates that are both vanilla flavored and not
squashed. Since 10% of the vanilla chocolates are
not squashed, the answer is 10%.
**Issue with Answer A:** The calculation "10% of
the vanilla chocolates are not squashed" is incorrect.
90% of the vanilla chocolates are squashed, which
means 10% of 90% (not 10% of the total) are not
squashed.
**Answer B:** 90% of the chocolates are not cocoa
flavored (they are vanilla) and 10% of these (90% *
10% = 9%) are not squashed. So 9% of the chocolates
are both vanilla flavored and not squashed.
**Correctness of Answer B:** This answer correctly
calculates the percentage of chocolates that are both
vanilla flavored and not squashed.
Therefore, the correct answer is **B**.
Here is the conclusion in JSON format: “‘json
{
"answer": "B"
}
“‘

True

Table 11: Examples of comparisons where the final results were exchanged.
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Judge model MA model MB Label Prompt Response Correct

Qwen 2 72B Qwen 2 72B Llama 3 8B 163.00 Question: Candice put 80 post-it notes in her purse
before she headed out to her job at the coffee shop.
On her way, she stopped off at the store and pur-
chased a package of Post-it notes; At work, she
placed a single Post-it note on each of 220 different
cups of coffee. If she had 23 post-it notes remaining
overall, how many Post-it notes were in the package
that she purchased?
Answer A: Candice had X post-it notes initially. She
used X + X = «X+X=X»X of them to note the cups
of coffee. She had X post-it notes remaining overall.
So, she used X - X = «X-X=X»X of the X post-it
notes initially. The remaining post-it notes are the dif-
ference between the total and the initial count, which
is X - X = «X-X=X»X. She must have purchased X -
X = «X-X=X»X post-it notes. #### X
————–
Answer B: Candice started with X Post-it notes and
placed one on each of the X cups of coffee, so she
used X notes. If she had X notes remaining, then she
must have had X + X = X notes in total. Since she
originally had X notes, the package she purchased
must have contained X - X = X notes. Therefore, the
package contained X Post-it notes. #### X
————–
Compare both answers in detail and choose the an-
swer which correctly answers the question. Only
analyze the reasoning! Therefore we exchanged all
numbers with ’X’ so you can focus on the reasoning.
Conclude with a JSON in Markdown format indicat-
ing your choice between answer A or B:
“‘json
{
"answer": "B" or "A"
}
“‘

Answer A’s reasoning is flawed because it uses the
variable X in a confusing and incorrect way, equating
X to X-X, which results in 0, and does not make
sense in the context of the problem. Answer B, while
also using X in a confusing way, at least attempts
to set up an equation that could lead to a solution if
the Xs were replaced with actual numbers. However,
neither answer provides a clear, correct solution to
the problem as stated.
A correct approach would be to set up an equation
based on the information given. Candice started with
80 post-it notes, used some, bought more, and ended
up with 23 post-it notes. She used 220 post-it notes
at work. Let’s denote the number of post-it notes in
the package she bought as Y.
The equation based on the information given would
be: Initial post-it notes + Post-it notes bought −
Post-it notes used = Post-it notes remaining

80 + Y − 220 = 23

Solving for Y would give us the number of post-it
notes in the package she bought.
Since neither answer A nor B provides a correct solu-
tion, and given the instruction to choose between A
or B, we must conclude that neither is correct. How-
ever, since a choice must be made between A and B,
and B at least attempts to set up an equation, albeit
incorrectly, we will choose B as the less incorrect
option.
“‘json
{
"answer": "B"
}
“‘

True

Llama 3 70B Qwen 2 72B Llama 3 8B D Question: There is well of depth 30m and frog is at
bottom of the well. He jumps 3m up one day and falls
back 2m down the same day. How many days will it
take for the frog to come out of the well? Options:
A)25 days
B)26 days
C)27 days
D)28 days
E)29 days
Answer A: The frog is initially at the bottom of the
well, which is Xm deep.
On the first day, the frog jumps Xm up, so it is Xm
from the bottom. Then, it falls back Xm, so it is Xm
from the bottom.
Each day, the frog jumps Xm up and falls Xm down,
making a net gain of Xm. To get out of the Xm deep
well, it would take X days for the frog to jump and
fall X times, covering a total distance of Xm.
#### A
————–
Answer B: If he jumps Xm up and slips Xm down in
a day, he is Xm up in a day in X days he would have
reached Xm On the Xth day, he jumps up Xm and
come out of the well. Answer: D #### D
————–
Compare both answers in detail and choose the an-
swer which correctly answers the question. Only
analyze the reasoning! Therefore we exchanged all
numbers with ’X’ so you can focus on the reasoning.
Conclude with a JSON in Markdown format indicat-
ing your choice between answer A or B:
“‘json
{
"answer": "B" or "A"
}
“‘

Let’s analyze the reasoning of both answers:
**Answer A:** The answer assumes that the frog
makes a net gain of Xm (3m - 2m = 1m) each day.
However, it doesn’t consider the fact that the frog
needs to reach the top of the well to come out. The
answer simply states that it would take X days to
cover a total distance of Xm, without considering the
remaining distance to the top of the well.
**Answer B:** The answer correctly assumes that
the frog makes a net gain of Xm (3m - 2m = 1m)
each day. It then concludes that in X days, the frog
would have reached Xm, and on the Xth day, it would
jump up Xm and come out of the well. This answer
considers the remaining distance to the top of the well
and correctly concludes that the frog would come out
on the Xth day.
Based on the analysis, I choose:
“‘json
{
"answer": "B"
}
“‘

True

Table 12: Example of comparisons where numbers were redacted using an ’X’.
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