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Abstract

Dialog Act Detection is currently a major re-
search field in Natural Language Processing (NLP).
Among the various methods developed to tackle this
problem, the Sequence-to-Sequence architecture pro-
posed by [1] achieves State-of-the-Art performance
on the Switchboard Dialog Act (SwDA) and Meeting
Record Dialog Act (MRDA) datasets. In this project,
we apply this architecture to a different dataset, the
Daily Dialog.

Introduction

Dialog act classification is a critical component
of natural language processing, and it plays a crucial
role in the functioning of virtual assistants like Siri.
Essentially, dialog act classification is the process of
analyzing spoken [2] or written language and identi-
fying the underlying intent behind it. This involves
breaking down each utterance or sentence into smal-
ler units, such as individual words or phrases, and
then using machine learning algorithms to classify
these units based on their semantic meaning and in-
tended function.

For virtual assistants like Siri, dialog act classifi-
cation is especially important because it allows the
system to accurately interpret user requests and re-
spond appropriately. By analyzing the structure and
content of user input, the system can determine whe-
ther a user is asking a question, making a statement,
giving a command, or engaging in other types of com-

municative acts. This, in turn, allows the system to
generate appropriate responses that are tailored to
the user’s needs and preferences [3, 4, 5, 6].

In short, dialog act classification is a crucial as-
pect of natural language processing, and it is essen-
tial for enabling virtual assistants like Siri to un-
derstand and respond to user requests effectively. By
accurately classifying dialog acts, these systems can
provide users with a more intuitive and user-friendly
experience, making it easier for them to access infor-
mation and complete tasks using natural language
interactions.

Several works have been proposed to tackle intent
classification. Among these methods is the "Linear
Conditional Random Field" (CRF), which is a dis-
criminant model (modeling is done using conditio-
nal distributions for sequence data) that models the
dependence between each state (a dialogue intent)
and all input sequences. We can also mention clas-
sification algorithm methods for short texts : Bag-
of-Words (BoW) [7], and Continuous Bag-of-Words
(CBoW) trained via a SVM model [7]. The disad-
vantage of these two approaches is the loss of word
order and therefore the introduction of a bias in pre-
diction [8]. To take into account the complex de-
pendencies between words in the representation of a
statement, recurrent neural networks have been in-
troduced. More recently, Long Short-Term Memories
(LSTMs) and their simplification Gated Recurrent
Units (GRUs) have been used for intention classifi-
cation. In our work, we approach the problem as a
sequence labeling problem. We mainly rely on the
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articles [9, 10, 1]. More specifically, our work is or-
ganized as follows : Section 1 is a brief literature
review of the state of research in Dialog Act Detec-
tion ; Section 2 presents the architecture of the model
developed in the main paper we studied ; Section 3
presents the results of our application ; and Section
4 provides a conclusion to our work and how it could
be continued.

1 Related Work

Two main approaches have dominated the DA
classification problem [11] : the former treats the
classification of DAs as a text classification problem,
where each utterance is classified in isolation ; the lat-
ter (that we will work on) approaches the problem
as a sequence labeling problem.

Task as Text Classification : This method was
introduced by [12]. The authors have built a vec-
tor representation for each utterance, using either a
CNN or RNN, and used the preceding utterance(s)
as context to classify it.

Task as a Sequence Labeling : Several authors
have approached the problem in this way. Among
these authors, some have used methods of CRF that
only capture local dependencies as mentioned above.
However, [1] consider dependencies between labels
with a scope that is wider than two successive utte-
rances. Inspired by the Neural Machine Translation
(NMT), they propose Seq2seq architectures for DA
analysis.

2 Dialogue Act : Sequence to
sequence model

The model used by Colombo & al. (2020) for the
prediction of dialogue acts is a sequence to sequence
model based on a recurrent neural encoder and a re-
current neural decoder. The authors formalize the
problem by considering two sets : a set of conversa-
tion denoted D which contains the set of dialogues
and a set Y which contains the labels of the different
dialogues. Thus, each element of D is associated to
the unique value of Y . The authors consider the DA
modelisation as similar to the Neural Machine Trans-
lation (NMT) task. Indeed, in NMT, the goal is to as-

sociate to any sentence X l1 = (xl1
1 · · · , xl1

|Xl1|) in the
language l1 a sentence X l2 = (xl2

1 · · · , xl2
|Xl2|) in the

language l2, and in DA we have Ci = (u1, · · · , u|Ci|)
where ui is a sequence of words (or utterance) and
we want to associate each utterance to one element
of the label field Yi = (y1, · · · , y|Ci|). Thus DA can
be considered as a particular case of NMT with the
following specificities :

— The output vocabulary is small : whereas in
NMT the output vocabulary is the actual voca-
bulary of the output language, in DA it consists
in a few intent categories ;

— The length of the correct output sequence is
known : it is the same as the length of the in-
put sequence, which is generally not the case
in NMT ;

— The input space is much larger : in NMT, the
input is a sequence of words, whereas in DA
it is a sequence of utterances, which are them-
selves sequences of words.

The task is equivalent to maximizing the likeli-
hood of the output sequence Yi given the input se-
quence Ci (P (Yi|Ci)). In pratice, Colombo & al. pro-
pose a Seq2Seq architecure with a hierarchical enco-
der and a decoder to tackle this classification task.
They introduce several types of decoders that we will
present in the following sections.

2.1 Hierarchical encoder

The hierarchical encoder consists in three layers :

1. A word-level encoding that encodes each utte-
rance ui (i = 1, ..., T ) of the dialogue into a
vector by applying a GRU layer to the embed-
dings of the words composing the utterance.
The representation of the utterance ui, deno-
ted hw

i , is the last output of this layer ;

2. A persona-level encoding that refines the enco-
dings of successive utterances if they are emit-
ted by the same speaker : the whole sequence
(hw

i )i=1,...,T is fed to a bidirectional GRU layer
whose hidden state is reset each time the spea-
ker changes. This layer allows the representa-
tion of ui to depend on adjacent utterances if
(and only if) they share the same speaker. The
outputs of this layer, a vector per utterance,
are denoted hp

i , i = 1, ..., T ;
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3. A sequence-level encoding that takes the pre-
vious representations (hp

i )i=1,...,T and trans-
form them into another sequence (hs

i )i=1,...,T .
This layer allows the representation of ui to de-
pend on every other utterance in the dialogue.

The sequence (hs
i )i=1,...,T is then given to the de-

coder.

Figure 1 – Illustration of the structure of the hie-
rarchical encoder (Colombo et al., 2020)

2.2 Decoders

In the decoder architecture, the authors want to
force the model to learn on specific parts of the
sequence each time a new word is generated and
thus allow the decoder to correctly align the input
sequence with the output sequence. This is done
through the use of an attention mechanism : the
input of the decoder’s GRU layer at timestep k is
defined as

ck =
T∑

j=1
αj,khs

j

The choice of the parameters (αj,k)j=1,...,T , that
indicates the weight that the encoder’s output at ti-
mestep j has on the decoder’s input at timestep k,
is done through one of the three following attention
mechanisms :

1. The vanilla attention :

αj,k = softmax(a(hd
k−1, hs

j))

where a is parametrized as a simple feed-
forward neural layer and hd

k−1 is the output
of the decoder for the previous utterance ;

2. The hard-guided attention :

αj,k = 1k=j

in which we force the model to focus only on
hs

k when predicting yk ;

3. The soft-guided attention :

αj,k = softmax(1k=j + a(hd
k−1, hs

j))

in which we push the model to focus mainly on
hs

k when predicting yk, but allow it to consider
the representation of other utterances.

Finally, the output of the decoder ((hd
k)k=1,...,T )

is the transformation by a GRU layer of the sequence
of context vectors (ck)k=1,...,T . Each of the hd

k is then
fed into the same fully connected layer with a soft-
max activation to produce the output of the model.

Figure 2 – Illustration of the structure of the model
(Colombo et al., 2020)

Colombo & al. (2020) showed that hard-guided
attention mechanism yielded better performances
than the other two, on two different datasets : the
Switchboard Dialog Act corpus (SwDA) and the
Meeting Record Dialog Act (MRDA). In the next
part, we will try to find the optimal attention me-
chanism for a different dataset, the Daily Dialog.

3 Our implementation

In this part we present our application of Seq2seq
models for DA analysis. Although there are many DA
dataset available [13, 14, 15, 16, 17, 18, 19, 20], we
choose to focus on the Daily Dialog dataset [14]. This
implementation was done in Python, with the use of
the package PyTorch. The code can be found here.

3.1 The dataset

The Daily Dialog is a dataset consisting of 13118
English dialogs (11118 for training, 1000 for valida-
tion, 1000 for testing) each composed of a varying
number of sentences, each sentence being associated
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with one of the five labels : informative, question,
directive, commissive or dummy.

Speaker Utterance DA label

A
Can you study with the
radio on ?

question

B
No , I listen to back-
ground music .

inform

A What is the difference ? question

B
The radio has too
many commercials .

inform

A
That’s true , but then
you have to buy a re-
cord player .

inform

Table 1 – A snippet of a conversation sample from
the Daily Dialog corpus. Each utterance has a cor-
responding dialogue act label.

Since the model is only able to tackle dialogs of
the same length, we crop the dialogs to keep only the
five first utterances (we choose five as this hyperpa-
rameter is indicated to be optimal after the experi-
ments done by [1]).

3.2 The model

The model that we used differs from the one in-
troduced in [1] as we use a hierarchical encoder wi-
thout a persona-level layer. In fact, for all dialogues
in the Daily Dialog dataset, two successive utterances
are always from different speakers, hence the hidden
state of the persona-level would need to be reset at
each timestep, leading to the intuition that this layer
of the model would lose its benefit. In fact, after trai-
ning both versions of the model (with and without
the persona-level layer) we observed that the pre-
sence of this layer caused no improvement of the ac-
curacy.

For the embedding layer used at the entrance of
the encoder, we use pre-trained GloVe embeddings

of size 50. This layer is frozen during training.

3.3 Our findings

In this study, we propose to try several decoders
in the model architecture. First, we will use a deco-
der with a classical attention mechanism. Next, we
will implement the guided attention decoders propo-
sed in [1] : the hard-guided attention, which forces
the model to focus only on hEnc

t when predicting
yt, and the soft-guided attention, which suggests the
model to focus mainly on hEnc

t when predicting yt

but allows more flexibility. All versions of the mo-
del are trained with a hierarchical encoder without
a persona-level encoder (as explained in section 3.2.)
to minimize the cross-entropy loss between the pre-
dictions and the ground-truth labels. They will be
compared using their accuracy on the same test set.

The following table presents the result we obtai-
ned on the Daily Dialog Act dataset (accuracy is
measured on the whole generated sequence of tags,
and not only on the last one) :

Decoder Accuracy

Vanilla Attention 46.7%
Soft-Guided Attention 46.6%
Hard-Guided Attention 46.9%

Table 2 – Accuracy obtained with the different at-
tention mechanisms

4 Conclusion

In conclusion, this work allowed us to study the
richness that DA analysis can bring to Deep Lear-
ning. In the future, we would like to explore fairness
of when building DA classifiers [21, 22] as these clas-
sifier are often part of systems that are deployed in
open world application (e.g., customer support, heal-
thcare systems).
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