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Abstract

Programmable task-oriented dialogue (TOD)001
agents enable language models to follow struc-002
tured dialogue policies, but their effectiveness003
hinges on accurate state tracking (DST). We004
present PyTOD, an agent that generates exe-005
cutable code to track dialogue state and uses006
policy and execution feedback for efficient er-007
ror correction. To achieve this, PyTOD em-008
ploys a simple constrained decoding approach,009
using a language model instead of grammar010
rules to follow API schemata. This leads to011
state-of-the-art DST performance on the chal-012
lenging SGD benchmark. Our experiments013
show that PyTOD surpasses strong baselines in014
both accuracy and stability, demonstrating the015
effectiveness of execution-aware state tracking.016

1 Introduction017

TOD agents provide natural language interfaces018

which enable users to control their digital environ-019

ment to complete daily tasks. Such agents typically020

include a dialogue state tracking (DST) component,021

which maps the conversation history to a symbolic022

representation of the task-relevant information com-023

municated during the exchange. At each turn, a di-024

alogue manager (DM) uses this information to take025

system actions1 necessary to help the user complete026

the task. The agent behaviour is controlled by a027

dialogue policy defined by application developers.028

Adapting to new domains has long been a chal-029

lenge for state tracking (Jacqmin, 2022), dialogue030

management (Mosig et al., 2020a) and end-to-end031

(Zhao et al., 2023) agents, as it often requires de-032

velopers to collect and annotate new datasets for re-033

training. To address this challenge, fine-tuning pre-034

trained language models (PLMs) (Radford et al.,035

2019; Raffel et al., 2020) within the schema-guided036

paradigm (Rastogi et al., 2019; Mosig et al., 2020a)037

has emerged as a powerful approach. Schemata038

1For example, retrieving information from a knowledge
base or prompting the user to provide task constraints.
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Figure 1: PyTOD overview. The action parser generates
python instructions (x1.to_city = "San Diego") repre-
senting the actions the user took at the current turn (u2)
given API schemata (A), dialogue history (u1, a1) and
previous user actions (x1). The dialogue manager (DM)
executes the user action in a simulated environment.
A schema supervisor is invoked by the DM to correct
errors if predicted instructions contain slot names that
are not part of the API schema (e.g., the slot to_city is
mapped to destination_city, a member of the schema).
Given knowledge of previous system actions (x2, x3)
the DM detects slot omissions and invokes a parser su-
pervisor to correct them (e.g., flight date is recovered).

define the APIs accessible to the agent, including 039

textual descriptions of their functions and param- 040

eters (commonly referred to as slots). Mosig et al. 041

(2020a) extend schemata by including descriptions 042

of the actions that TOD agents can perform. Zhao 043

et al. (2023) build on these advances, proposing 044

a neuro-symbolic approach to design AnyTOD, a 045

state-of-the-art (SOTA) agent capable of following 046

1



dialogue policies unseen during fine-tuning2.047

AnyTOD uses the schema and dialogue history048

to first generate a symbolic state sequence. This049

sequence identifies the API the user wishes to inter-050

act with and the slot values the user has mentioned.051

A second symbolic sequence - encoding the actions052

the user3 and system have taken - is generated se-053

quentially after the state sequence. Both sequences054

are subsequently interpreted by a deterministic pol-055

icy program which recommends the next system056

action. State sequence is thus critical: prediction er-057

rors can prevent the system from taking the correct058

actions, leading to breakdowns in the interaction.059

Despite its strengths, AnyTOD has some limi-060

tations. First, it re-estimates the state and action061

history at every dialogue turn solely based on the di-062

alogue history and schema, which increases gener-063

ation length and amplifies the risk of state-tracking064

errors. Second, it fails to exploit previous system065

actions to verify the correctness of the state se-066

quence. Finally, its reliance on symbolic repre-067

sentations of state and action sequences requires068

additional system components to translate them069

into executable code, adding deployment complex-070

ity. We present PyTOD, a programmable dialogue071

system that addresses these challenges by directly072

communicating with its execution environment and073

policy programs to perform accurate state tracking074

for unseen APIs and domains, as discussed next.075

PyTOD overview PyTOD incrementally gener-076

ates dialogue states as code, using policy- and exe-077

cution feedback for accurate state estimation (Fig-078

ure 1). It operates as follows: (1) an action parser079

(AP) (§2.1) processes the user query to produce080

one or more python instructions; (2) the dialogue081

manager (DM) (§2.2) executes these instructions;082

(3) any attribute errors raised during execution are083

resolved by the schema supervisor (SS) (§2.2.2),084

a language model that constrains code generation085

according to the decoding schema; and (4) the DM086

evaluates the constrained output by comparing ex-087

pected and current environment states, invoking a088

parser supervisor (PS) (§2.2.3) to recover from pos-089

sible omissions or semantic errors. The dialogue090

state is derived by executing the complete program091

generated by PyTOD at each turn.092

Contributions Unlike PyTOD, TOD agents093

often optimise DST and DM independently in094

pipeline architectures (Neelakantan et al., 2019),095

2See Appendix A.1 for a detailed description.
3For example, providing a slot value or requesting infor-

mation about a knowledge base item retrieved by the system.

overlooking how policy information can enhance 096

state generation accuracy. We further demonstrate 097

that feedback from the execution environment en- 098

ables language models to constrain decoding with- 099

out requiring additional training data, with minimal 100

developer effort and only a slight increase in sys- 101

tem latency. PyTOD achieves SOTA performance 102

on the challenging Schema-Guided Dialog (SGD) 103

dataset (Rastogi et al., 2019). 104

As an additional contribution, we release 105

pytodlib, a python library that simulates SGD 106

APIs, including database responses and API be- 107

havior. This toolkit addresses the scarcity of con- 108

versational tool-use corpora, providing a valuable 109

resource for benchmarking large language models’ 110

ability to handle complex, multi-task, goal-oriented 111

conversations while following predefined policies. 112

2 PyTOD 113

2.1 Action parser 114

The AP parses user utterances into python expres- 115

sions, which are executed to carry out the user’s ac- 116

tions. The prompt consists of: (1) a header contain- 117

ing task-specific instructions, a linearised schema, 118

a list of completed tasks, and entities (e.g., flights) 119

returned by them (§2.1.1); (2) a session transcript, 120

where user and system turns are interleaved with 121

python code snippets representing user actions 122

and execution outputs (§2.1.2); and (3) context- 123

dependent instructions, dynamically rendered to 124

provide additional task guidance and entity defini- 125

tions as the conversation progresses (§2.1.3). 126

2.1.1 Header 127

At the start of the conversation, the header (Fig- 128

ure 1, top) provides instructions prompting the 129

model to identify the API that aligns with the user’s 130

intent and extract any arguments specified by the 131

user (Figure 6a, App. B.1). Schema API definitions 132

are presented next, linearised as python function 133

signatures (Figure 1, lines 4–14). Each API name 134

is followed by an intent description summarising 135

its function (line 5), while arguments are annotated 136

with their types and descriptions (lines 6–10). For 137

categorical slots, which take closed values from a 138

predefined set, the argument descriptions are pre- 139

fixed with the list of valid options (line 10). Return 140

types specify the entities produced by APIs, exclud- 141

ing their properties (line 12), which are displayed 142

dynamically as entities are returned (§2.1.3). 143

As tasks are completed, the header is updated 144
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Figure 2: Transcript example. User actions, expressed
in natural language, are parsed as program statements
which implement a pre-determined dialogue policy.
Their execution results - recommended system actions
(x2, x7, x13, x16) - are executed via say, which calls
the call the NLG module. The NLG module generates
the next agent utterance given information contained in
the objects passed as positional arguments to the say.
NLG calls are shown only for turns 1 and 3, for clarity.

with descriptions of completed tasks and relevant145

entity definitions (Figure 6b, App. B.1).146

2.1.2 Session transcript147

The session transcript records the dialogue history,148

interleaved with program statements that capture149

user and system actions (Figure 2). To model incre-150

mental updates to the dialogue state according to151

user actions, PyTOD programs employ intermedi-152

ate variables (Stacey et al., 2024).153

User actions PyTOD defines user actions as ex-154

ecutable commands that update the dialogue state.155

API calls (Figure 2, x1, x10, x12) model task ini-156

tiation, with their output stored in variables that can157

later be referenced in assignments (x14). The latter158

are semantic representations of utterances where159

the user provides task constraints or corrects slot160

values. Iterations (x3, x5) handle search results,161

fetching the top-ranked item (x3) and allowing the162

user to navigate through them (x5).163

Selection (x6) and confirmation (x15) statements164

track user acceptance of system-provided entities4165

and of slot values provided by the agent. Unlike166

4For example, selecting a restaurant (Figure 2, turn 3).

SOTA DST approaches, which extract slot values 167

from both agent and user utterances, these com- 168

mands track system-mentioned slots by executing 169

the dialogue policy. Specifically, executing a selec- 170

tion updates the referenced command based on the 171

chosen entity5 whereas executing a confirmation as- 172

signs system-provided values to the corresponding 173

parameters of the referenced command6. 174

Variables enable PyTOD to handle complex con- 175

versations. For example, context switching is repre- 176

sented by resume/suspend commands (x9, x11). 177

These commands prevent omission errors when 178

copying parameters from the dialogue history7. Un- 179

like SOTA TOD agents, PyTOD mitigates trans- 180

formers’ vulnerability to copying errors (Liu et al., 181

2024; Barbero et al., 2024) by representing nega- 182

tion, conversation pauses as executable and hierar- 183

chical slots as executable commands (App. B.1). 184

System actions are inserted into the transcript by 185

the DM to provide additional cues for state track- 186

ing. For example, database call markers (Figure 2, 187

x2) signal the retrieval of results, guiding the lan- 188

guage model to predict subsequent iteration (x3, 189

x5) and selection (x6) statements. Additionally, 190

Hint messages (x13) are recommended system ac- 191

tions showing missing required slots8, and the DM 192

uses these actions to verify AP output (§2.2.3). Ad- 193

ditional system actions are described in App. B.1. 194

2.1.3 Context-dependent instructions 195

Context-dependent instructions list properties of 196

retrieved entities along with natural language de- 197

scriptions of their meaning. This allows PyTOD 198

to answer user queries while reducing system la- 199

tency9. These instructions appear after iteration 200

or confirmation calls and may also include system 201

policy details relevant to state tracking (App. B.1). 202

2.2 Dialogue manager 203

The DM coordinates interaction with the user by 204

taking actions recommended by the dialogue policy 205

upon AP output execution. To ensure successful ex- 206

5Executing select(x5, from_results=x1) is equiva-
lent to search_restaurant.restaurant="Nando’s Oval".

6Executing confirm(x12) is equivalent to
book_table.people=2, book_table.date="tomorrow".

7An omission of the restaurant parameter in the
book_table call (Figure 2) can be corrected since the name
of the restaurant is known after select (x6) execution.

8These are all the call parameters that must be specified
for the API to perform its intended function.

9Since generation latency increases with prompt length,
entity definitions are only included when relevant—after the
entities have been retrieved—to optimise efficiency.
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ecution, it constrains and validates the AP outputs207

as described in the reminder of this section.208

2.2.1 AP output constraints209

AP-generated statements must be valid python210

expressions with declared variables to execute.211

The DM enforces these constraints, inserting212

parse_errors into the transcript if parsing fails.213

Additionally, it restricts generated API names to214

those listed in the AP header, correcting errors by215

minimizing edit distance. Once constrained, state-216

ments are executed. If the AP predicts a slot name217

outside the decoding schema, the DM invokes its218

SS component to constrain it accordingly.219

2.2.2 Schema supervisor220

The SS generates a prompt using the schema and221

the AP output, based on three generic templates222

(App. B.2.1). It follows a multiple-choice question223

answering (MQA) format (Figure 3), where the224

question and options depend on the AP error. If the225

AP predicts an unknown slot, the prompt lists the226

all the slot names in the schema with descriptions10227

as answer choices, instructing the model to select228

the option corresponding to the slot which best229

matches the AP output (Figure 3a). If the slot name230

is unknown but its value is listed in the schema, the231

prompt includes only categorical slot definitions232

and possible values (Figure 3b). For cases where233

the AP outputs a slot from a training schema but234

not the current task schema, the model is presented235

with slot descriptions from the task schema and in-236

structed to select the closest paraphrase (Figure 3c).237

238

2.2.3 Parser supervisor239

The DM invokes the PS when SS-constrained AP240

assignment expressions do not provide values for241

slots PyTOD previously requested from the user.242

In response, the PS generates a prompt using the243

schema and dialogue history, based on a simple244

template (App. B.3). The prompt follows an ex-245

tractive QA format (Figure 4), where the questions246

correspond to the schema descriptions of the omit-247

ted slots (e.g., Departure date of the flight? in Fig-248

ure 1); the context for answering them is limited to249

the dialogue history of the current task.250

The PS corrects slot omissions and semantic er-251

rors. First, it extracts values for all requested slots252

missing from the AP output. Then, for open-value253

10Descriptions are replaced with data type for integer-
valued slots and value enumeration for categorical slots.

(a) Unknown slot name. The SS output is converted to
destination_city, replacing to_city in the AP output.

(b) Unknown slot name (closed value). The SS output
is converted to subtitle_language = none, replacing
subtitle_free = true in the AP output.

(c) Memorised slot name. The SS output is converted to
pickup_date, replacing pickup in the AP output.

Figure 3: Illustration of prompts generated by the SS to
constrain AP generations to the decoding schema.

Figure 4: Illustration of the prompt generated by
the PS to handle AP omissions and semantic errors.
The expected SS output is 1) San Diego 2) 7th of
this month. The second answer is used to correct
an omission by extending the constrained AP output
in Figure 1 (x1.destination_city = "San Diego") with
x1.departure_date = "7th of this month". The ellipsis
indicates truncated, irrelevant dialogue history.

slots, if a predicted answer exactly matches a value 254

already assigned to a slot in the constrained AP 255

output, the system assumes a semantic error and re- 256

places the predicted slot name with the correspond- 257

ing omitted one. If no such match is found, the 258

PS appends assignment expressions that bind the 259

predicted answers to the omitted slots and updates 260
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the current task (viz departure_date, Figure 1).261

3 Experimental Setup262

We evaluate PyTOD on schema-guided DST. While263

Zhao et al. (2023) also evaluate their system on264

next-action prediction, PyTOD is designed such265

that, given the correct dialogue state, it is guar-266

anteed to take a correct action according to the267

dialogue policy. As a result, next-action prediction268

performance is correlated with DST performance269

and does not provide additional insight into system270

behavior. Turn-based evaluations often fail to re-271

flect a system’s ability to satisfy complex user goals272

in real interactions, as demonstrated by Takanobu273

et al. (2020) and recently by Elizabeth et al. (2024).274

3.1 Datasets and metrics275

Datasets SGD consists of 21, 106 dialogues span-276

ning 26 service schemata11 in the training split.277

The test set comprises 4, 201 dialogues covering278

21 service schemata. Designed to assess TOD gen-279

eralization, the dataset is challenging: among the280

90 distinct task sequences in the test set, 85.6% in-281

volve a task grounded in a schema unseen12 during282

training, corresponding to 77% of the dialogues.283

Additionally, the dialogues exhibit complex con-284

versational phenomena such as context switching,285

cross-turn corrections, and frequent goal changes,286

making DST particularly demanding.287

Metrics We evaluate performance using joint288

goal accuracy (JGA), which measures the percent-289

age of dialogue turns where all slot-value pairs are290

predicted correctly. To assess generalization, we291

report JGA separately for seen and unseen services.292

This distinction highlights each model’s ability to293

generalize to unseen slots and values and to cor-294

rectly interpret API descriptions that were not en-295

countered during training. We compute JGA using296

the official evaluator13 but extend the SGD state297

annotations (App. C.1) for fair comparison.298

While JGA evaluates slot extraction accuracy, it299

does not account for state consistency across turns.300

If a slot predicted in an earlier turn is later omit-301

ted when the state is re-estimated, the agent may302

unnecessarily prompt the user to repeat previously303

provided information, degrading interaction quality.304

We introduce C-JGA, a stricter metric that enforces305

state consistency: a turn contributes to the JGA306

11A service expose multiple APIs representing user intents.
12Unseen APIs may either introduce new functionality

within known domains or belong to entirely new domains.
13Available at https://bit.ly/3B7jD1c.

only if the state at all previous turns in the same 307

task is jointly correct. 308

3.2 Baselines 309

T5DST (Lee et al., 2022) jointly encodes the dia- 310

logue history alongside a slot description to gen- 311

erate the corresponding slot value. Each slot is 312

processed independently, so T5DST requires mul- 313

tiple forward passes per turn - one for each slot 314

in the schema. D3ST (Zhao et al., 2022) opti- 315

mises T5DST by predicting all active slot values 316

in a single pass. SDT-Seq (Gupta et al., 2022) 317

takes a demonstration-based approach, encoding 318

the dialogue history alongside a sample conversa- 319

tion and its target state sequence to learn DST via 320

in-context finetuning. We replicate SDT-Seq and 321

D3ST (App. C.2). 322

3.3 State Tracking with PyTOD 323

API retrieval Consistent with prior work on SGD 324

and our baselines, we assume that the services the 325

user interacts with are known at each turn. Accord- 326

ingly, PyTOD retrieves APIs from the AP header 327

(§2.1.1) and not the entire assistant schema. In con- 328

trast, user actions are tied to the dialogue policy 329

and are learned during finetuning rather than being 330

explicitly defined in the prompt. 331

Action parser We execute the AP-generated 332

programs using pytodlib (App. D.1). The li- 333

brary simulates: (1), the 58 APIs in the SGD de- 334

velopment and test sets, complete with simulated 335

databases and API responses; (2) the system pol- 336

icy of all 88 SGD APIs; (3) user actions (§2.1.2, 337

App. B.1). An execution engine runs PyTOD pro- 338

grams in a sandbox environment, tracking the dia- 339

logue state. We open-source pytod-lib, address- 340

ing the limitations of popular resources like Multi- 341

WOZ (Budzianowski et al., 2018) (App. D.2) and 342

providing a high-quality resource (Lu et al., 2024; 343

Farn and Shin, 2023) for evaluating LLMs’ ability 344

to engage in complex, goal-oriented, conversations. 345

Schema supervisor The SS constrains the AP 346

output based on the decoding schema (Figure 3). 347

We use MQA prompts and PLM knowledge for 348

zero-shot schema supervision with FlanT5 (3B) 349

(Chung et al., 2024), eliminating the need for slot 350

paraphrase collection. This makes PLM-guided 351

constrained decoding simple to implement. 352

Parser supervisor The PS corrects slot omis- 353

sions and semantic errors (Figure 4), with finetun- 354

ing prompts constructed from the same dialogues 355
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as those used for AP finetuning. We perform mul-356

titask learning for action parsing and parsing su-357

pervision. This allows PyTOD to function as a358

single model which performs corrections on DM359

request, with schema supervision handled by an360

off-the-shelf PLM. See training details in App. C.361

4 Main Result362

Since TOD agents are often deployed in resource-363

constrained settings, we implement PyTOD’s AP364

and PS components using a small PLM and com-365

pare against SOTA models of similar size. Table 1366

shows that PyTOD closely matches or outperforms367

all baselines, while also achieving higher consis-368

tency across turns. In particular, PyTOD (B) sur-369

passes D3ST (#2) and T5DST by absolute margins370

of 5.6% and 4.2%, respectively, with stronger per-371

formance on unseen services. PyTOD (L) achieves372

a similar improvement over D3ST (#7&11).

Size Model JGA C-JGA JGA (Seen) JGA (Unseen) #

220M

D3ST (Zhao et al., 2022) 72.9 – 92.5 66.4 1
D3ST (Flan-T5, ours)† 71.2 62.2 93.2 63.8 2
T5DST (Lee et al., 2022) 72.6 – 89.7 66.9 3
SDT-Seq (Gupta et al., 2022) 76.3 – – – 4
SDT-Seq (Flan-T5, ours)† 77.5 68.7 93.5 72.2 5

780M

D3ST (Zhao et al., 2022) 80.0 – 93.8 75.4 6
D3ST (Flan-T5, ours)† 76.5 67.7 93.8 70.8 7
SDT-Seq (Gupta et al., 2022) 83.3 – – – 8
SDT-Seq (Flan-T5, ours)† 82.7 74.2 94.1 78.9 9

220M PyTOD (Base) 76.8 72.7 91.0 71.8 10
780M PyTOD (Large) 82.2 78.4 92.1 78.9 11

Table 1: PyTOD DST performance. Rows marked with
† report the results of our replication study in App. C.2.

373
Both D3ST and T5DST re-estimate the entire di-374

alogue state at each turn, meaning their JGA can in-375

crease when early errors are later corrected. In real-376

world interactions, however, these errors would377

alter the dialogue flow, so the JGA increases due378

to error recovery overestimate real-world perfor-379

mance. When adjusted for consistency, D3ST JGA380

drops sharply: 9% (220M, #2) and 8.8% (780M,381

#7). In contrast, PyTOD incrementally predicts382

user actions based on its predicted past actions, re-383

sulting in smaller JGA drops of 4.1% (Base, #10)384

3.8% (Large, #11). These smaller decreases stem385

from two key factors. First, when users change386

goals mid-task, incorrect states are sometimes cor-387

rected. Second, parameters incorrectly copied from388

previous tasks at the start of a new task are later389

overridden by their correct values.390

PyTOD retrieves the correct API from the391

prompt whiles D3ST and T5DST JGA is invari-392

ant to intent parsing errors, making the figures less393

sensitive to annotation errors (§5.3) but less reflec-394

Size PS SS Multitask JGA JGA Seen JGA Unseen #

220M

✓ ✓ ✓ 76.8 91.0 72.1 1
✗ ✓ ✗ 75.8 90.1 71.0 2
✗ ✗ ✓ 64.2 88.2 56.2 3
✗ ✗ ✗ 64.4 88.8 56.3 4

780M

✓ ✓ ✓ 82.2 92.1 78.9 5
✗ ✓ ✗ 80.6 91.5 77.0 6
✗ ✗ ✓ 74.6 90.8 69.2 7
✗ ✗ ✗ 74.1 90.4 68.6 8

Table 2: Contribution of parser supervisor (PS) and
schema supervisor (SS) to PyTOD performance. Mul-
titask indicates joint training of the action parsing and
parsing supervision tasks. Rows 10&11 from Table 1
are repeated in rows 1&5 to facilitate comparisons.

tive of real-world TOD performance. PyTOD’s 395

JGA more accurately reflects practical deployment 396

scenarios where intent errors impact conversation 397

quality. 398

Descriptions vs demonstrations Beyond sur- 399

passing schema-guided baselines, PyTOD per- 400

forms competitively with approaches requiring ad- 401

ditional developer effort, such as SDT-Seq. The 402

JGA gap between PyTOD and SDT-Seq is minimal: 403

0.7% (Base, #5&10) and 0.5% (Large, #9&11), 404

with SDT-Seq performing better on seen domains. 405

However, SDT-Seq requires developers to manu- 406

ally craft example demonstrations for each intent in 407

addition to service schemas, increasing deployment 408

overhead. Furthermore, SDT-Seq does not perform 409

API retrieval, requiring an external intent detec- 410

tion model. Finally, PyTOD demonstrates substan- 411

tially higher consistency, outperforming SDT-Seq 412

by 5.0% (#5&10) and 4.2% (#9&11) in C-JGA, 413

reinforcing its stability in multi-turn interactions. 414

5 Analysis and Discussion 415

5.1 Ablation study 416

Parser supervisor The PS improves PyTOD per- 417

formance by an average of 1.0% (Base, #1&2) and 418

1.6% (Large, #5&6). Analysing 210 errors cor- 419

rected by the PS in the best-performing PyTOD 420

(Large) run (82.6% JGA) reveals that slot omis- 421

sions occur more frequently than semantic errors 422

(61% vs. 39%). The most common semantic er- 423

ror stems from confusion between similar slots 424

(e.g., start date vs. end date). Jointly training the 425

model for action parsing and parsing supervision 426

has a negligible effect on parsing accuracy (#3&4, 427

#7&8), simplifying PyTOD deployment. 428

Schema supervisor While the AP occasionally 429

generates slot names absent from the decoding 430

schema, the predicted slots often retain the cor- 431

rect semantics. For instance, the AP produces new 432
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AP Size SS Size PS JGA JGA Seen JGA Unseen #

220M

3B
✓ 76.8 (+5.6%) 91.0 72.1 1
✗ 75.8 (+4.6%) 90.1 71.0 2

780M
✓ 75.1 (+3.9%) 89.9 70.2 3
✗ 71.3 (+0.1%) 88.8 65.4 4

220M
✓ 74.1 (+2.9%) 89.7 68.8 5
✗ 70.8 (-0.4%) 89.0 64.7 6

780M

3B
✓ 82.2 (+5.7%) 92.1 78.9 7
✗ 80.6 (+4.1%) 91.5 77.0 8

780M
✓ 81.2 (+4.7%) 91.2 77.9 9
✗ 78.6 (+2.1%) 90.3 74.7 10

220M
✓ 80.5 (+4.0%) 91.2 76.9 11
✗ 77.9 (+1.4%) 90.3 73.7 12

Table 3: PyTOD performance as function of SS size.
Checkmarks (✓) and crosses (✗) indicate PS presence or
absence, respectively. Rows 10 and 11 from Table 1 are
repeated in rows 1 and 7, for easy comparison. Brack-
eted numbers represent absolute improvements with
respect to our implementation of D3ST (Table 1, #2&7)

slot names such as number_passengers instead of433

num_passengers or travel_starts_from instead of434

journey_starts_from. Other times, the AP outputs435

slots seen in a training schema implementing the436

same domain as an (unseen) decoding schema (e.g.,437

outputs hotel_name instead of place_name), reflect-438

ing real-world challenges where TOD agents must439

support integration of services similar to the ones440

they have been trained on without further finetun-441

ing. The SS effectively mitigates both of these442

challenges: it improves JGA by 11.4% for Py-443

TOD (Base) (#2&3) and 6.0% for PyTOD (Large)444

(#6&7). Notably, the SS reduces system latency445

while improving performance: the 220M AP+SS446

system (#2) runs 1.89 times faster compared to the447

780M AP (#8) while being 1.7% more accurate.448

Beyond performance gains, PLM-constrained449

decoding simplifies deployment compared to450

grammar-based approaches. Unlike the latter,451

which require re-engineering to align with new452

backbone PLM tokenization schemes, PLM-based453

constrained decoding allows seamless AP updates.454

Grammar-constrained decoding poses an additional455

challenge for PyTOD: some of its grammar rules456

depends on dynamically generated variables14 and457

have to be generated dynamically during inference.458

5.2 Schema supervisor analysis459

Table 3 shows that PLM-constrained decoding re-460

mains effective even as the SS sizes decreases: JGA461

drops by only 2.7% (#1&5) for PyTOD (Base) and462

1.7% (#7&11) for PyTOD (Large) when reducing463

14For example, confirm’s sole positional argument can
only be a variable bound to a transaction API call.

AP Size SS Size Samples per sec Runtime (sec) Relative Latency #

220M

- 9.110 5875.12 1.00 1
220M 6.816 7919.79 1.35 2
780M 6.766 7946.26 1.35 3

3B 6.323 8588.64 1.46 4

780M

- 3.331 16269.70 1.00 5
220M 2.971 18300.93 1.12 6
780M 2.964 18341.15 1.13 7

3B 2.903 18771.32 1.15 8

Table 4: Latency of AP size and SS size, reported for
the test set. Numbers reported are for models without
PS (marked with ✗ in Table 3). Each figure is an average
of three runs of making predictions for ≈ 53k test set
turns on an NVIDIA A100 GPU.

SS from 3B to 220M parameters. The PS recovers 464

some of the errors, improving JGA by an average of 465

3.55% (PyTOD Base) and 2.6% (PyTOD Large). 466

Regardless of the AP, SS and PS configurations 467

PyTOD consistently outperforms D3ST (Table 3). 468

Table 4 confirms that SS size has a minimal im- 469

pact on PyTOD latency. Expanding SS from 220M 470

to 3B increases latency by only 11% for PyTOD 471

(Base) and just 2% for PyTOD (Large). This is 472

expected since the SS prompts are short and the 473

MQA formatting enables SS to constrain decoding 474

with a single token. Most of the latency increase 475

stems from on-demand SS model loading, which 476

can be optimized by keeping SS in memory at the 477

cost of a higher memory footprint. As discussed 478

in App. E.1, PyTOD can be further optimised by 479

decoupling the PS and AP. 480

5.3 Error analysis 481

Seen services An analysis of 20 dialogues from 482

each of the 3 services with JGA below SDT-Seq 483

average, reveals that RideSharing_2 (RS_2) and 484

Movies_1 (MOV_1) contribute most to the discrep- 485

ancy. For RS_2, 70% of the errors involve incorrect 486

slot values: the system consistently misinterprets 487

requests like cheapest ride as regular instead of 488

pool, suggesting that PyTOD could benefit by im- 489

plementing the AP and PS with a PLM that has 490

stronger world knowledge. For MOV_1, value er- 491

rors are primarily span errors, where the model 492

fails to capture the full movie title or crosses span 493

boundaries. Notably, annotation errors where the 494

annotated slot values are absent from the user utter- 495

ance largely explain the Travel_1 performance. 496

Unseen services Annotation errors significantly 497

impact unseen service performance, particularly in 498

Trains_1, where intent paraphrase errors (App. E.2) 499

prevent PyTOD from tracking state due to its 500

reliance on retrieved train schedules. When 501
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Error
Type

RideSharing_2 Movies_1 Travel_1 RentalCars_3 Trains_1 Music_3 Messaging_1 Total
78.2

(-13.9%)
80.7

(-11.4%)
92.5

(+0.4%)
55.3

(-23.6%)
60.2

(-18.7%)
64.0

(-14.9%)
65.7

(-13.2%)
–

✓ ✓ ✓ ✗ ✗ ✗ ✗ –

Missed 15.0(3) 5.9(2) 9.5(2) 3.7(1) 9.4(3) 20.0(5) – 16(9.2)
Value 70.0(14) 32.4(11) – 22.2(6) 9.4(3) 36.0(9) – 43(24.9)
Copy 15.0(3) 29.4(10) 4.8(1) 48.1(13) 21.9(7) 28.0(7) 78.6(11) 52(30.1)
Annot. – 17.6(6) 71.4(15) 14.8(4) 40.6(13) 16.0(4) 21.4(3) 45(26.0)
Intent – – – – 9.4(3) – – 3(1.7)
Other – 14.7(5) 14.3(3) 11.1(3) 9.4(3) – – 14(8.1)

Total 20 34 21 27 32 25 14 173(100)

Table 5: Error analysis for the best PyTOD (Large) run,
including seen (✓) and unseen (✗) services. Second row
indicates service JGA and its absolute deviation with
respect to the average seen/unseen JGA in Table 1 (row
11). Percentages indicate the fraction of total service
errors and (raw counts) are shown. Missed=omitted
slot, Value=incorrect value predicted, Copy=copied
incorrect value/did not copy value, Annot.=annotation
error, Intent=incorrect intent.

search tasks succeed, copy errors - where PyTOD502

fails to propagate query parameters (e.g., album503

from LookupMusic to PlayMedia) reduce JGA in504

Movie_3 and RentalCars_3. For example, while505

GetCarsAvailable succeeds 90% of the time, Re-506

serveCar succeeds in just 26.23% of cases. This507

highlights systematic failures which could be ad-508

dressed through targeted improvements (App. E.3).509

In Messaging_1 copy errors stem from incorrect510

co-reference resolution: the location slot is incor-511

rectly resolved to cities instead of addresses, due512

to biases in training data where other services use513

this slot for city names. TOD agents that support514

multiple services are prone to similar semantic mis-515

matches when concept names differ across training516

schemas, and fine-tuning alone can lead to overfit-517

ting to schema-specific naming conventions. Fu-518

ture work will explore enhanced supervision mech-519

anisms to mitigate these biases.520

6 Related Work521

Few- and zero-shot DST Our approach and base-522

lines (§3.2) extend prior transfer learning work on523

cross-domain DST generalization via schema de-524

scriptions (Lin et al., 2021b) and QA tasks (Lin525

et al., 2021a). Recently, large-scale proprietary526

LLMs (e.g., ChatGPT (OpenAI, 2022)) have shown527

strong DST performance with no (Heck et al.,528

2023) or few (Li et al., 2024; Hu et al., 2022; Feng529

et al., 2023; Wu et al., 2023, inter alia) training530

dialogues. Like PyTOD, these approaches predict531

state updates, represented in JSON format (Wu532

et al., 2023), as SQL queries (Hu et al., 2022), func-533

tion calls (Stricker and Paroubek, 2024; Li et al.,534

2024) or code (King and Flanigan, 2023). Unlike535

PyTOD, they are not policy-guided nor do they 536

operate in a simulated environment, tracking slots 537

from both user and agent utterances - a limitation 538

that degrades performance (Wu et al., 2023). 539

These methods focus on data-efficient DST, rely- 540

ing on LLMs at inference. Recent works (Kulkarni 541

et al., 2024; Finch and Choi, 2024) use LLMs for 542

data generation, improving generalization without 543

costly per-turn inference and addressing concerns 544

over cost, resource availability, and privacy (Heck 545

et al., 2023; Feng et al., 2023). Distillation (Lee 546

et al., 2024c; Dong et al., 2024) and data augmen- 547

tation (Feng et al., 2023; Li et al., 2024) provide 548

alternatives, though they still depend on billion- 549

scale models. To improve efficiency, subsequent 550

works (Lee et al., 2024a,b) employ self-correction 551

(Xie et al., 2022; Tian et al., 2021) to maintain ac- 552

curacy. PyTOD targets stricter resource constraints, 553

achieving accurate and consistent DST with mod- 554

els an order of magnitude smaller. It eschews cor- 555

rector fine-tuning or feedback generation, using 556

readily available execution feedback and simple 557

QA prompts for zero-shot correction with one to- 558

ken. Its policy- and environment-driven corrections 559

avoid per-turn supervision, improving efficiency. 560

TOD agents Transfer learning (Zhao et al., 561

2023) and prompting (Shu et al., 2022; Zhang 562

et al., 2023; Li et al., 2023; Saley et al., 2024, in- 563

ter alia) also apply to TOD agent development. 564

pytodlib provides challenges beyond MultiWOZ 565

through policy (App. D.2) and ontology complex- 566

ity (Hudeček and Dusek, 2023; Lee et al., 2024a; 567

Gao et al., 2024), providing a testbed for advancing 568

TOD agents while addressing the dearth of conver- 569

sational tool-use corpora (Lu et al., 2024). 570

7 Conclusion 571

We introduced PyTOD, a TOD agent that gener- 572

ates code incrementally and tracks dialogue state 573

through execution, leveraging DM and execution 574

feedback to achieve SOTA DST performance on 575

the SGD benchmark. By coupling state tracking 576

with execution, PyTOD shows enhanced cross-turn 577

consistency and thus improved real-world reliabil- 578

ity. We release pytod-lib, a simulation grounding 579

the SGD dataset, to advance research on zero-shot 580

TOD agents and conversational tool use. Future 581

work will focus on enhancing robustness to copy 582

errors and integrating PyTOD with LLMs for zero- 583

and few-shot end-to-end dialogue modeling. 584
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Limitations585

API retrieval Like most state-of-the-art ap-586

proaches on the SGD and MultiWOZ datasets, Py-587

TOD assumes knowledge of the service schema588

at each turn (but not the API). In real-world sce-589

narios, however, virtual assistants must first infer590

the schema before tracking dialogue state. This591

is particularly challenging in SGD, where multi-592

ple services within the same domain exhibit fine-593

grained differences. For instance, both Buses_1594

and Buses_2 both implement the FindBus APIs,595

yet disambiguation between the two services is only596

possible when users mention fare_type an op-597

tional slot. Similarly, Buses_3 (test set), can only598

be distinguished if the category slot is provided.599

As discussed in §5.3, PyTOD relies on accurate600

intent parsing, making it susceptible to service dis-601

ambiguation errors that will degrade performance.602

Schema robustness We have not explicitly evalu-603

ated PyTOD’s robustness to linguistic schema vari-604

ations, which are known to affect transfer learning-605

based DST systems. While AP accuracy will de-606

gradoae, PyTOD’s SS - the primary contributor607

to its performance (§5.1) - is expected to miti-608

gate this impact since it performs zero-shot cor-609

rections using MQA prompts. Future work could610

enhance AP and PS robustness using transfer learn-611

ing from QA task (Lin et al., 2021a; Cho et al.,612

2023), knowledge-seeking turn grounding (Coca613

et al., 2023a) or synthetic schemas (Coca et al.,614

2023b), none of which require additional annota-615

tion.616

Prompt optimisation While PS and AP latency617

are optimized through dialogue history truncation618

and minimal generation length, the AP prompt it-619

self remains unoptimised. The AP header already620

maintains a stack of completed tasks and retrieved621

entities, effectively summarising the dialogue his-622

tory. However, our prompts contain both the header623

and transcript, introducing redundancy and increas-624

ing system latency.625

Additionally, the API header presents an oppor-626

tunity for personalized conversational intelligence.627

Embedding and storing it in a vector database could628

enable retrieval across multi-session conversations,629

improving continuity and personalization. We will630

explore this in future work.631

Grammar-constrained decoding We opted for632

deep learning approach to constraining AP output633

to the schema due to the complexity of working 634

with dynamically generated grammar rules needed 635

to constrain decoding to a set of valid tokens. We 636

considered this advanced optimisation to be a re- 637

search topic that future work could address. 638

Interactive evaluation Our results demonstrate 639

that state-of-the-art DST models exhibit stability 640

errors when evaluated using C-JGA. As DST sys- 641

tems continue to improve, we believe that evaluat- 642

ing models in real-world user interactions will be 643

essential to assessing their practical viability. 644

Dataset choice As discussed in §3.3 and §6, we 645

conduct our experiments on the SGD, which in- 646

cludes all the MultiWOZ domains, features more 647

complex conversation flows challenges LLMs. Mo- 648

rover, the MultiWOZ policy depends on unobserv- 649

able factors such as wizard’s task interpretation 650

(Mosig et al., 2020b). Through pytod-lib we pro- 651

vide a resource for developing agents capable of 652

following pre-defined policies in a more demand- 653

ing and controlled settings. 654
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A Background986

A.1 AnyTOD987

Figure 5: AnyTOD overview. Image reproduced from
Zhao et al. (2023) with authors’ permission.

Figure 5 shows an overview of AnyTOD (Zhao988

et al., 2023), a neuro-symbolic end-to-end TOD989

agent capable of zero-shot transfer to unseen tasks990

and domains. The prompt contains dialogue his-991

tory (prefixed by [convo] in Figure 5) and a lin-992

earised schema (above it). The schema prompt993

contains three parts, deliniated by the [params],994

[useracts] and [sysacts] tokens. The first lists995

the slot descriptions alongside slot identifiers and996

the following two parts provide natural language997

descriptions of the user and system actions, along-998

side action identifiers. This prompt is input to a999

language model (LM), which predicts a sequence1000

of slot identifiers (state sequence, in red), followed1001

by a sequence of ;-separated action identifiers (ac-1002

tion sequence, in purple). The separator indicates1003

turn-boundaries. These sequences are interpreted1004

by the dialogue policy, a program which outputs1005

a sequence of recommended actions given the cur- 1006

rent context (in orange). This sequence is appended 1007

to the prompt along with the state and action se- 1008

quences, providing context for the language model 1009

to select the next action (in green) and generate the 1010

agent response in natural language. 1011

B Prompts 1012

B.1 Action parser 1013

Header Figure 6 presents a sample AP prompt 1014

header. If no task has been completed, the prompt 1015

begins with task instructions (Figure 6a). Once a 1016

task is completed, a summary of the task and the 1017

returned entity is prepended before the task instruc- 1018

tions (Figure 6b). The entity definitions include a 1019

docstring instructing the model to retain and copy 1020

relevant argument values into subsequent API call 1021

paramater values.

(a) Task instruction

(b) Task stack

Figure 6: Action parser header prompt components.

1022

Session transcript Beyond the user and system 1023

actions described in Section 2.1, we introduce ad- 1024

ditional actions that enable PyTOD to handle more 1025

complex user interactions. 1026

User actions Conversation interruptions (Fig- 1027

ure 7, turn 7) and negations (turn 9) require TOD 1028

agents to copy the dialogue state from the history, 1029

13



Figure 7: An alternative continuation of the conversation
in Figure 2 after turn 6. Additional user/system actions
and an example of how PyTOD can handle complex
compositional utterances (turn 9) are depicted. Note
that unlike in Figure 2 where some of the say calls
were omitted for clarity, all calls to the NLG module are
shown.

making them vulnerable to copying errors. PyTOD1030

mitigates this by generating special program state-1031

ments (x15, x27), ensuring the state is carried over1032

to the next turn without errors through execution.1033

In contrast, AnyTOD (Figure 5) predicts the entire1034

state and action sequences from scratch at every1035

turn, which is inefficient and error prone.1036

System actions In §2.1 we introduced hints1037

as prompts generated by a deterministic dialogue1038

policy through the execution of API calls or as-1039

signments. More broadly, the system policy can1040

be designed to generate such prompts in a wider1041

variety of contexts. As shown in Figure 7, PyTOD1042

can be programmed to prompt the user to take ac-1043

tion after a conversation pause (Figure 7, x16) or a1044

negation (x28). If the user does not respond (as in1045

turn 7), these actions are executed to continue the1046

dialogue.1047

Successful API calls are marked by perform1048

statements. These are always followed by a say1049

command call to generate an agent utterance which1050

informs the user the task has been successfully1051

completed.1052

API call failures are also included in the prompt1053

to enable PyTOD to reason about the dialogue state 1054

in such cases (Figure 7, x19). Depending on the 1055

API response, PyTOD may assist the user in recov- 1056

ering from failures by offering alternatives, repre- 1057

sented as hint messages (x20). 1058

NLG calls Unlike Figure 2, Figure 7 shows all 1059

NLG calls, illustrating how PyTOD can function 1060

as an end-to-end TOD agent. Since say commands 1061

ground agent utterances but do not provide rele- 1062

vant information for state tracking, they are omit- 1063

ted from the action parser prompt (the dialogue 1064

manager appropriately re-indexes the variables). 1065

Handling complex utterances Figure 7 1066

demonstrates how PyTOD handles compositional 1067

user utterances requiring nested function calls. 1068

Such utterances cannot represented by AnyTOD or 1069

other state-of-the-art TOD agents and DST models, 1070

which are limited to parsing slot-value pairs from 1071

user and agent utterances. 1072

Context-dependent instructions Context- 1073

dependent instructions, formatted as developer: 1074

turns, appear in the prompt after an iteration (ie 1075

next) or confirmation instructions. In the former 1076

case (Figure 8a), they provide an itemized list of 1077

entity properties that the user may inquire about 1078

along with their natural language descriptions from 1079

the schema. A brief instruction precedes this list, 1080

prompting the language model to invoke the say 1081

routine to communicate the requested information 1082

to the user. In the latter case (Figure 8b), 1083

additional system policy instructions relevant to 1084

state tracking may be included. For instance, line 1085

6-9 in Figure 8b illustrate how PyTOD can be 1086

guided to correctly parse API parameters following 1087

an API calling error. 1088

B.2 Dialogue Manager 1089

B.2.1 Schema supervisor 1090

Figure 9 shows the SS prompt generation tem- 1091

plates. A common input to these is slot_schemas, 1092

a list of dictionaries containing the names, de- 1093

scriptions, data type and possible values (for cat- 1094

egorical slots) for the active service. These 1095

are formatted by developer-defined filters (e.g., 1096

slot_definition_formatter). The template for 1097

constraining the value of a categorical slot to one 1098

of the values listed in the schema (Figure 9c) is a 1099

special case of the template for constraining un- 1100

known slot names with categorical values (Fig- 1101

ure 9b): only one slot definition corresponding 1102
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(a) Post-iteration context-dependent instructions.

(b) Post-confirmation context-dependent instructions.

Figure 8: Sample context-dependent instructions.

to the one predicted by the AP is displayed and the1103

none option is removed to ensure the output is one1104

of the values enumerated in the schema.1105

B.3 Parser supervisor1106

Figure 10 shows the PS prompt generation tem-1107

plate. The DM filters the transcript to extract user1108

and agent relevant to the current task, ignoring ir-1109

relevant previous tasks which are not relevant for1110

predicting the current slot value. These turns are1111

processed by the conversation_formatter filter,1112

which preprends the conversation role to the ut-1113

terance. The schemata of the slots requested at1114

the previous turned are passed to the template as1115

slot_list. The question_formatter filter the1116

formats the slot descriptions by lowercasing them1117

and appending a question mark.1118

C Experimental details1119

C.1 Slot values normalisation1120

In SGD, the dialogue state updates when the user1121

either explicitly provides a slot value or accepts a1122

system-proposed value. Traditional TOD agents1123

track the latter by extracting slot-value pairs from1124

agent utterances. In contrast, as described in Sec-1125

tion 2.1.2, PyTOD updates the state by execut-1126

ing select and confirm commands. These com-1127

mands read relevant slot values from entities re-1128

trieved via database queries (for search-based inter-1129

actions) or API responses (for transactional inter-1130

(a) Unknown slot name. Sample prompt in Figure 3a.

(b) Unknown slot name (closed value). Sample prompt in
Figure 3b.

(c) Unknown categorical slot value

(d) Memorised slot name. Sample prompt in Figure 3c.

Figure 9: Schema supervisor prompt templates

actions). Since SGD system call annotations15 are 1131

canonicalised, PyTOD must normalise open-valued 1132

parameters extracted from the dialogue history be- 1133

fore making API calls and ensure that system- 1134

proposed slot values are de-normalised for eval- 1135

uation. 1136

In practice, normalisation is performed by look- 1137

ing up the surface form of a predicted value in a 1138

mapping that links surface forms to their canoni- 1139

cal counterparts. This table is easily constructed 1140

from SGD semantic annotations, as illustrated in 1141

Figure 11. Instead of de-normalising slot values 1142

copied from entities or API responses, we equiva- 1143

lently extend the corpus annotations to include their 1144

canonical forms. This ensures that slots tracked via 1145

execution are directly comparable to the reference 1146

values used by the official evaluator. 1147

15These include call parameters, entity properties, and API
responses.
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Figure 10: Parser supervisor template

C.2 Implementation details1148

Library versions We finetune D3ST and SDT-1149

Seq using the transformers (Wolf et al., 2019)1150

library and the key software dependencies in Ta-1151

ble 6. With the exception of FlanT5 (Chung et al.,1152

2024) D3ST, which was trained on two NVIDIA1153

A100 GPUs (80GB), all models were trained on a1154

single NVIDIA RTX 3090 GPU (24GB).1155

Library Version

transformers 4.35.2
accelerate 0.24.1
torch 1.17
numpy 1.26.2

Table 6: Software dependencies used to train PyTOD.

D3ST replication We set all training parameters1156

to match those reported by Zhao et al. (2022) and1157

pre-process the data using their official script16.1158

As the original work does not specify a model se-1159

lection metric or evaluation frequency, we evalu-1160

ate every 5, 000 steps and select the best check-1161

point based on overall JGA on the development1162

set. Training is terminated early if accuracy does1163

not improve within 15, 000 steps (approximately 31164

epochs).1165

Our results show an absolute 1.7% difference1166

from the published JGA for the base model (Ta-1167

ble 7, rows 1 & 2). We observe a +1.0% improve-1168

ment on seen services, but a 2.6% drop on unseen1169

services.1170

To rule out overfitting, we increase the evalua-1171

tion frequency to 900 steps and select the model1172

maximising the unseen serivces JGA, stopping the1173

training after 1 epoch if there are no improvements.1174

However, this leads to a slight performance drop1175

(Table 7, rows 2 & 3). We finetune Flan-T5 (780M)1176

with the best settings, achieving seen services per-1177

formance on par with the published results but a1178

16Available at https://bit.ly/4aKe9KL

Figure 11: Semantic frame for the utterance I would
like it to be half past 11 in the morning. The action
annotations (line 3 - 14) are processed to extend slot-
value annotation with the corresponding canonical value
(e.g., line 29). The ellipsis in line 31 marks slot-value
pairs which were omitted for clarity.

4.6% discrepancy on unseen services (rows 4 & 5). 1179

SDT replication We set training hyperparame- 1180

ters to the values reported by Gupta et al. (2022) 1181

and use the data processing scripts from the offi- 1182

cial SDT code release17. Since the evaluation fre- 1183

quency and model selection metric are unspecified, 1184

we evaluate every 1600 steps, selecting the model 1185

with the highest development set overall JGA. We 1186

closely replicate the reported results (Table 8). 1187

PyTOD implementation details We finetune Py- 1188

TOD with the same software versions as our base- 1189

lines and the parameters in Table 9 until the de- 1190

velopment set JGA for unseen services is max- 1191

17Available at https://bit.ly/4aKe9KL
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Size Model JGA JGA Seen JGA Unseen Setting #

220M
D3ST (Zhao et al., 2022) 72.9 92.5 66.4 - 1
D3ST (Flan-T5, ours) 71.2 93.2 63.8 (65.0/64.8/61.7) A 2
D3ST (Flan-T5, ours) 70.7 92.9 63.3 (61.9/65.3/62.7) B 3

780M
D3ST (Zhao et al., 2022) 80.0 93.8 75.4 - 4
D3ST (Flan-T5, ours) 76.5 93.8 70.8 (69.9/71.6/70.9) A 5

Table 7: D3ST replication results. Numbers in brackets
show the metric values for each experiment run, three-
runs averages are shown otherwise.

Size Model JGA JGA Seen JGA Unseen #

220M
SDT-Seq (Gupta et al., 2022) 76.3 - - 1
SDT-Seq (Flan-T5, ours) 77.5 93.5 72.2 2

780M
SDT-Seq (Gupta et al., 2022) 83.3 - - 3
SDT-Seq (Flan-T5, ours) 82.7 94.1 78.9 4

Table 8: SDT-Seq replication results.The reported num-
bers are averaged over five runs, each using a distinct set
of demonstrations to construct the fine-tuning prompts.

imised. The learning rate is constant, with no scal-1192

ing. We follow the same protocol when finetuning1193

google/flan-t5-large, except that we allocate1194

a training budget of just one epoch.1195

Hyperparameter Value

Pretrained model google/flan-t5-base
Optimizer Adafactor
Batch size 32
Learning rate 0.0001
Warmup steps 1500
Number of epochs 2
Evaluation frequency 1500 steps

Table 9: PyTOD training hyperparameters.

D pytod-lib1196

D.1 Simulation framework1197

D.1.1 Service APIs1198

Figure 12 shows a sample implementation of the1199

Buses_3 service from SGD. The service provides1200

two APIs: (1) FindBus, a search or query API1201

(Figure 12a) that enables users to query a bus1202

schedule database using natural language, and (2)1203

BuyBusTicket, a transactional API (Figure 12)1204

that allows users to purchase a ticket for an itinerary1205

proposed by the TOD agent based on FindBus1206

search results or by specifying ticket details di-1207

rectly.1208

D.1.2 Dialogue policy1209

The SGD conversations are generated by sampling1210

from a policy graph (Rastogi et al., 2019; Mosig1211

et al., 2020a), which outlines the intended flow of1212

a dialogue. Both search and transactional APIs re-1213

(a) Search API.

(b) Transactional API.

Figure 12: Implementation of the SGD Buses_3 service

quire zero or more specific slots to function. To 1214

provide them, the system processes the initial user 1215

turn and takes actions to elicit missing slot val- 1216

ues. Once all required slots are filled, search APIs 1217

can construct a valid database query, while trans- 1218

actional APIs execute an external service call (e.g., 1219

to a ticket booking service). 1220

Slot-filling is abstracted in the SearchCommand 1221

and ConfirmedCommand interfaces, which all con- 1222

crete service implementations (e.g., Buses_3) in- 1223

herit. Upon execution, the interfaces return sys- 1224

tem actions, such as show, perform, Hint and 1225

Notification (see Figure 1 in §1, Figure 2 in 1226

§2.1.2 and Figure 7 in App. B.1). For example, if a 1227

user says, I need a bus from London to Manch- 1228

ester., executing FindBus returns a system ac- 1229

tion Hint(request value: departure_date)18, 1230

which an agent can verbalise to ask for the miss- 1231

ing constraints. Unlike a majority of examples in 1232

datasets such as STAR (Mosig et al., 2020a) and 1233

STARv2 (Zhao et al., 2023), where users provide 1234

constraints only when prompted, SGD conversa- 1235

tions frequently include user-initiated constraint 1236

specification. 1237

Complex policy The SGD policy models re- 1238

alistic, multi-turn interactions beyond simple slot 1239

filling. 1240

For search APIs, it supports user goal changes, it- 1241

eration through multiple results satisfying the same 1242

constraints, and cases where no results match the 1243

user’s constraints. 1244

Transactional API policy incorporates complex 1245

error recovery, where the system may suggest alter- 1246

18The other arguments in Figure 12 are optional, so are not
requested by the system.
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native actions (e.g., an alternative bus time if the1247

selected bus is fully booked). The user can accept1248

or decline system-initiated changes or update their1249

constraints to resolve the issue. Additionally, the1250

system can initiate tasks (e.g., proposing a ticket1251

purchase after retrieving a bus schedule), at which1252

point the user may switch context to another task1253

and later return to complete the system-initiated1254

one. This policy extends beyond the standard slot-1255

filling approach seen in MultiWOZ, where users1256

typically accept system proposals without modify-1257

ing their constraints or declining offers in response1258

to API failures.1259

We encourage interested readers to explore the1260

documentation of the simulation package in our1261

pre-release code.1262

D.1.3 API behaviour1263

Feedback The pytod APIs define slots as1264

class variables implementing the descriptor pro-1265

tocol19, enabling advanced functionality. One such1266

function is execution error feedback: setting an1267

undefined attribute on an API returns a string de-1268

scribing the error instead of raising an exception.1269

Another example is type coercion: descriptors cast1270

slot values to the data types specified in the schema,1271

and may be configured to provide natural language1272

feedback if conversion fails.1273

Execution engine The execution engine converts1274

the dialogue manager’s output into a python ob-1275

ject. Figure 13 illustrates how a program statement1276

is interpreted as an API object implemented by1277

a service (e.g., FindBus in Figure 12a). The ex-1278

ecution process begins by parsing the statement1279

into an abstract syntax tree (AST) (line 24). If1280

the tree matches a function call signature (line 25),1281

a conversion function (string_to_py_cmd) first1282

extracts the function name and arguments (lines1283

6–10). If the function corresponds to an API im-1284

plemented by the schema (line 14), the engine re-1285

trieves the command from a registry, instantiates1286

the appropriate object (e.g., FindBus), and assigns1287

slot values (lines 15–18). For user or system ac-1288

tions, the function name is returned (lines 20–22),1289

and object instantiation is handled downstream. We1290

invite interested readers to consult the documenta-1291

tion of the execution package in our pre-release1292

code for further details.1293

19See https://bit.ly/4hLB4aU.

Figure 13: Sample execution engine code, showing how
a program statement is interpreted as a python object.

D.2 Task-oriented agents beyond MultiWOZ 1294

Endowing LLMs with tool-use capabilities has at- 1295

tracted widespread focus in the research commu- 1296

nity. While LLMs have facilitated creation of syn- 1297

thetic data to evaluate LLMs’ ability to parse in- 1298

dividual user commands into tool calls, extending 1299

this to generate high quality conversations follow- 1300

ing predefined policies remains an open challenge 1301

(Zhao et al., 2023; Stacey et al., 2024). As a result, 1302

while a plethora of corpora evaluating single-turn 1303

interactions exist20, few provide an interactive eval- 1304

uation setting for conversational use. ToolSandbox 1305

(Lu et al., 2024) is among the few notable excep- 1306

tions, yet, as Lu et al. (2024) highlight, hallucina- 1307

tions remain a key limitation in their approach to 1308

policy-grounded conversation simulation. 1309

In contrast, task-oriented dialogue corpora are 1310

collections of natural conversations following pre- 1311

defined policies. These collections are expert- 1312

curated and their dialogues are grounded in rich 1313

ontologies of user/system actions and diverse API 1314

calls. As we showed in this paper, actions and API 1315

calls can be naturally represented as tool calls. 1316

By introducing an interactive environment for 1317

SGD, the largest and most complex TOD dataset, 1318

we provide a valuable resource to both the tool- 1319

use and TOD research communities. Compared to 1320

MultiWOZ (Budzianowski et al., 2018), a widely 1321

used benchmark in both dialogue and LLM re- 1322

search, SGD presents significantly greater chal- 1323

lenges due to its complex policy (§D.1.2), richer 1324

ontology and task diversity (Table 10). These fac- 1325

20See Qu et al. (2024) for a recent review.
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Dataset # Domains # Intents # Slots # Dialogues Avg. Turns

SGD 20 88 365 6684 20.44
MultiWOZ 7 11 35 2000 13.46

Table 10: Comparison of dataset statistics for SGD and
MultiWOZ. Dialogue counts reported are for combined
development and test sets whereas average turns is re-
ported for the training split.

tors make it a more rigorous benchmark for study-1326

ing conversational tool use and TOD agent gener-1327

alization, aligning with recent efforts to develop1328

scalable, policy-driven dialogue systems (Hudeček1329

and Dusek, 2023).1330

E Extended Analysis and Discussion1331

E.1 Parser supervisor1332

As the PLM size of the AP increases, the cost1333

of correcting semantic errors and omissions rises,1334

prompting us to explore separate models for PS1335

and AP.1336

Table 11 shows that reducing PS size from 780M1337

to 220M results in a negligible performance drop1338

for PyTOD (Large), regardless of the SS size (cf.1339

rows 1 - 3 vs. 4 - 6). This holds even though the1340

780M PS outperforms the 220M PS by 1.9 exact1341

match points as it adapts better to unknown ques-1342

tions21. However, the overall system performance1343

is marginally worse compared to jointly training a1344

single model for action parsing and parsing super-1345

vision, indicating a small benefit from multi-task1346

learning.

PS Size EM EM
Seen

EM
Unseen

SS Size JGA JGA
Seen

JGA
Unseen

220M 91.5 96.7 90.3
220M 80.0 (-0.5%) 90.6 76.4
770M 80.7 (-0.5%) 90.5 77.4

3B 81.8 (-0.4%) 91.7 78.5

770M 93.4 96.5 92.8
220M 80.1 (-0.4%) 90.6 76.5
780M 80.8 (-0.4%) 90.5 77.6

3B 81.9 (-0.3%) 91.7 78.7

Table 11: Performance of PyTOD (Large) when the
parser supervisor (PS) is implemented with a specialised
Flan-T5 model. EM denotes exact match answer accu-
racy, evaluated on the SGD test set. Bracketed numbers
represent absolute JGA deviation with respect to the
corresponding PyTOD models where the AP and PS
models are jointly trained (Table 3, ✓-marked rows).

1347

E.2 Annotation errors1348

Table 12 presents sample errors identified in our1349

analysis in §5.3, showing intent paraphase errors1350

21For comparison, the EMs for PyTOD (Large) and PyTOD
(Base) in Table 1 are 92.5% and 91.0% ,respectively.

# Utterance Annotation Explanation Service

1 Today at 2 in the
afternoon.

pickup_time=’2 in
the afternoon’

start_date=’today’ in
utterance

RC_3

2
I’m in the mood for
some music and
would like to play
some songs.

intent=LookUpMusic
The utterance semantics
is better represented as
intent=PlayMedia.

MUS_3

3
I need a train ticket
with a fully
refundable feature.

intent=FindTrains
class=’Flexible’

The utterance semantics
is better represented as
intent=GetTrainTickets.

TR_1

4

Okay, what about
attractions there. I
need Place of
Worship, and
something with no
entry fee.

intent=FindAtractions
category="Place of
Worship"
free_entry=True
good_for_kids=True

No good_for_kids=True
mention in utterance.

TRA_1

Table 12: Sample annotation errors identified during the
error analysis. RC_3=RentalCars_3, MUS_3=Music_3,
TR_1=Trains_1, TRA_1=Travel_1.

in #2&3. While our DM performs argument-based 1351

disambiguation to identify intent, GetTrainTickets 1352

and FindTrains, the two Trains_1 intents, share all 1353

their arguments. Consequently, misparaphrased in- 1354

tent annotations prevent PyTOD from retrieving 1355

train schedules, leading to degraded DST perfor- 1356

mance. Analysis of 30 additional dialogues from 1357

this domain, we found that intent confusion cased 1358

state errors in 20 out of 50 cases. 1359

Table 12 highlights some utterances contain slots 1360

mentions without corresponding user action anno- 1361

tations (#1) while others sometimes fail to para- 1362

phrase actions parametrised by boolean or cate- 1363

gorical slots(#4). These issues were difficult to 1364

identify with the methods available to Rastogi et al. 1365

(2019). During PyTOD development we, however, 1366

identified 451 dialogues across the train, develop- 1367

ment and test releases22 while experimenting with 1368

fault-tolerant execution. This suggests that pro- 1369

grammable dialogue systems, while challenging 1370

to develop, can serve as valuable tools for dataset 1371

quality improvements. 1372

E.3 Overcoming copy errors with PyTOD 1373

§5.3 identified slot propagation from search queries 1374

to transactions (e.g., Figure 14) as a key Py- 1375

TOD failure mode. These errors can be miti- 1376

gated by training PyTOD to pass object refer- 1377

ences to follow-up tasks (e.g., predicting mu- 1378

sic_3_play_media(entity=x5, device=patio) in- 1379

stead of enumerating all slots to be copied). The 1380

state could then be robustly tracked by execution. 1381

Note PyTOD is fine-tuned to predict entity selec- 1382

tion in the symbolic form shown in (x5, Figure 14) 1383

22We include dialogue IDs in our code release.
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Figure 14: A Music_3 copy error. The slot album is not
copied to to the music_3_play_media call (x7).

and these symbolic representations are rendered1384

in the dialogue history to provide relevant entity1385

information (i.e., song(track, optional=[’album’])).1386

This facilitates robust slot propagation by reason-1387

ing over entity types, a topic future research will1388

explore.1389

E.4 C-JGA breakdown1390

To support future comparisons, we provide a break-1391

down of C-JGA metrics for our models and repli-1392

cated baselines across seen and unseen services.1393

Upon public release, we plan to contribute the C-1394

JGA implementation to the official SGD evaluation1395

code.

Size Model C-JGA JGA (Seen) JGA (Unseen) #

220M
D3ST (Flan-T5, ours) 62.2 86.0 54.3 1
SDT-Seq (Flan-T5, ours) 68.7 86.6 62.8 2

780M
D3ST (Flan-T5, ours) 66.5 87.9 61.0 3
SDT-Seq (Flan-T5, ours) 74.2 88.0 69.6 4

220M PyTOD (Base) 72.7 87.3 67.8 5
780M PyTOD (Large) 78.4 89.1 74.9 6

Table 13: Breakdown of C-JGA reported in Table 1 by
seen/unseen service.

1396
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