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Abstract

This study addresses the task of selecting a
skeleton for narrative story generation from
closely-associated Story Plan Graphs (SPGs).
While advanced language models, such as
Large Language Models (LLMs), demonstrate
potential, they often fall short in manifesting
semantic consistency. Utilizing the SPGs gen-
erated by Neural Story Planning, which ensures
the logical soundness of symbolic planning, we
introduce two novel methodologies for skele-
ton selection: event-based and graph-based
approaches. These methods discern salience
events within the fabula, helpful the selection
of skeletons that are engaging, coherent, and
logically consistent. Evaluated against the GPT-
3.5 using the ROCStories dataset, our approach
evidences enhanced skeleton selection capa-
bilities, offering an efficient and cost-effective
solution for skeleton selection.

1 Introduction

Stories are an essential element that permeates
human culture and history. They are expressed
in various forms, literature, movies and entertain-
ment such as games, providing enjoyment to peo-
ple. Among them, a narrative story refers to a
series of events linked by causality and experi-
enced/generated by actors (Bordwell, 1980; Bal
and Van Boheemen, 2009). For instance, a state-
ment indicating a state like "My dog has fleas."
is non-narrative, while a statement consisting of
an event such as "My dog was bitten by a flea.” is
considered narrative (Abbott, 2002).

Narrative story generation distinguishes itself
from other text generation tasks in that the gener-
ated sentences require closely-knit semantic asso-
ciations, making it notably challenging. Further-
more, crafting a story that engages and entertains
the reader presents an additional imperative. Such
generated narratives hold potential applications in
various entertainment sectors, aiding authors and
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Figure 1: An illustrative example of a SPG generated
through the Planning method. It is constructed from
connections between event sentences and condition sen-
tences. The green box represents the goal event sen-
tence, the white boxes denote event sentences, and the
inscriptions on the connectors signify condition sen-
tences. Within the condition sentences, ‘I’ stands for
item need condition, ‘L’ represents location condition,
and ‘R’ indicates reason condition.

creators in story ideation and expansion. Conse-
quently, narrative story generation has captured the
interest of researchers for decades and continues to
be a topic of intensive investigation, especially with
the advent of Transformer-based language models
(Vaswani et al., 2017; Radford and Wu, 2019) and



Story Plan Graph fabula

discourse

Ludo drove to his Ludo has completed a new project that
workplace in his car needs to be completed urgentl
T

R: Ludo has compls project that needs

at his workela leted a new proj
L Ludo s at his workplace to be completed urgently

l Ludo got the laptop from his company for work purposes l
T

: Laptop needed for work

Ludo got the documents
form his boss

Ludo was trying to impress his boss by
working hard
I

Ludo drove to the bank

I Work-related documents R: Ludo was trying to impress his boss by working hard

‘ Ludo was working long hours without taking enough breaks ‘

Ludo drove to his workplace in his car
Ludo has completed a new project that needs to be completed urgently
Ludo got the laptop from his company for work purposes

Ludo was trying to impress his boss by working hard

Ludo got the documents from his boss

Ludo was working long hours without taking enough breaks

Ludo’s work was taking a toll on his health

event sentence | Ludo drove himself to hospital

Ludo was not feeling well for a long time

Ludo got a prescription for the medicine from his doctor

Ludo was recovering from an illness

Ludo applied for a credit card at his bank
Ludo drove back home from his workplace

Ludo purchased a subscription online using his credit card

Ludo watched a lot of movies on the subscription during the next week

Ludo had always been an ambitious employee, always striving to climb
the corporate Iadder. This ambition is what led him to work tirelessly,
trying to impress his superiors. Day in and day out, Ludo's routine was
the same — working late into the night, getting little sleep, and starting
early the next day.

One day, Ludo was assigned a high-priority project that needed
immediate attention. Knowing the importance of this project, Ludo threw
himself into it even more intensively. He barely took breaks and skipped
meals, all to ensure that he met the tight deadiine.

However, this unsustainable work routine began to take its toll on Ludo's
health. He started feeling fatigued, had persistent headaches, and often
felt dizzy. Concerned friends and colleagues advised him to slow down,
but Ludo, driven by his commitment to the job, paid no heed.
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medication to aid his recovery.

Realizing the importance of relaxation and mental well-being, Ludo
decided to indulge in some entertainment. He purchased an online
subscription using his credit card and began watching movies,
documentaries, and series. This not only helped him divert his mind from
work but also played a significant role in his recuperation

Over the next week, while still on his break, Ludo rediscovered the joys
of leisure and realized the importance of work-life balance. He promised
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Figure 2: Depicts the progression from a SPG to discourse. For a detailed explanation, refer to the “Tripartite

Models’ under Section 2.

the advancements in natural language processing
enabled by LLMs. However, there are inherent
challenges with these language models in effec-
tively modeling semantic dependencies between
sentences. They also manifest limitations in nar-
rative generation, such as repetitions and generic
responses (Holtzman et al., 2019).

Traditional solutions to story generation, such
as symbolic planning (Meehan, 1977; Lebowitz,
1985; Porteous and Cavazza, 2009; Riedl and
Young, 2010; Ware and Young, 2011), can infer
causal relationships between events and ensure
the logical soundness of stories generated through
these relationships. Additionally, it offers a means
to model semantic dependencies in the form of
a graph. However, symbolic planning requires a
hand-crafted schema library that dictates which
events can be used. Recent studies have sought
to mitigate this limitation by integrating symbolic
planning with LLMs in an approach termed Neural
Story Planning (Ye et al., 2022). While the modeled
SPG (refer to Figure 1) allows for the composition
of a story using all event sentences present within
the graph, a more consistent and engaging narrative
story (or discourse) is formulated by undergoing a
process as depicted in Figure 2.

We aim to concentrate our research on the
method of selecting a skeleton from the event sen-
tence list (fabula) within the SPG generated by
Neural Story Planning. Specifically, this study
investigates which events should be chosen from

the provided SPG to construct the most effective
skeleton leading up to the goal event. The cri-
teria for an optimal selection are defined by the
coherency, logicality, and interest of the resulting
skeleton. This definition draws inspiration from
narrative psychologists who underscore the signifi-
cance of plot consistency in reader comprehension
and story reception(Trabasso and Van Den Broek,
1985; Graesser et al., 1991). To address this chal-
lenge, we categorize events in the fabula as either
event-based or graph-based to determine their rele-
vance and subsequently perform skeleton selection
based on these evaluations. We assessed the ef-
fectiveness of this system using the ROCStories
dataset (Mostafazadeh et al., 2016) as the basis
for the SPGs and fabulas, and compared its perfor-
mance with the high-performing GPT-3.5 using an
A/B testing approach. The results demonstrated
that our skeleton selection method outperformed
GPT-3.5 in terms of superior selection capability.

The key contributions of this research are enu-
merated as follows:

* We propose two methodologies leveraging the
SPG to select a skeleton that is interesting,
logical, and coherent.

* Our skeleton selection approach enhances the
intrigue of the selected skeleton through an
event-based methodology and ensures its log-
icality and coherence through a graph-based
approach.




* Our selection procedure builds upon well-
established significance metrics, namely TF-
IDF (Sparck Jones, 1972) and PageRank
(Page et al., 1998), obviating the need for sub-
stantial computational cost in the selection
process.

* We conducted an automated evaluation using
GPT-3.5, and the results indicate that our se-
lection technique yields a more optimal skele-
ton.

2 Background and Related Work

Tripartite Models (Chatman, 1978; Genette, 1983;
Rimmon-Kenan, 2002; Walsh, 2001). The ‘fabula’
refers to the comprehensive story world, encom-
passing all events, characters, and circumstances.
In this paper, the event sentence list from the SPG
was utilized as the fabula. All events within the fab-
ula are feasible, distinguishing it from the ‘possible
world’ (Ryan, 1991), wherein not all possessed
events can occur concurrently. The ‘skeleton’ is
derived by selecting only the pivotal events from
the fabula, essentially constituting the backbone or
the primary events (‘nucleus’) of the story. The
‘syuzhet’ is responsible for ordering the nucleus of
the skeleton to instill elements such as suspense,
thereby captivating the audience; it may also in-
corporate ‘satellites’—events that might not be
crucial to the storyline but are pivotal for narra-
tion. The ‘discourse’ represents the syuzhet as
expressed through mediums like text or film. This
phase can be regarded as the final narrative story
manifested through a specific medium. Our re-
search was primarily concentrated on skeleton se-
lection, grounded in the aforementioned theories
and definitions.

Neural Story Planning (Ye et al., 2022) ad-
dresses the manual schema-related challenges of
traditional story generation methods, such as sym-
bolic planning, by utilizing LLMs. By drawing
upon common-sense knowledge extracted from
these expansive language models, it’s possible to re-
cursively expand the SPG using a backward chain-
ing approach from the goal event sentence, thus
generating a consistent SPG. For our experiments,
we employed this method, setting the last sentence
of select stories from the ROCStories dataset as
the goal event sentence and subsequently crafting
the SPGs for experimentation. Consequently, sto-
ries generated through our skeleton selection will
manifest as goal-driven narratives.

3 Skeleton Selection for SPG

The comprehensive algorithm for our proposed
skeleton selection is presented in Section 3.1. The
specifics of the event-based and graph-based ap-
proaches for selection are detailed in Section 3.2
and Section 3.3, respectively.
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Figure 3: An illustration of the proposed algorithm. The
skeleton selection score is computed for every event sen-
tence in the fabula, and then the top k event sentences
with the highest scores are selected to produce the skele-
ton.

3.1 Overview

As depicted in Figure 3, our skeleton selection algo-
rithm computes the selection score for each event
sentence e; (where 1 < ¢ < n) within the fabula
F = {ey,eq,...,e3} as follows:

Si(F) = aBy(F) + BGi(F) (1)

where « represents the weight of the event-based
score, and [ signifies the weight of the graph-
based score, with the constraint « + § = 1 and
0 < a, B < 1. We aimed to adjust « to aptly blend
the two scores. The overall process of computing
the selection score is illustrated in Algorithm 1. Fi-
nally, the top-k event sentences were selected based
on their selection scores. It’s worth noting that the
selected event sentences may not possess direct
connections within the graph. For instance, in Fig-
ure 1, while "Ludo’s work was taking a toll on his
health" (denoted as e;) and "Ludo got a prescrip-
tion for the medicine from his doctor" (denoted as
e3) are selected, "Ludo drove himself to hospital"
(denoted as ez) may not be. Although e; and e3
are not directly linked within the graph, readers
can infer es on their own, so there isn’t an absolute
necessity for e to be selected alongside them.



Algorithm 1 Skeleton Selection for SPG

1: Input: plot created with plan_generation, plan graph’s adj_list, vectorizer trained only with verbs,

top_k
Initialize a fabula F' < plot
Initialize a goal G < plot[-1]

each_vector < vectorizer(F')
Initialize event_based_score < {0,}
for each event in I do

sum < 0

for e doach verb in event

R e AN Al

_
e

end for

add (event, sum) to event_based_score
: end for

. Initialize graph_based_score < {0,}

: for each event in F' do

—_ = = = = =

. end for

[ S
S O 0o 2

return fop_k_selection + G

tatal_vector < vectorizer(connect all event in F')

. selection_score < o * event_based_score + 3 * graph_based_score
. top_k_selection < sorted_and_pick(selection_score without G, top_k

> vectorize only the verb tokens

> event-based score (In this paper, TF-IDF is used)

add rotal_vector(verb) * each_vector(verb) to sum

> graph-based score (In this paper, PageRank is used)

add (event, PageRank(adj_list, event) to graph_based_score

> total score (o + 3 = 1)

3.2 Event-Based

The event-based score F; is calculated based on
the importance scores derived from the tf-idf of the
event sentences within the fabula. Notably, condi-
tion sentences are anticipated to be represented in
terms of causality with each event sentence during
the computation of the graph-based score. There-
fore, only the event sentences were utilized when
calculating E;. The computation of the event-based
score F; is as follows:

Ei(F) = idf(es, D)t f(t, e;)xidf (t, F) (2)
tce;

where ¢ denotes the events present in the event
sentence, as highlighted in bold in Figure 4. The
first term, idf (e;, D),references the inverse docu-
ment frequency from the ROCStories dataset, D.
The general inverse document frequency from a
typical story dataset aids in filtering out mundane
events. The second term, ¢ f(¢, e;), represents the
term frequency and is employed to identify pivotal
events within each event sentence. The final term,
idf (t, F'), assists in filtering events that are com-
monly used locally. As observed in Figure 4, both
"drive" and "get" appear with high frequency. If
we do not filter them out through the final term,
during the selection process, these terms might be

disproportionately chosen, hindering the creation
of an intriguing skeleton. To counteract this bias,
we have incorporated the last term.

e;) Ludo drove to his workplace in his car
e,) Ludo has completed a new project that needs to be completed urgently
e;) Ludo got the laptop from his company for work purposes
e;) Ludo was trying to impress his boss by working hard
e;) Ludo got the documents from his boss
e;) Ludo was working long hours without taking enough breaks
e;) Ludo's work was taking a toll on his health
eg) Ludo drove himself to hospital
eg) Ludo was not feeling well for a long time
e0) Ludo got a prescription for the medicine from his doctor
e;,) Ludo was recovering from an illness
e;,) Ludo drove to the bank
e,3) Ludo applied for a credit card at his bank
e,4) Ludo drove back home from his workplace
ey5) Ludo purchased a subscription online using his credit card
) Ludo watched a lot of movies on the subscription during the next week.

€16

Figure 4: An example of a fabula. Events within the
event sentences are highlighted in bold.

3.3 Graph-Based

Leveraging the information derived from the SPG,
we assessed the significance of each event sen-
tence node. Moreover, to mirror the importance of
the causal relationships between event sentences
and condition sentences, we employed the PageR-
ank method to determine the graph-based score
of each event sentence. In this context, we used
the distance(g, e;) from the goal event sentence,
g, to each node as a weight, accentuating events
surrounding the goal. This approach was adopted



due to our focus on selecting a skeleton for a goal-
driven story. The graph-based score, G;, is com-
puted as follows:

Gi(F) = PageRank(adj_list,distance(g, e;))
3)
where adj_list represents the adjacency list of
the SPG, and distance is defined as the shortest
path between ¢ and e; when at least one path ex-
ists between them, as described in Harary (1969).
Notably, since every node in the SPG is generated
through backward chaining from g, there are no
instances where g and e; are not connected.

4 Experiment

In this section, we evaluate our skeleton selection
method using the SPGs generated based on the
stories in ROCStories dataset. We first introduce
the dataset, baseline, and evaluation methodology.
Subsequently, we present the results in comparison
with the baseline and discuss the implications of
these findings.

4.1 Dataset

We employed the recently-introduced story plan-
ning method, Neural Story Planning, to generate
the SPGs. For the goal event sentence, we utilized
the final sentence from the stories in ROCStories
dataset. Out of the generated plan graphs, we con-
ducted experiments using 135 SPGs that adhered
to the criteria of a fabula rather than a possible
world. Each fabula comprises more than 15 event
sentences.

4.2 Baseline

We used the LLM, GPT-3.5, to generate a skele-
ton for our baseline. By prompting, we provided
the adjacency list of the SPG and the fabula, in-
structing it to select k£ event sentences, including
the goal event sentence. Given that our study is
centered on goal-driven storytelling, the final event
sentence must be the goal event sentence. On many
occasions, GPT-3.5 not only performed skeleton
selection but also undertook ordering, given its ad-
vanced language processing capabilities. Since we
wanted to compare only the skeleton selection per-
formance, we rearranged the skeleton produced by
GPT-3.5 in the order of the fabula and compared it

L gpt-3.5-turbo-16k-0613 version was used through Ope-

nAl API. We opted for a specific version rather than the latest
version to ensure consistency in our experiments.

with the skeleton selected using our method. Ex-
amples of prompts utilized to guide GPT-3.5 in
selecting skeletons from the fabula can be found in
Appendix A.

4.3 Evaluation

To evaluate whether the selected skeletons are 1)
intriguing, 2) logical, and 3) cohesive towards the
goal, we compared the skeleton produced by GPT-
3.5 (A) and the skeleton selected using our method
(B) using the following three questions:

* Interestingness Question: Which story was
more interesting?

* Logic Coherency Question: Which story had
coherent flow between sentences?

* Topic Coherency Question: Which story had
overall consistency in theme?

For each of the three questions, we collected re-
sponses 10 times each for A or B to evaluate which
skeleton, A or B, was selected more effectively.
The responses were gathered using the GPT-3.5
versionZ, which served as our baseline. For this
evaluation, we set o = 0.5 and k = 10. Examples
of the prompts used for evaluation can be found in
Appendix B.

Question Type ~ GPT-3.5 (%) Ours (%)
Interestingness 28.89 71.11
Logic Coherency 21.48 78.52
Topic Coherency 11.85 88.15
average 20.84 79.26

Table 1: A/B test results for each question type at o =
0.5. In the evaluation, items receiving a higher selection
rate are highlighted in bold.

Question Type a=0(%) a=1(%)

Interestingness 64.89 76.30
Logic Coherency 85.93 74.04
Topic Coherency 85.19 83.70

Table 2: Proportion of selections favoring ours in the
A/B test across question types, based on varying «. In
the evaluation, items receiving a higher selection rate
are highlighted in bold.

Zgpt-3.5-turbo-16k-0613’



Question Type  Ours (%) simple (%) no weight (%)
Interestingness 71.11 63.33 60.91
Logic Coherency 78.52 69.48 70.15
Topic Coherency 88.15 78.44 76.30
average 79.26 70.42 69.12

Table 3: Results from the ablation study evaluated at o« = 0.5. Here, ‘simple’ refers to the event-based method
calculated using a straightforward tf-idf computation, while ‘no weight’ represents the graph-based method
employing PageRank without any weighting. In the evaluation, items receiving a higher selection rate are highlighted

in bold.

4.4 Results and Discussion

The results are presented in Table 1. Across all
three question types, the skeleton selected using
our method demonstrated a higher preference than
the skeleton generated by GPT-3.5. Although
these findings are based on evaluations from a
LLM rather than human judgments, numerous prior
studies (Xu et al., 2018; Ye et al., 2022; Chen
etal., 2023) have utilized LLMs for auto-evaluation.
Hence, it can be inferred that our algorithm per-
formed a more effective skeleton selection.

To validate the efficacy of our proposed event-
based and graph-based approaches, we assessed
skeletons generated by adjusting the value of «.
According to Equation 1, when o = 1, the skeleton
is selected solely based on the event-based method,
and when a = 0, it is based entirely on the graph-
based method. The results are presented in Table 2.
As we hypothesized, the graph-based only selection
method more adeptly chose skeletons that were
logical and coherent towards the goal. Additionally,
the event-based approach seemed to aid in selecting
more engaging skeletons. To further discern the
utility of our proposed methods, we conducted an
ablation study, as detailed in Section 4.5.

4.5 Ablation Study

To determine the impact of our proposed event-
based score E; and graph-based score GG; on the
quality of skeleton selection, we conducted eval-
uations using a simple tf-idf and a PageRank that
doesn’t use weights, respectively. The results are
displayed in Table 3. Across all question types,
the skeleton selection method we proposed demon-
strates superior performance. This suggests that
both E; and GG; which we proposed have been ef-
fectively applied in the skeleton selection process.

5 Conclusion

In this paper, we propose an algorithm to generate
a narrative story skeleton by selecting the fabula
using a SPG. Our approach employs both the event-
based scheme, designed to emphasize pivotal event
sentences in accordance with the story’s funny, and
the graph-based paradigm that emphasizes logical
coherence and unity of event sentences within the
story’s structure. Collectively, they ascertain the
overarching event sentences throughout the fabula.
We employ the state-of-the-art, high-performing
LLM, GPT-3.5, to auto-evaluate the interest, logi-
cal coherence, and unity of the skeleton. Our eval-
uations demonstrate the superior performance of
our skeleton selection. Additionally, through an
ablation study, we validated the efficacy of our pro-
posed approach. This study’s Skeleton Selection
technique paves the way for further research tasks
aiming to produce fully fleshed out narrative stories
in an open-world setting, encompassing details and
dialogues.
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A Prompts for the skeleton selection

Examples of the prompts utilized to guide GPT-3.5
in performing skeleton selection are provided
below:

role =

You create a skeleton story by selecting
events from the tree-structured story
planner. You have to look at the story
planner given an adjacency list and
choose 9 events in event list. The
criteria for selecting events can be freely
defined. Please select an appropriate
event considering the fun of the event,
causal rink, goal sentence, etc.

content =

goal: Ludo watched a lot of movies
on the subscription during the next week.

adjacency list:

Ludo watched a lot of movies on the
subscription during the next week.:set()
I, A subscription for watching
movies:Ludo watched a lot of movies on
the subscription during the next week.
Ludo purchased a subscription online
using his credit card:I; A subscription
for watching movies



event list:

Ludo drove to his workplace in his car
Ludo has completed a new project that
needs to be completed urgently

Ludo got the laptop from his company
for work purposes

Ludo was trying to impress his boss by
working hard

Question: Choose 9 events in event list.
Answer:

B Prompts for A/B testing

Examples of the prompts employed to facilitate the

A/B testing are presented below:

role =

You are the story evaluator. You just
have to look at Story A and Story B, and
answer the questions only with "A" or
HBH‘

content =

Story A:
(GPT-3.5’s skeleton created with Ap-
pendix A)

Story B
(skeleton selected with our method)

Question:  Which story was more
interesting?
Answer:
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