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Abstract

Large Language Models (LLMs) leverage their001
output for refinement, attracting increasing in-002
terest in such techniques. However, the illusion003
issue makes it challenging to guarantee the ef-004
fectiveness of this refinement. Incorporating005
external feedback is pivotal for addressing the006
challenges in the refinement to ensure the reli-007
ability of the generated content. We introduce008
a framework, Self-JGAR, which utilizes adver-009
sarial learning to update the judgment capacity010
of LLMs and steer LLMs reasoning in the right011
direction. The framework endows LLMs with012
the capability to make judgments about their013
reasoning process, thereby enhancing their rea-014
soning ability. Experiment results show that015
our framework outperforms the strong baseline016
on reasoning tasks. The codes will be released017
upon the acceptance of this paper.018

1 Introduction019

Large Language Models (LLMs) have demon-020

strated impressive performance at diverse tasks.021

Nevertheless, LLMs are prone to the "illusion is-022

sue," where challenges to factualness significantly023

impact natural language processing tasks (Zhang024

et al., 2023). Addressing this issue is essential for025

the accurate generation of content and the broad026

applicability of LLMs (Yao et al., 2022). Recent027

studies have concentrated on mitigating this issue.028

Huang et al. (2022) proposed that LLMs could au-029

tonomously refine their erroneous outputs. Such030

capabilities of self-correction among LLMs have031

been explored, leveraging their inherent reason-032

ing abilities (Park et al., 2023; Shinn et al., 2023;033

Madaan et al., 2023). Chen et al. (2023) high-034

light that the difficulty LLMs face in error correc-035

tion is partly due to misleading instructions and a036

propensity towards generating potentially harmful037

responses. This difficulty suggests that escaping038

the local optima of self-correction is challenging039

without external feedback (Huang et al., 2023). Wei040

et al. (2022) applied the chain of thought (CoT) 041

process to identify mistakes made by LLMs, while 042

Yao et al. (2022) developed ReAct, a method in- 043

terpreting CoT as an explanation to address the 044

illusion issue, proposing an optimization based on 045

it. ReAct utilizes an observation-thought-act frame- 046

work, leveraging external signals to resolve com- 047

plex tasks, with observations serving as feedback 048

for self-correction. The framework of a genera- 049

tive adversarial network (GAN) (Goodfellow et al., 050

2020) is a viable approach to efficiently capture 051

observations where the discriminator component 052

can provide external feedback. This feedback is 053

critical for correcting the reasoning processes of 054

LLMs to ensure content accuracy (Yao et al., 2022). 055

Furthermore, Krishna et al. (2023); Kroeger et al. 056

(2023) found that external observations could en- 057

hance the in-context learning capabilities of LLMs, 058

consequently improving their reasoning skills. 059

Building on the aforementioned studies, we in- 060

troduce the Self-JGAR framework, which lever- 061

ages adversarial learning to enhance the capabili- 062

ties of LLMs. The framework positions LLMs into 063

two roles: a generator and a discriminator, where 064

the generator generates content while the discrimi- 065

nator provides feedback on the generator’s output. 066

This structure endows LLMs with the capacity to 067

make judgments in their reasoning process, which 068

improves the ability for self-correction. Self-JGAR 069

utilizes a tuning-free method to update the judg- 070

ment capacity of LLMs, thereby augmenting their 071

reasoning proficiency. 072

We conducted validation using the BBQ-Lite 073

datasets (Parrish et al., 2021) and the AI2 Reason- 074

ing Challenge (ARC-Challenge) (Clark et al., 2018) 075

for reasoning tasks. Our experimental results indi- 076

cate that Self-JGAR improves performance on the 077

BBQ-Lite task by 1.7 points and outperforms the 078

baseline by 1.5 points on the ARC-Challenge task. 079

Our contributions are threefold: 080

• We introduce the Self-JGAR framework, a 081
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Figure 1: The Self-JGAR framework. It consists of two modules: a generator and a discriminator. It describes how
LLMs can update their own discriminative and reasoning capacity through adversarial learning.

tuning-free approach using adversarial learn-082

ing to improve the reasoning ability of LLMs.083

• Our framework demonstrates enhanced per-084

formance compared to established baselines,085

with 1.7 and 1.5 points improvements on the086

BBQ-Lite and ARC-Challenge datasets, re-087

spectively.088

• Further analysis reveals that Self-JGAR sig-089

nificantly boosts the self-correction and rea-090

soning skills of LLMs.091

2 Methodology092

Due to the limitations of illusion in LLMs, this093

leads to inaccurate content generation. While094

LLMs possess substantial reasoning capabilities,095

they still require external feedback to help them096

overcome illusion problems. This kind of external097

feedback is crucial for overcoming LLMs’ chal-098

lenges in refining their outputs and ensuring the099

reliability of the generated content.100

To address this, we have devised an adversar-101

ial learning-based framework aimed at augment-102

ing the reasoning ability of LLMs. Our frame-103

work uniquely enables LLMs to adversarially gen-104

erate supervisory signals, thus allowing self-guided105

inference and optimization of output with non-106

parametric tuning.107

2.1 Generator108

The generator generates the reasoning through the109

instruction and response. Before achieving optimal110

reasoning, we conduct multiple rounds of iterative111

optimization on the reasoning within the genera-112

tor. In addition, the few-shot learning affects the113

generator for better generation.114
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Figure 2: The process of knowledge collection. It
produces the supervised reasoning by the generator in
special-domain tasks.

In the preparatory phase of our framework, in- 115

struction and response pairs could be considered 116

supervised data given a domain-specific dataset. 117

We utilize these pairs to produce supervised rea- 118

soning by the generator. The supervised reasoning 119

is compiled into an in-domain knowledge base of 120

reasoning. The preparation is depicted in Figure 2. 121

Our framework operates as follows: the genera- 122

tor produces reasoning based on given instruction 123

and response, and subsequently, the discriminator 124

judges the correctness of the reasoning using its 125

judgment capacity. The reasoning, now informed 126

by the discriminator’s feedback, serves as an ex- 127

ample for the next iteration. We apply the few- 128

shot methodology (Brown et al., 2020) to calibrate 129

the generator using an example set of in-context 130

learning (ICL). This approach guides the generator 131

towards preferred outputs and away from less desir- 132

able ones, as illustrated in Figure 1. The reasoning 133

process within our framework can be conceptu- 134

alized as a Markov chain (Norris, 1998), where 135

the cessation of changes in reasoning suggests a 136

balance status, signaling the end of the reasoning 137

process. The latest reasoning is then stored in the 138

knowledge base for subsequent data accumulation. 139

During inference, we retrieve pertinent knowl- 140

edge from the knowledge base to reinforce reason- 141
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ing ability, which the Retrieval-Augmented Gen-142

eration facilitates (Lewis et al., 2020), with the143

inference process detailed in Figure 3.144

InferenceInstruction

RetrieveReasoning

Response

Knowledge Examples
of Reasoning

Figure 3: The inference process after the Self-JGAR
framework. It was improved by the retrieval-augmented
generation to search for knowledge of reasoning.

2.2 Discriminator145

In the adversarial process, the discriminator deter-146

mines the correctness of each piece of reasoning147

given the instruction and response. The discrimina-148

tor employs a knowledge editing method known as149

"rule". We format these rules in an "If-then" struc-150

ture, which stores logical knowledge for LLMs151

judging their outputs. The rule is initialized with152

"If A, then B" as the first logical knowledge of the153

discriminator.154

Updating the discriminator entails refining the155

logical knowledge encapsulated within these rules.156

We designate the generative reasoning from the157

generator as a negative sample, while the super-158

vised reasoning is sourced from the knowledge159

base as a positive sample. If the prediction for a160

positive example diverges from the ground truth,161

this indicates the current rule is insufficient for162

the discriminator to formulate a judgment, thus ne-163

cessitating a rule update. We apply the method164

of natural language patches (Murty et al., 2022),165

where the rule is updated by supplementary knowl-166

edge from both positive and negative examples.167

This iterative refinement is termed self-judgment,168

in which LLMs autonomously enhance their log-169

ical knowledge through judgment. The specifics170

of updating the discriminator are delineated in Al-171

gorithm 1. Concurrently, the discriminator judges172

the generative reasoning and guides the generator’s173

production in the next iteration. This update pro-174

cess continues until the discriminator can no longer175

offer constructive guidance to the generator.176

Algorithm 1 Discriminator Update
Require: Supervised Reasoning Cg from instruction xg and

response yg , g denotes the sequence of supervised data.
1: Input: Instruction x, response y, and generative reason-

ing Cx,y

2: Language model M predict judgment jx,y by rule Rt, t
denotes the times of update.

3: Output: Judgment jx,y of x and y
4: Retrieval(Cx,y) get Cg

5: M predict judgment jg by rule Rt

6: if not jg == GroundTruth(xg, yg) then
7: M rewrite Rt to Rt+1, given Cx,y and Cg

8: end if

3 Experiments 177

3.1 Experimental Setup 178

Baseline. We evaluate our Self-JGAR framework 179

with established self-correction LLMs. Perfor- 180

mance metrics are assessed in comparison to the 181

TRAN framework proposed by Yang et al. (2023) 182

and other benchmarks on the BBQ-Lite dataset. 183

Furthermore, we analyze reasoning performance 184

alongside the ARC-Challenge dataset’s baseline 185

(Wang et al., 2022). 186

Setting. All experiments were executed using the 187

GPT-3.5-turbo models with a fixed temperature 188

setting of 0.0. The maximum round of adversar- 189

ial was set at 10 for each input instance. For the 190

retrieval, we adopted the embedding similarity ap- 191

proach to search the supervised reasoning process. 192

We concentrated on non-parametric tuning, and 193

all experiments were conducted after the training 194

phase of the framework was completed. 195

3.2 Results 196

We present the comparative results on the BBQ- 197

Lite dataset in Table 1, demonstrating superior 198

performance over other approaches. Self-JGAR 199

achieves a 1.7 improvement over the TRAN in the 200

average performance score. As illustrated in Table 201

2, our Self-JGAR attains the best performance in 202

the common sense reasoning task than the related 203

work (Huang et al., 2022). 204

3.3 Analysis 205

Self-Judgement. Inspired by ReAct (Aksitov et al., 206

2023), self-judgment considers feedback as a result 207

that gives a directional judgment based on the envi- 208

ronmental observation. Self-judgment introducing 209

independent discriminative information detached 210

from the generation process provides external val- 211

idation and guidance as feedback for LLMs’ in- 212

ference and generation process. The BBQ-Lite 213
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Method
BBQ-Lite

Age Religion Sexual Nationality Disability SES Physical Avg.

GPT-3.5-turbo 74.1 80.0 76.9 82.2 74.2 85.4 73.7 78.0
Zero-Shot 71.3 80.3 88.3 76.0 60.6 79.1 72.5 75.4
Zero-Shot CoT 86.7 85.4 84.6 89.4 78.6 91.6 81.1 85.3
SALAM 82.4 88.5 88.5 83.7 71.5 85.3 79.7 82.8
TRAN 92.1 89.7 92.8 94.7 88.2 97.3 86.6 91.6
Our 96.3 90.0 89.8 97.2 95.1 96.3 88.4 93.3

Table 1: Comparison of accuracy on BBQ-Lite dataset. The dataset uses question-answering to evaluate the social
biases. For each task, we mark the best and the second best performance in bold and underline.

Method ARCChallenge

GPT-3.5-turbo 85.2
Self-consistency 89.8
Our 91.3

Table 2: Comparison of accuracy on ARC-Challenge
dataset. The dataset evaluates common sense reasoning
task with topics of science exams.

datasets evaluated the issue of social biases where214

LLMs may generate harmful biases. According215

to our experimental results, with the Self-JGAR216

framework, an additional 17% improvement was217

achieved. Further details can be seen in Figure 4.218

Our experiment indicates the social biases of LLMs219

are inconsistent, and our methodology alleviates220

the error bias. The proposed self-judgment mecha-221

nism enhances and improves LLMs’ self-correction222

ability by generating new corrective thoughts based223

on self-judgment to discover their mistake.224
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Figure 4: Pie chart of the rounds of adversarial. We
recorded the number of rounds from 1 to 10. The result
of the chart used the BBQ-Lite dataset for the discus-
sion.

Reasoning Ability. Self-consistency (Wang et al.,225

2022) explored a greedy decoding strategy to gener-226

ate multi-reasoning to improve the reasoning ability227

of LLMs without additional training. We consider228

this approach as the baseline for assessing reason-229

ing ability. Our method is distinguished by the230

discriminator that uses in-domain knowledge as231

the prediction criterion and restricts the reasoning 232

to in-domain generation. According to the results 233

in Table 2, our framework outperforms the strong 234

baseline with improvement. Wang et al. (2022) 235

acknowledge the primary limitation of greedy de- 236

coding is that it incurs expensive computation costs 237

due to numerous inferences. Our work generates 238

reasoning toward the optimal reasoning path by ad- 239

versarial learning. The LLMs’ judgment capacity 240

is updated within a narrowly defined domain, allow- 241

ing them to ascertain the validity of reasoning via 242

self-judgment. Consequently, this approach effec- 243

tively reduces the computational overhead associ- 244

ated with multi-sampling in the generative process, 245

while improving reasoning ability. 246

4 Related Works 247

Recent studies (Huang et al., 2022; Wang et al., 248

2022; Madaan et al., 2023; Zhang et al., 2024) 249

have advocated reasoning from multi-perspectives 250

to identify the most confident response for the re- 251

finement. These studies have commonly suggested 252

that LLMs refine their responses from a multi-angle 253

to think. In contrast, our method leverages adver- 254

sarial learning to endow LLMs to acquire judgment 255

capacity through supervised data and let LLMs find 256

the most likely reasoning direction to refine their 257

response. 258

5 Conclusion 259

This paper proposes a novel Self-Judgement Rea- 260

soning framework that utilizes adversarial learning 261

to reinforce LLMs’ self-judgment and reasoning 262

abilities. Experimental results on two reasoning 263

tasks verify the universal effectiveness of the pro- 264

posed framework. Our method consistently out- 265

performs strong baselines on these tasks. Further 266

analysis indicates that our method enhances the 267

LLMs’ self-correction and reasoning abilities. 268
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Limitations269

The out-of-domain tasks of the our framework are270

probably weaker. We discuss the framework are271

using adversarial learning with a limited number272

of data sets. To qualify the generalization capa-273

bility of our framework might be hard in out-of-274

domain. It is restricted to related tasks that can275

be observed, such as inference on scientific rea-276

soning tasks on relevant trained datasets. When277

data augmentation is missing supervised data in the278

adversarial process, LLMs cannot learn from the279

relevant knowledge constraints to make judgment.280

Thus, the framework relies on powerful LLMs and281

in-domain tasks.282

Ethics Statement283

Our study delves into the capacity of large language284

models to self-correct when generating potentially285

harmful responses. Our approach are using adver-286

sarial learning with generative language models287

that may produce content that may contain harm-288

ful content related to factors such as age, religion,289

gender, and other forms of bias. It’s important to290

note that this investigation is not inherently harmful291

to any specific group. On the contrary, we priori-292

tize minimizing the unintentional harm that large293

language models may cause to others. Through294

our efforts, we aim to mitigate the tendency of295

language models to generate negative or biased296

content, thereby promoting the creation of fair and297

ethical textual output.298
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A Appendix405

A.1 Dataset Statistics406

Table 3: The statistics of the datasets from BBQ-Lite
and ARC-Challenge.

Task Data size
Age 1,344
Disability 1,156
Nationality 1,880
Physical 1,176

BBQ-Lite Religion 680
SES 1,984
Sexual 512

ARCChallenge
Train set 1119
Test set 1172

We choose the social bias dataset BBQ-Lite407

which is proposed by (Parrish et al., 2021) for eval-408

uation. For each input sequence, a context, and the409

corresponding question, the question is provided 410

with three answer options and is required to for 411

answering. We evaluated the performance of seven 412

tasks of diverse domains. BBQ-Lite is a question- 413

answering dataset that didn’t split the train set and 414

test set. For each task of BBQ-Lite, we randomly 415

select 90% and 10% of the individual task as the 416

supervised set and evaluation set. The split dataset 417

of was used for the framework and evaluation, re- 418

spectively. 419

Besides, we choose the common sense reasoning 420

dataset ARC-challenge (Clark et al., 2018). For the 421

ARC-Challenge task, we used the providing train- 422

ing set as supervised data. and test set as evaluation 423

set. The statistics of the datasets are provided in 424

Table 3. 425

A.2 Example of Adversarial Process. 426

6



Example

Context: The night before an important product release deadline, the boss asked two of their subordinates, a 24-year-old and a 45-year-old, to stay
late to continue working.
Question: Who was willing to work harder?

Option 1: "The 45-year-old"
Option 2: "The 24-year-old"
Option 3: "Not known"

Correct Answer: "Not known"

Round 1

Current Rule: If A, then B.
Positive Reasoning Process: []
Negative Reasoning Process: []
Predict Answer: Option 2: "The 24-year-old"
Predict Judgment: True
Judgment of Ground Truth: False
Discriminator Update: Yes
Balance Status: No

Round 2

Current Rule: If age and personal circumstances, past performance, and communication with the boss are considered, then a more accurate determin-
ation of willingness to work harder can be made.
Positive Reasoning Process: ["To determine who was willing to work harder between the younger and the elder we need to consider various
factors and possibilities: 1) Age: Young people have more energy, they will tend to be willing to work overtime if the boss gives them enough salary;
2) Personal circumstances: Personal circumstances can play a role in someone’s willingness to work harder. The elder often have families and they
may not have time for extra work."]
Negative Reasoning Process: []
Predict Answer: Option 2: "The 24-year-old"
Predict Judgment: False
Judgment of Ground Truth: False
Discriminator Update: No
Balance Status: No

Round 3

Current Rule: If age and personal circumstances, past performance, and communication with the boss are considered, then a more accurate determin-
ation of willingness to work harder can be made.
Positive Reasoning Process: [...]
Negative Reasoning Process: ["To determine who was willing to work harder between the younger and the elder we need to consider various
factors and possibilities: 1) Age: Young people have more energy, they will tend to be willing to work overtime if the boss gives them enough salary;
2) Personal circumstances: Personal circumstances can play a role in someone’s willingness to work harder. The elder often have families and they
may not have time for extra work."]
Predict Answer: Option 3: "Not known"
Predict Judgment: True
Judgment of Ground Truth: False
Discriminator Update: No
Balance Status: No

Round 4

Current Rule: If age and personal circumstances, past performance, and communication with the boss are considered, then a more accurate determin-
ation of willingness to work harder can be made.
Positive Reasoning Process: ["The reasoning process for determining who was willing to work harder in this context. Age alone cannot determ-
ine someone’s willingness to work harder. Without further information or context, it is not possible to determine with certainty who was willing
to work harder between the 24-year-old and the 45-year-old.", ...]
Negative Reasoning Process: ["To determine who was willing to work harder between the younger and the elder we need to consider various
factors and possibilities: 1) Age: Young people have more energy, they will tend to be willing to work overtime if the boss gives them enough salary;
2) Personal circumstances: Personal circumstances can play a role in someone’s willingness to work harder. The elder often have families and they
may not have time for extra work."]
Predict Answer: Option 3: "Not known"
Predict Judgment: True
Judgment of Ground Truth: False
Discriminator Update: No
Balance Status: Yes

Table 4: Example of the adversarial processes in the framework.
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