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Abstract

Training high-performing large language models (LLMs) from scratch is a no-
toriously expensive and difficult task, costing hundreds of millions of dollars in
compute alone [1, 72, 70]. These pretrained LLMs, however, can cheaply and
easily be adapted to new tasks via fine-tuning, leading to a proliferation of models
that suit specific use cases. Recent work has shown that specialized fine-tuned
models can be rapidly merged to combine capabilities and generalize to new skills.
This raises the question: given a new suite of desired skills and design parameters,
is it necessary to fine-tune or train yet another LLM from scratch, or can similar
existing models be re-purposed for a new task with the right selection or merging
procedure? The LLM Merging challenge aims to spur the development and evalu-
ation of methods for merging and reusing existing models to form stronger new
models without needing additional training. Specifically, the competition focuses
on merging existing publicly-released expert models from Hugging Face, using
only minimal compute and additional parameters. The goal will be to develop
merged models that outperform existing models and existing merging baselines.
Submissions will be judged based on the average accuracy on a set of held-out
multiple-choice evaluation tasks and their efficiency. To make the competition as
accessible as possible and ensure that the merging procedures are more efficient
than fine-tuning, we will enforce a compute budget and focus on merging models
with fewer than 8B parameters. A starter kit with all necessary materials (baseline
implementations, requirements, the evaluation script, etc.) will be released on May
1st.
https://llm-merging.github.io/
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1 Competition description

1.1 Background and impact

This competition addresses the question: “Can we develop better methods for composing and
recycling models for generalization?” Composing models [49, 78, 17] is the problem of efficiently
combining or “merging” a set of expert models into one. We specifically focus on the use case where
the expert models are trained on various tasks and the merged model is expected to generalize to
new tasks. Given a set of base models and their variations fine-tuned for different tasks, merging
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combines (a subset of) these models to form a single model that can perform well on new tasks.
To be worthwhile, performing the merge should be cheaper than re-training a model from scratch
on all the data used to train the original models, and may even avoid any forward or backward
passes in the models. By recycling the compute used to train the original models, merging opens a
pathway for (very) efficient development of performant models as well as collaborative approaches
that continually improve models over time [23].

This competition seeks to advance the development of merging methods. The development of practical
and technically-sound merging methods would lower the amount of resources and compute required,
and allow for more researchers and practitioners to participate in the development of state-of-the-art
models.

The LLM community has developed many methods that can be viewed as forms of model merging:

• Parameter averaging such as simple averaging [50, 66], Fisher merging [49] which weights
parameters based on their importance, TaskArithmetic [37] which uses linear combinations of
task vectors to construct the merged model, and TIES-Merging [83] which accounts for parameter
interference when averaging. Variations of parameter averaging merging methods are also often
applied to merge Stable DiffusionXL [57] models individually fine-tuned on different styles to
generate images combining these styles [61].

• MoE-based merging, e.g., merging of experts in an MoE model to speed up inference [46],
merging models into a new MoE model with token-based gating [31], and learning a post-hoc
router among specialized PEFT modules [53].

• Model stacking methods apply LLMs sequentially or combine their outputs. Among them, self-
correctors [77] and aligners [54, 39] pass generations of one LLM as an input to another to produce
the final output; proxy-tuning [47] combines next-token predictions from a larger base and smaller
fine-tuned LLMs; and controlled decoding [52] adjusts next token probabilities to align them with
a reward function via a prefix scoring LLM.

• Model zipping combines layers of different LLMs, e.g., CALM [3] via cross-attention and
Frankenllama [30] by extending the hidden dimensions.

• Model routing methods aim to select the best LLM for each input via a smaller routing model
while keeping the candidate LLMs intact. For example, LLM Blender [41] trains a small model to
rank candidate generations, FoE [74] uses token embeddings from candidate expert LLMs to select
the best one, and [63, 35] train meta-models to predict if an LLM will produce good generation for
an input [48].

Many of these recent works have been in the NeurIPS community [83, 42, 64, 46, to name a
few], demonstrating the relevance of this problem. Besides the NeurIPS community, we expect
the competition’s aim to efficiently develop performant models will be of great interest to a broad
audience. This can be seen on the Hugging Face leaderboard [4] where many of the top-performing
models are merges of other models – in fact, merging is so popular that a filter for merging had to be
created to declutter the leaderboard 2. Finally, we design the competition to be open to as broad of an
audience as possible by purposefully using an extremely large list of models and place no constraints
on how models can be merged except that the number of parameters has to be less than 8B. The
models will be evaluated based on the average accuracy on some held out tasks and their efficiency.

1.2 Novelty

This merging competition is, to the best of our knowledge, the first competition focused on the
fast-growing field of model merging. The most closely related competitions are on efficient or
cognitively plausible pretraining (the BabyLM Competition [76]) and on efficiently finetuning models
[60], both of which share a focus on efficiency with our competition. However, such competitions
focus on training procedures, whereas our focus is on reusing current models with no or minimal
training. There has been significant work on better training procedures - usually done via selecting
better dataset mixtures, better training objectives, or faster training via lower-precision training or
higher quality data [28]. Merging, on the other hand, has been much less explored so far. Current
works focus on better merging objectives, similarities, and interference between different models or

2https://x.com/clefourrier/status/1737184323764167162?s=20
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leveraging linear mode connectivity in the loss landscape [80, 83, 25, 24, 49, 51, 46, 78, 17, 2, 69,
42, 37, 45, 43, 5, 29, 38, 67, 84, 68, 59]. Hence our competition is also likely to attract a different
community of participants than the prior competitions focusing on efficient training.

1.3 Data

Expert Model: The competition will provide the participants with a list of “expert” models that have
already been trained on a task-specific dataset. All of these models will be publicly available on the
Hugging Face Model Hub with licenses that permit their use for research purposes. These models
can either be fully fine-tuned models or models obtained by parameter-efficient fine-tuning methods
such as LoRA [34]. Models on this list will be required to satisfy the following criteria: (1) model
size ≤ 8B parameters, and (2) model with licenses compatible with research use (e.b., MIT, Apache,
etc). The goal of this competition is to re-use the provided models to create a generalist model that
can perform well on a wide variety of skills like reasoning, coding, maths, chat, and tool use. This
list of models will include popular pre-trained models such as LLaMA-7B [72], Mistral-7B [40], and
Gemma-7B [71].

Datasets: Along with these expert models, we also plan to provide a set of validation tasks that can
be used to evaluate the final method’s performance. The datasets will be released as part of the starter
kit for the participants and are already hosted on the Hugging Face Hub with a permissive license.
These datasets are meant to ensure the merging method runs under the time limit. Apart from these,
we will have two sets of hidden tasks that will be used to evaluate the submissions from participants:
(1) a set of leaderboard ranking test tasks, and (2) a set of final ranking test tasks. The leaderboard
ranking tasks will have some overlap with the test set tasks to provide an additional signal to the
participants.

We will not collect or release any new datasets for training or evaluation as part of this competition.

Validation Datasets List:

1. MAWPS [44]: MIT License
2. BoolQ [19]: CC BY-SA 3.0

1.4 Tasks and application scenarios

Real-World Problem: This competition focuses on developing techniques for efficiently reusing
already available expert models trained by others. This directly addresses a critical challenge faced
by both academia and industry.

• Academia: Research labs often lack the resources to train massive models from scratch. Merging
allows them to leverage existing models, accelerating research and development.

• Industry: Companies invest heavily in training large models. Merging offers a way to “recycle”
this compute investment by incorporating past models into new ones, promoting resource efficiency
and cost savings.

Benefits of Model Merging: There are several benefits of reusing models, some of which are listed
below.

1. Reduced Compute Costs: Reuse of pre-trained or fine-tuned models leads to significant computa-
tional efficiency gains, lower costs, and reduced environmental impact.

2. Compositional Generalization: Merged models can potentially learn new tasks by combining
knowledge from existing ones [3]. This helps to ameliorate the problem of identifying optimal
data mixtures when training a model for multiple skills/datasets.

3. Modular Design: Smaller, specialized models can be easier to optimize and adapt for specific
tasks resulting in better performance.

4. Privacy Advantages: Contributors with private data are often more comfortable sharing a model
fine-tuned on their data than they are sharing the data itself.

5. Decentralized and Continual Learning: Merging enables collaborative development where
individual labs contribute specialized models to improve a general system.
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While the problem of merging models – i.e., combining models trained on different tasks in a way
that retains the capabilities of the original models – appears challenging, an abundance of previous
works has succeeded in steadily increasing the performance of merging methods [17, 49, 37, 83],
providing evidence for the promising potential of the approach.

The final objective is to have a system that reuses many existing models – for example, a small base
model like LLaMA-7B [72], along with multiple fine-tuned versions of it each of which specializes
in a different domain – to perform well on general LLM benchmarks and rival the performance of
much larger models like GPT-4 on the most prominent use-cases. Moreover, this system should
continually [79, 81] and easily adapt to any new use cases.

1.5 Metrics

Competition rankings will be decided by the final evaluation metric, calculated as average accuracy
on a set of held-out evaluation tasks. The performance for each task will be the raw accuracy on the
task. There is no applicable notion of normalized accuracy since we do not have an upper-bound
performance for each task. All held-out tasks will be weighted equally for simplicity.

All tasks are multiple-choice, so each model’s score will be deterministic. No random seeds and no
error bars are needed. The organizers plan to reproduce submissions to ensure that each merging
method works as expected and fits under the compute constraint. We will be releasing all evaluation
code, as detailed in the next section. Additionally, we will include a requirements file listing all
pre-installed packages and relevant software and hardware used for evaluation. Participants will be
required to submit their own requirements file for any additional necessary packages. Evaluation
will be run on the hardware and software listed, by directly calling only the scripts we will release to
participants.

1.6 Baselines, code, and material provided

The baseline includes parameter averaging with different base models. Baseline results for the
held-out tasks will not be posted at the beginning of the competition, to avoid leakage of information
about the held-out tasks, however, baseline results on all development tasks will be released, and
baseline results on test tasks will be released at the conclusion of the competition, along will all other
results, when the test tasks themselves are revealed.

A “starting kit” will be released on May 1st. This kit will include the baseline implementations listed
above, as well as a package requirements file, code stubs, the evaluation script, and lists of models
and development tasks as described in §1.4. With this kit, participants will be able to use a single
command to install requirements, and to launch evaluation of baseline methods on the development
tasks, as well as any other tasks in the Hugging Face Datasets Hub. By filling in the code stubs with
their merging methods, participants can easily evaluate during development.

1.7 Website, tutorial and documentation

Website: The competition website, https://llm-merging.github.io/, will serve as the cen-
tral hub for all information, including the competition timeline, registration process, step-by-step
instructions, and the protocol for submission and evaluation. The website is already live, and all the
final details will be available within two weeks of acceptance notification, ensuring participants have
enough time to review the materials and prepare for the competition.

Tutorial and documentation: Apart from the main competition website, we also host a docu-
mentation page for FAQ/Tutorial at https://llm-merging.readthedocs.io/. The documen-
tation page is supported by the widely used open-source documentation platform Read the Docs
so that participants can quickly get started with environment setup, code implementation, and
model submission. Moreover, we provided a starter kit with an end-to-end submission flow at
https://github.com/llm-merging/LLM-Merging.

Communication: We provide the following google group: llm-merging@googlegroups.com
for all participants to receive updates and reminders. We also host a competition Discord server
(https://discord.gg/ufycruJx) to allow discussions, asking questions, finding teammates and
providing feedback.
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2 Organizational aspects

2.1 Protocol

In this competition, participants will utilize model and parameter-efficient adapters, provided through
Hugging Face, to address specific tasks. These tasks are represented in a dataset provided to
all participants, reflecting similar challenges in a withheld test dataset. The main restriction is
the computational budget of 1 hour on a single A6000 GPU. Therefore, we suspect that the best
performing submission will combine the available models and adapters into a more high performing
merged model with less compute than fully fine-tuning any large model.

Participation Steps:

1. Registration: All participants must register on our official competition website. At the start of the
competition, the starter code will be available on the competition’s GitHub page.

2. Environment Setup: Participants should ensure their own development environment meets the
requirements listed on our competition page.

3. Dataset Download: Once registered and the competition begins, participants can download the
initial dataset from the competition website. This dataset contains examples from validation and
re-calibration tasks, corresponding to tasks in the withheld test data.

4. Development: Utilize the provided adapters and dataset to develop your solution. Participants’
scripts must adhere to the specified computational budget constraints.

5. Submission: Participant submits their script via the submission form on our competition website.
Please include any necessary documentation and ensure your script is executable within the defined
computational environment. If it is not executable, an error will be returned within 5 minutes of
submission.

Submission Requirements:

1. A single executable script.
2. Documentation explaining the approach and any assumptions made.
3. A requirements.txt file listing any external libraries used (beyond the ones provided in the starter

code).

Evaluation Criteria:

Submissions will be automatically run within a controlled environment against the withheld test
dataset. They will be evaluated based on:

1. Accuracy of the results against the test dataset.
2. Efficiency and resource usage within the given computational budget.

Competition Phases:

1. Development Phase: Participants develop their solutions using the provided dataset.
2. Submission Phase: Participants submit their scripts and documentation.
3. Evaluation Phase: Submissions are evaluated against the test dataset.
4. Review Phase: Top submissions undergo a manual review to ensure compliance with competition

rules.

Leaderboard and Results:

A leaderboard will be maintained on the competition website, updated regularly with participants’
scores. Final results will be announced at the conclusion of the Evaluation Phase.

Cheating and Overfitting Prevention:

1. Regular audits of submission logs to detect abnormal activity. E.g. downloading not-allowed
pre-trained models.
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2. Use of a withheld test dataset to prevent overfitting.
3. Manual review of top-scoring submissions to verify integrity and adherence to competition rules.

Beta Tests and Dry Runs:

Prior to the official start of the competition, we will conduct a series of beta tests and dry runs:

1. Beta Test: Selected participants (mainly the organizers) will run through the competition process
to identify and resolve any issues.

2. Dry Run: A mock competition using a separate dataset to ensure the submission and evaluation
processes function as intended. Participants and interested parties are encouraged to report any
issues or concerns during these preliminary phases.

2.2 Rules and Engagement

Rules given to the competitors The competition calls for building the best model on a diverse set
of tasks. The winning model will be the one that has the best results on the hidden test tasks. This
test would call for general abilities such as reasoning, text generation, question answering, etc.

We encourage each team to share a report on any approaches or insights they found. The report can
range from a technical description to more analysis or evaluation of various methods. We ask each
team that submits a report to additionally give feedback on the reports from 2 other teams to ensure
the interesting findings of the competition are shared and documented.

1. Participants may only merge, combine, and mix models on the list provided. No other models may
be used.

2. We encourage model selection efforts, but one may not submit one of the models in the list.
3. There are no restrictions on what can be done when merging models. One can keep, add or delete

layers to merge, mix and match different architectures.
4. The goal of the competition is making the best use we know from multiple models, not data

synthesis or fine-tuning of individual models, hence computation will be limited to an hour on a
single GPU for training and evaluation together.

5. Evaluation will be performed on a few thousand examples.
6. For submissions that break some of the above rules but follow the spirit of the competition, we

encourage participants to notify the organizers so that we can recognize such submissions and
report the findings without allowing them to compete for the monetary prizes.

7. Evaluation, which includes the full process of merging and evaluating, will be time-limited.
8. For each team, we cap the number of submissions (excluding the final submission) to the leader-

board for evaluation to 5.

How the rules lead to the right outcomes The goal of this competition is to develop better and
novel methods for merging and reusing models to enable better generalization. To encourage novelty,
this competition has very little constraints to allow for diverse usage of models. While most current
works deal with merging models of the same architecture, we have no such constraints.

Additionally, model selection is often overlooked in the literature, with previous works assuming that
only a small set of models is available. We remove this constraint as well and consider a much larger
pool. Placing little constraints on participants opens different possibilities for participants to explore.
Finally, the mandatory report should allow for knowledge learned to be propagated.

We restrict computation to prevent methods that win simply because of extensive training rather then
developing better model merging techniques. Since the leaderboard will be continuously updated, to
prevent teams from overfitting, we limit the number of submissions per team to 5.

The models selected focus on 3 aspects: diversity, compute budget, and quality. We constrain
the models allowed to a pre-specified list to prevent submissions from gaming the competition by
uploading or using a model that does not adhere to other rules. As there is normally a trade-off
between quality and compute, we restricted the size of the allowed models to 7.9B parameters. This
allows enough memory for inference on a single GPU with a few models (e.g., in a small mixture of
experts or a new model by combining two architectures), or a vast number of LoRAs [34].
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Communicate with the Organizers We will have a dedicated Discord channel in which participants
can ask questions and the organizers can announce important updates.

2.3 Schedule and readiness

• Early June - Release models and evaluation script

• Mid-September - submissions due

• Mid Oct - Organizers run evaluation scripts and participatnts submit reports

• Beg Nov - Announcement of Winner

• Mid-December - Competition Presentation

2.4 Competition promotion and incentives

The competition would be promoted in our active accounts on Twitter, Mastodon, Bluesky, Weibo,
etc. Some of the organizers have quite active and popular accounts as well as have advertised previous
competitions and shared tasks.

We plan to allow participants to write a report and make it public. Moreover, we have sponsorship
from Arcee AI, Sakana AI, and HuggingFace of USD 8K, 3K and 2K for the first, second, and third
place as well as a 1K award for the most interesting finding awarded by the organizing committee and
1K prize for a GPU budget-friendly submission. The first three prizes will be awarded by the scores
on the hidden eval set while the second will be chosen by the organizers. The last prize follows the
spirit and motivation of the competition. As the competition aims to develop new methods where
anyone can improve models or develop methods that utilize a diversity of expertise, we will encourage
participants to make computation and memory-efficient submissions and give the last award to the
optimal resource submission that achieves a minimum threshold.

3 Resources

3.1 Organizing team

Derek Tam dtam@cs.toronto.edu
Derek Tam is a PhD student at the University of Toronto advised by Colin Raffel. He has previously
worked on model merging [69, 83].

Margaret Li margsli@cs.washington.edu
Margaret Li is a PhD student at University of Washington advised by Luke Zettlemoyer and Tim
Althoff, and is concurrently a Visiting Researcher at FAIR (Meta). She has previously worked on
efficient training of and merging of independent expert models specialized to text domains [45, 32, 6].

Prateek Yadav praty@cs.unc.edu
Prateek Yadav is a Ph.D. student at the University of North Carolina at Chapel Hill advised by
Mohit Bansal. He has previously worked on model merging [83], continual learning [79, 81],
mixture-of-expert models [46], and training/inference efficiency [80, 46].

Rickard Brüel-Gabrielsson brg@mit.edu
Rickard Brüel-Gabrielsson is currently pursuing his doctoral studies at MIT within CSAIL. His
academic research primarily focuses on LORA [89], unsupervised learning [26, 8], self-supervised
learning [9], and graph learning [7, 27]. Additionally, he is the creator of and head instructor for the
course on Foundation Models and Generative AI at MIT.

Dr. Jiacheng Zhu zjc@mit.edu
Jiacheng Zhu is a postdoctoral researcher at MIT CSAIL. His research focuses on developing
generalizable and trustworthy machine learning models. One line of his research investigates fine-
tuning and transfer of models. He has studied the theoretical understanding of LoRA [89] as well as
model transfer through the lens of optimal transport theories [87]. Another line of his work exploits
data distribution mixtures that promote robustness to distribution shifts [36, 88]. Part of Jiacheng’s
PhD research at Carnegie Mellon University was sponsored by the Qualcomm Innovation Fellowship
in 2022. Jiacheng has co-organized competitions such as the SeasonDepth Challenge, a deep learning
perception competition.
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Dr. Kristjan Greenewald kristjan.h.greenewald@ibm.com
Kristjan Greenewald is a research scientist and PI at the MIT-IBM Watson AI Lab (IBM Research),
with research focusing on applying statistical techniques towards understanding and improving
generative modeling. Prior to joining MIT-IBM, he received his PhD from the University of Michigan
and completed a postdoctoral fellowship in the Statistics Department at Harvard University. His
relevant work includes Bayesian model merging [86, 85], theoretical understanding of LoRA [89], as
well as risk-aware evaluation of language models [55] and LLM uncertainty calibration [62].

Dr. Mikhail Yurochkin mikhail.yurochkin@ibm.com
Mikhail Yurochkin is a research scientist and manager at the MIT-IBM Watson AI Lab where he
leads the Statistical Large Language Modeling group. Before joining IBM, he completed PhD in
Statistics at the University of Michigan, advised by XuanLong Nguyen. His research focuses on the
challenges of reliable and efficient use of LLMs. His works include model fusion [85, 86, 73, 18],
efficient evaluation of LLMs [58], and various methods for routing [74, 63] and stacking [54] LLMs.

Dr. Mohit Bansal mbansal@cs.unc.edu
Dr. Mohit Bansal is the John R. & Louise S. Parker Professor and the Director of the MURGe-Lab
(UNC-NLP Group) in the Computer Science department at UNC Chapel Hill. He received his
PhD from UC Berkeley in 2013 and his BTech from IIT Kanpur in 2008. His research expertise
is in natural language processing and multimodal machine learning, with a particular focus on
multimodal generative models, grounded and embodied semantics, faithful language generation,
and interpretable and generalizable deep learning. He is a recipient of IIT Kanpur Young Alumnus
Award, DARPA Director’s Fellowship, NSF CAREER Award, Google Focused Research Award,
Microsoft Investigator Fellowship, Army Young Investigator Award (YIP), DARPA Young Faculty
Award (YFA), and outstanding paper awards at ACL, CVPR, EACL, COLING, and CoNLL. He
has been a keynote speaker for the AACL 2023, CoNLL 2023, and INLG 2022 conferences. His
service includes ACL Executive Committee, ACM Doctoral Dissertation Award Committee, CoNLL
Program Co-Chair, ACL Americas Sponsorship Co-Chair, and Associate/Action Editor for TACL,
CL, IEEE/ACM TASLP, and CSL journals. He is also serving as the program chair for EMNLP 2024.

Dr. Colin Raffel colin.raffel@vectorinstitute.ai
Colin Raffel is an Associate Professor at the University of Toronto and Associate Research Director at
the Vector Institute, specializing in machine learning. His research delves into enabling decentralized
collaborative development of models through modular architectures, efficient communication methods
for updates, and merging techniques. Additionally, he works on refining training recipes for greater
efficiency while also identifying and mitigating risks associated with the deployment of large-scale
models, thus contributing significantly to the advancement of machine learning applications across
various domains.

Dr. Leshem Choshen leshem.choshen@mail.huji.ac.il
Leshem Choshen is a postdoctoral researcher at MIT/IBM, aiming to collaboratively pretrain
through model recycling [22, 82], efficient evaluation [16, 56], and manageable pretraining research
(e.g., co-organizing the babyLM shared task [75]). Leshem performed as the publicity chair of
EACL2022 and CoNLL2021, organized previous shared tasks and ISCOL 2017. Before leading a
small research group at IBM, he received the postdoctoral Rothschild and Fulbright fellowships as
well as IAAI and Blavatnik best Ph.D. awards. With broad NLP and ML interests, he also worked on
Reinforcement Learning, and Understanding of how neural networks learn [15, 20], with a specific
interest in evaluation [13, 14], evaluation of evaluation [11, 10], reference-less metrics [12, 33],
quality estimation [21] and related topics. In parallel, he participated in Project Debater, creating a
machine that could hold a formal debate, ending in a Nature cover and live debate [65].

3.2 Resources provided by organizers

We are applying for cloud credits to run the evaluation on our side (to preserve the secret evaluation).
We plan to use Google Colab to evaluate the merging scripts to allow for an easy replicable platform for
both participants and organizers. We have funding secured from a mix of the organizer’s institutional
affiliations (supporting winner and diversity prize).
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3.3 Support requested

We request a place to share the reports by the competitors.
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