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Abstract. Incorporating pixel contextual information is critical for ac-
curate segmentation. In this paper, we show that an e!ective way to
incorporate contextual information is through a patch-based classifier.
This patch classifier is trained to identify classes present within an image
region, which facilitates the elimination of distractors and enhances the
classification of small object segments. Specifically, we introduce Multi-

scale Patch-based Multi-label Classifier (MPMC), a novel plug-in
module designed for existing semi-supervised segmentation (SSS) frame-
works. MPMC o!ers patch-level supervision, enabling the discrimina-
tion of pixel regions of di!erent classes within a patch. Furthermore,
MPMC learns an adaptive pseudo-label weight, using patch-level classi-
fication to alleviate the impact of the teacher’s noisy pseudo-label super-
vision on the student. This lightweight module can be integrated into any
SSS framework, significantly enhancing their performance. We demon-
strate the e"cacy of our proposed MPMC by integrating it into four
SSS methodologies and improving them across two natural image and
one medical segmentation dataset, notably improving the segmentation
results of the baselines across all the three datasets. Code is available at:
https://github.com/cvlab-stonybrook/Beyond-Pixels.

Keywords: Segmentation · Semi-supervised · Patches

1 Introduction

Supervised segmentation requires a large amount of pixel level annotations,
which is laborious and time-consuming. This paper focuses on semi-supervised
segmentation (SSS) [1, 20], which alleviates the reliance on labeled annotations
by leveraging a large quantity of unlabeled images, accompanied by a limited
number of manually labeled images.

The fundamental task in segmentation is a per-pixel classification. Thus con-
textual information of a pixel is important to improve its performance [31,32,67].
Context becomes more critical in SSS settings, which uses limited labeled data
making the models more prone to overfitting. We note that recent approaches
in SSS methods which predominantly leverage consistency regularization with
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Fig. 1: Segmentations and Multi-label classifications of image patches

(Cityscapes) After 20 epochs, (b) and (c) are the segmentations and classes in the
segmentations respectively, (d) is classes predicted by multi-label classifier in MPMC.
(f) and (g) are segmentations by Baseline (AugSeg [64]) and Baseline + MPMC at the
end of training. White boxes represent regions where MPMC improves the baseline,
while orange boxes represent regions where segmentation network predicts classes not
present in the patch.

pseudo-labeling techniques [7,14,20,22,37,39,53,56,68] do not exploit contextual
information explicitly.

We hypothesize that patches are the simplest way to determine the context
around pixels. The key observation is that the contextual information of an
image patch are the classes present in it. For example, in the image patch in the
first row of Fig. 1 (a) the classes present are car, road, vegetation and terrain.
Thus, training a network to not only classify each pixel in an image but also
predict the classes in the patch surrounding it, is a straight forward way to
introduce contextual information in SSS pipeline. Moreover, utilizing multi-scale
patch-level supervision can e!ectively encapsulate context at varying scales and
distinguish pixels across di!erent classes. To this end, we introduce a novel plug-
in module, termed as Multi-scale Patch-based Multilabel Classifier (MPMC).
This module achieves enhanced discrimination of pixel regions between classes
through additional multi-scale patch-level supervision. Notably, we observe that
when training our baseline SSS model together with MPMC in limited labeled
data scenario, the patch classifier exhibits greater resilience to noise than the
segmentation network as illustrated in Fig. 1 (b) and (c). A key observation is
when MPMC and baseline SSS model are trained together, the patch classifier
provides patch-level labels, identifying the classes present within a region. This
facilitates the elimination of distractors (first row in Fig. 1 (b), (c) and (d),
while the segmentation network classifies pixels as truck which is not present
in the patch, the multi-label classifier does not predict it ) and enhances the
classification of small object segments by the baseline method.
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Another important issue plaguing SSS methods is noisy pseudo-labels gener-
ated by the teacher for unlabeled images to supervise the student. This can lead
to the student model overfitting to these noisy labels, consequently impairing
its performance. Recent approaches have attempted to mitigate the impact of
noise in pseudo-labels through various strategies, such as implementing a hard
threshold [14, 23, 39], applying dynamic re-weighting to enhance the influence
of reliable pixels [20], and employing negative data mining by archiving unreli-
able pixels in a memory bank [53]. In contrast to these approaches, we use the
MPMC predictions to learn an adaptive weight that reduces the weight of noisy
pseudo-labels in the teacher-student framework. Our approach hinges on the un-
derlying observation that MPMC exhibits greater uncertainty (lower confidence)
for noisy labels in a patch (see supplementary for details) .

In practice, MPMC is a parameterized module that can be plugged in the ini-
tial layers of the visual model, where it leverages the low-level pixel information
to classify the classes present in each patch. This patch-level classification strat-
egy forces the visual model to learn and preserve discriminative representations
of classes, which are often prone to dilution in the deeper layers of the model. We
demonstrate the e"cacy of our proposed parameterized module, MPMC by inte-
grating it into four SSS methodologies—UniMatch [56], AugSeg [64], AEL [20],
and U2PL [53] - notably improving performance across all data partitions in
two natural (Cityscapes and Pascal VOC) and one medical (ACDC) dataset. To
summarize, our contributions are:

1. We introduce a novel plug-in module, called MPMC that incorporates an
auxiliary multi-scale multi-label classification task, enhancing pixel region
discrimination across di!erent classes via additional patch-level supervision.

2. MPMC consists of two adaptive learning weights that reduces the influence
of noisy pseudo-labels from the teacher model.

3. We demonstrate MPMC’s robustness by integrating in four SSS techniques,
achieving consistent improvements across all protocols on Pascal VOC and
Cityscapes. Notably, our method also shows improvement in medical image
dataset ACDC, which indicates that our method is applicable beyond natural
images.

2 Related Work

Semi-supervised learning (SSL) has been extensively researched in recent years.
Popular SSL approaches include consistency regularization [2,10,11,14,39,44,57],
entropy minimization [5, 16], and pseudo-labeling [24–28, 47]. In this work, our
emphasis is placed on the domains of pseudo-labeling and consistency regular-
ization.
Pseudo labeling: Pseudo-labeling methods [28,46] alongside self-training tech-
niques [36, 58] are designed to leverage labeled image data to produce pseudo-
labels for unlabeled data. An inherent problem that plagues pseudo-labeling is
noise, thus most approaches [43,45,47,68] devise strategies to refine the pseudo-
labels. PseudoSeg [68], for instance, aims at enhancing pseudo-label accuracy
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using attention mechanisms based on grad-cam [45]. In pseudo-label selection,
FixMatch [47] adopts a confidence threshold, whereas UPS [43] relies on uncer-
tainty measures. ST++ [57] focuses on selecting unlabeled images more likely
to yield accurate pseudo-pixels. Emerging approaches like U2PL [53] explore
the idea of learning reliable pseudo-labels from their less reliable counterparts.
CFCG [29] introduced a novel approach that combines cross-fusion and con-
tour guidance for pseudo-label improvement. We di!er from these methods by
explicitly introducing patch-level contextual information in the SSS methods.
Consistency Regularization: This approach enforces the model to have con-
sistent predictions on di!erent views of the unlabeled images. UniMatch [56] uses
dual perturbations and feature perturbations to force the network to learn more
consistent information. ICT [51] uses Mixup [63] augmentation for consistency
regularization. Recent methods [14, 57, 61] use Cutout [9], Cutmix [62], Class-
mix [38] as strong data augmentation. Consistency Regularization is used with
pseudo-labeling techniques in Mixmatch [4] and TC-SSL [66]. In our work, we use
a set of strong and weak data augmentations [1,64] for generating pseudo-labels.
Multi-label classification: This approach classifies an image into more than
one label present in the image. Most works in this field explore finding the correla-
tion between the labels and the images [21,40,60]. Recent works mainly focus on
solving data imbalance issues [17,54]. We use multi-label classification to help in
segmentation. Some works [15,41] use multi-label classification for segmentation
in weakly supervised scenarios, for improved CAM-based pseudo-segmentation.
However, we are using multi-label classification in a semi-supervised setting to in-
troduce patch-level contextual information and also use the classifier confidence
to reduce the impact of noisy pseudo-labels.

3 Semi-Supervised Segmentation Pipeline

Given a labeled set Dl = {(xl
, y

l)} and an unlabeled set Du = {xu}, the goal of
semi-supervised semantic segmentation is to develop a model that e!ectively uti-
lizes both labeled and unlabeled data. This section commences with an overview
of the foundational framework for semi-supervised segmentation in Section 3.1.
followed by an overview of our proposed MPMC in Section 3.2. The section
concludes with an elaboration of MPMC’s functionality (Section 3.3).

3.1 Preliminary

Teacher-Student frameworks leverage weak-to-strong consistency regularization
to leverage unlabeled data. As depicted in Fig. 2(a), each unlabeled image x

u is
simultaneously perturbed by two operators, i.e., weak perturbation Aw (crop-
ping, random flip, etc), and strong perturbation As (color jitter, gaussian blur,
contrast, etc). The framework’s objective function is a convex combination of su-
pervised loss Ll for the labeled data and unsupervised loss Lu for the unlabeled
data as:

L = Ll + ωLu where, Lu =
1

|Du|
∑

(pw → th)E(pw, ps) (1)
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Fig. 2: Overall Pipeline of our novel multi-label classification based semantic

segmentation: (a) Left: End-to-end Teacher-Student Pipeline with our novel method
Multi-scale Patch-based Multi-label Classifier (MPMC). (b) Right: For unlabeled im-
ages, The teacher MPMC extracts features from a layer in the segmentation model’s
encoder to classify the feature’s receptive field patch. The confidence of MPMC for a
class in a patch is used to calculate two adaptive weights ωs and ωm which is used to
reduce the influence of noisy predictions in that patch from the teacher to train both
the student segmentation network and MPMC.

where, Ll is the standard cross-entropy loss, comparing the model’s predictions
with ground truth. While Lu aims to regularize the predictions for an unlabeled
sample so that they remain consistent under both weak and strong augmenta-
tions (pw and p

s). Here, th is a predefined confidence threshold to filter noisy
pseudo labels and E minimizes the entropy between two probability distributions.

3.2 Overview

Fig. 2(a) illustrates the comprehensive training process of our proposed MPMC,
which is tailored to enhance the discrimination of patches among di!erent classes
and to mitigate the impact of noisy predictions transmitted from the teacher
to the student. MPMC can be integrated into both teacher and student models
within the teacher-student framework. It is composed of a classifier that performs
multi-label classifications of the multi-scale patch representations of the input
image. The application of MPMC spans two distinct scenarios: 1) For labeled
images, MPMC assigns classes to each patch representation based on the classes
present within a patch. The multi-scale nature of these patch representations
and their classification enhances the segmentor’s ability to discriminate classes
by capturing enhanced contextual information related to variations in shape
and size. 2) In the case of unlabeled images, besides patch classification, MPMC
computes a pseudo-label weight map to alleviate the impact of the teacher’s
noisy pseudo-label supervision on the student. This involves assigning weights
to the pseudo-labels within each patch in consistency learning framework, which
are determined by the confidence of the MPMC’s predictions for each class in
the patch, to enhance the reliability and accuracy of the pseudo-labeling process.
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3.3 Multi-scale Patch-based Multi-label Classifier (MPMC)

Our proposed MPMC module is specifically designed to address the shortcomings
of SSS pipeline. MPMC can be plugged in at any layer within the teacher-student
network, both within the teacher model, denoted as g, and within the student
model, denoted as ĝ, they share the same parameters. Below, we detail the
training of MPMC on labeled images and then on unlabeled images.

MPMC on Labeled Images. As illustrated in Fig. 2, MPMC incorporates
patch-supervision into the segmentation framework, by training a multi-label
classifier that takes as input a single pixel in the feature map of the ε

th layer
of the encoder. This single pixel-representation encodes the information from a
patch (receptive field) in the original image. Further, to encapsulate context at
varying scales we perform average pooling on this features map with kernels of
di!erent sizes before performing multi-label classification.

Let us define a patch of image and the corresponding segmentation in a
receptive field r as {xl

r
, y

l

r
} ↑ Dl. Note that y

l

r
is a multi-label target where the

classes present in the receptive field r are positive classes, and the classes not
present are negative classes.

The input to the student MPMC ĝ are the features extracted from the
ε
th layer of the encoder in student segmentation network f̂ , denoted by zr =

f̂ω (Aw(xl

r
)). MPMC captures the contextual information within a patch at dif-

ferent scales, Si, i ↑ {0, 1}, where s0 and s1 are average pool kernel sizes. For all
our experiments s0 and s1 are set to 7↓7 and 19↓19. These pooling operations
are performed with appropriate padding to maintain uniformity in the shape of
the output features. MPMC ĝ is composed of the concatenation of these multi-
scale pooled features, followed by a convolutional network M and a final linear
layer. Thus, the output of the MPMC ĝ for the input patch x

l

r
is given by:

q
l = ϑ(WTM(concat(zr, z

S0
r
, z

S1
r
)) + b) (2)

where W and b are linear layer weights and bias, ϑ is the sigmoid activation and
q
l = [ql1, ..., q

l

C
]T ↑ C are the predicted probabilities for C classes.

While binary cross-entropy loss is applicable to train MPMC, it indiscrimi-
nately weighs all positive and negative classes equally. Considering the receptive
field of a feature from the ε

th layer of the encoder in the segmentation network
f̂ covers only a small patch relative to the input image’s size, the prevalence of
negative classes within a patch significantly exceeds that of positive classes. This
imbalance influences the binary cross-entropy loss to favor negative classes [54].
Inspired by long-tailed multi-label classification [30,54] which mitigate such im-
balances by diminishing the weight of negative classes, we adapt an asymmetric
loss [42], a focal loss variant that assigns distinct ϖ values to positive and nega-
tive classes. For an image patch x

l

r
and the predicted class probabilities ql using

our framework, the asymmetric focal loss is expressed as:

l
M

r
=

1

C

C∑

c=1

{
(1↔ q

l

c
)ε

+

log(ql
c
), y

l

r,c
= 1.

(ql
c
)ε

→
log(1↔ q

l

c
), y

l

r,c
= 0.

(3)
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In our experiments, we set ϖ
+ = 0 and ϖ

→ = 1. Subsequently, MPMC ĝ under-
goes training with multi-label supervision LM

l
, formulated as:

LM

l
=

1

|Dl|
∑

(xl,yl)↑Dl

R∑

r=1

l
M

r
(4)

where R is the number of receptive fields at ε th layer of the segmentor. This aux-
iliary task of patch classification augments the network’s proficiency in learning
and preserving class features, a critical function particularly pertinent as the
fidelity of these features tends to diminish in the network’s deeper layers.

MPMC on Unlabeled images. In semi-supervised teacher-student frame-
work, for unlabeled images, the prediction of the teacher network f for the weak
augmented view Aw(xu) is used to supervise the student network f̂ for the strong
augmented view As(xu). In the early iterations of semi-supervised learning, the
teacher’s predictions are inherently noisy. Common practices [13, 20, 34, 47, 69],
involve employing pixel-wise confidence score thresholds (th) to filter out unreli-
able pseudo labels. However, a high confidence threshold does not entirely elim-
inate noise due to the teacher’s initial miscalibration [43], allowing some noisy
predictions to have high confidence. To refine this process, our approach does
not solely depend on confidence-thresholded teacher segmentation predictions
for reliable pseudo-label extraction. Instead, we leverage the teacher MPMC g’s
confidence for a patch to adjust the weights of the deemed reliable pseudo-labels
within that patch. The underlying principle of our methodology is that MPMC
exhibits greater uncertainty (lower confidence) for noisy labels.

We employ the teacher MPMC g’s predictions to define two adaptive learning
weights ϱm ↑ R↓C and ϱs ↑ W↓H , where R denotes the number of patches,
sized according to the receptive field within the image, W and H represents the
width and height of the input image, respectively. The learning weight ϱm is
utilized to assign class weights to each patch for training the student MPMC,
whereas ϱs is applied to diminish the impact of noisy predictions during training
the student segmentation network.

For an unlabeled image x
u, consider a patch at the receptive field r, de-

noted as x
u

r
. The teacher and student segmentation networks yield predictions

p
w = f(Aw(xu

r
)) and p

s = f̂(As(xu

r
)), respectively. Simultaneously, the teacher

and student MPMC predict q
u

r
= g(fω (Aw(xu

r
))) and q̂

u

r
= ĝ(f̂ε(As(xu

r
))) using

features from the ε
th layer of the encoder. Let us define the confidence of teacher

MPMC g across all classes in patch r as ϖ = softmax(qu
r
), with ϖ ↑ C . The

weight of the patch r, ϱm,r is determined by ϖ. For each pixel in patch r asso-
ciated with class c, ϱs is assigned the weight ϖc. This approach assigns weights
to pseudo-labels and pixels based on the teacher MPMC’s confidence, enhancing
the accuracy of the learning process.

Thus, the control parameters ϱs and ϱm are integrated to the unsupervised
losses to train the student segmentation network and MPMC. The unsupervised
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segmentation loss Lu mentioned in equation 1 to train the student segmentation
network f̂ is re-formulated as:

Lu =
1

|Du|
∑

xu↑Du

(pw → th)ϱsE(pw, ps) (5)

where E is the standard cross entropy loss and th is the predefined segmentation
confidence threshold. Finally, the unsupervised multi-label loss LM

u
to train the

student MPMC ĝ is given by:

LM

u
=

1

|Du|
∑

xu↑Du

R∑

r=1

1

C

C∑

i=1

ϱ
i

m,r
E+(qu

r
, q̂

u

r
) (6)

where E+ is the binary cross entropy loss. Therefore, the overall loss function is
defined as:

L = Ll + LM

l
+ ωLu + ςLM

u
(7)

where ω and ς controls the contribution of Lu and LM

u
. In all our experiments

ω and ς are set to 0.1 and 0.25 respectively.

4 Experiments

4.1 Setup

Datasets: PASCAL VOC 2012 [12] is a standard semantic segmentation
dataset with 20 semantic classes and a background class. The training, valida-
tion, and testing sets consist of 1464, 1449, and 1556 images (Classic), respec-
tively. Following [7, 64], we also include the additional augmented dataset [18]
(Blender), which includes a collection of 10582 training images. We adopt the
same partition protocols in [7, 64] to evaluate our method in both Classic and
Blender sets. Cityscapes [8] dataset is designed for urban scene understanding,
consisting of 30 classes, of which only 19 classes are used for scene parsing eval-
uation. It has 2975, 500, and 1525 images for training, validation, and testing,
respectively. ACDC [3] dataset contains 200 annotated short-axis cardiac cine-
MR images from 100 patients. The segmentation masks consists of classes: left
ventricle (LV), myocardium (Myo), and right ventricle (RV). 140 images from
70 patients, 60 images from 30 patients are randomly selected for training and
validation respectively.

Implementation Details: For fair comparison, we adopt DeepLabv3+ [6]
as the decoder in all of our experimental setups, and compare with both ResNet-
101 and ResNet-50 [19] as the backbone architecture. In all our experiments with
Cityscapes, Pascal, and ACDC datasets, the training resolution is 801, 513, and
224 respectively. Note, for maintaining fair comparison, our method “UniMatch
[56] + MPMC” uses the training resolution of 321 which is used by UniMatch [56]
when training on the Classic set of Pascal VOC. Further when training a MPMC
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integrated baseline, we use the same weak and strong augmentations as used by
the corresponding baselines. The convolutional network in MPMC is comprised
of three convolution blocks. Each convolution block consists of a stack of two
3↓3 convolutions followed by a 1↓1 convolution. For all our experiments MPMC
is integrated to the first layer of the ResNet Encoder.

4.2 Comparison with State-of-the-Art Methods

We conducted our experiments on PASCAL VOC 2012 and Cityscapes which are
two popular natural image benchmarks, and a medical dataset ACDC. MPMC is
integrated in four semi supervised methods UniMatch [56], AEL [20], U2PL [53]
and AugSeg [64]. Note, UniMatch [56] is a consistency regularization based
method. We observe that MPMC consistently improves over their baseline per-
formance across all partition protocols on all datasets.
Results on PASCAL VOC 2012 Dataset. Table 1 shows the comparison
with other SOTA methods for both the Classic and Blender sets. MPMC inte-
grated to the four baseline methods improves them consistently across all data
partitions for both Classic and Blender sets. We find that our method brings the
most improvement for the least labeled data partition ( 1

16 ), improving AugSeg,
AEL, U2PL and UniMatch by 1.8%, 2.5%, 2.0% and 2.1% respectively in Clas-
sic with a ResNet-101 encoder.
Results on Cityscapes Dataset. Table 2 shows the comparison with other
SOTA methods. MPMC integrated to the four baseline methods improves them
consistently across all data partitions. We observe that similar to results in PAS-
CAL VOC 2012 dataset, our method brings the most improvement for the least
labeled data partition ( 1

16 ), improving AugSeg, AEL, U2PL and UniMatch by
1.7%, 2.1%, 2.3% and 1.9% repectively in Classic for ResNet-101 encoder.
Results on ACDC Dataset. Table 3 shows the comparison with other SOTA
methods. We observe that when MPMC is integrated to the four baseline meth-
ods, it significantly improves the performance for the “3 cases” data partition
which has the least labeled images (< 10% of labeled images). Note we use
ResNet-101 for all experiments in this dataset.
The consistent improvement in SSS performance in both natural and medical
datasets and its ability to integrate in di!erent SSS methods substantiates the
robustness of MPMC. Moreover, the notable improvements achieved in scenarios
with limited data shows MPMC’s vital e"cacy within SSS pipelines.
Qualitative Results In Fig. 3 we visualise the results of integration of our
method (MPMC) to AugSeg [64]. Introducing patch-level supervision with the
integration of MPMC, leads the SSS model to better segment confusing classes.
Among comparisons we show that MPMC leads to better segmentation of pixels
regions of confusing classes like bus, train and truck. These classes are often
misclassified not only because of sharing visual similarity but also having low
training instances.
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Method Classic Blender
1/16 1/8 1/4 1/2 Full 1/16 1/8 1/4

ResNet-50

Supervised 44.0 52.3 61.7 66.7 72.9 - - -
PC2Seg [65] [CVPR’21] 56.9 64.6 67.6 70.9 72.3 - - -

PseudoSeg [68] [ICLR’21] 56.9 64.6 67.6 70.9 72.2 - - -
ST++ [57] [CVPR’22] - - - - - 72.6 74.4 75.4
AugSeg [64] [CVPR’21] 64.2 72.1 76.1 77.4 78.8 77.2 78.2 78.2

AugSeg [64] + MPMC 65.9 73.7 77.6 78.5 79.7 79.0 79.8 79.7

(ε) (+1.7) (+1.6) (+1.5) (+1.1) (+0.9) (+1.8) (+1.6) (+1.5)
AEL [20] [NeurIPS’21] 62.9 64.1 70.3 72.7 74.0 74.1 76.1 77.9

AEL [20] + MPMC 65.0 66.1 72.1 74.2 75.3 76.1 78.0 79.6

(ε) (+2.1) (+2.0) (+1.8) (+1.5) (+1.3) (+2.0) (+1.9) (+1.7)
U2PL [53] [CVPR’22] 63.3 65.5 71.6 73.8 75.1 74.7 77.4 77.5

U2PL [53] + MPMC 65.2 67.4 73.3 75.2 76.2 76.5 79.1 79.1

(ε) (+1.9) (+1.9) (+1.7) (+1.4) (+1.1) (+1.8) (+1.7) (+1.6)
UniMatch [56] [CVPR’23] 71.9 72.5 76.0 77.4 78.7 78.1 79.0 79.1

UniMatch [56] + MPMC 73.5 74.0 77.4 78.5 79.4 79.6 80.4 80.4

(ε) (+1.6) (+1.5) (+1.4) (+1.1) (+0.7) (+1.5) (+1.4) (+1.3)
ResNet-101

Supervised 45.1 55.3 64.8 69.7 73.5 70.6 75.0 76.5
CPS [7] [CVPR’21] 64.1 67.4 71.7 75.9 - 72.2 75.8 77.6

PS-MT [34] [CVPR’22] 65.8 69.6 76.6 78.4 80.0 75.5 78.2 78.7
PCR [55] [NeurIPS’22] 70.1 74.7 77.2 78.5 80.7 78.6 80.7 80.8
DAW [49] [NeurIPS’23] 74.8 77.4 79.5 80.6 81.5 78.5 78.9 79.6
CFCG [29] [ICCV’23] - - - - - 77.4 79.4 80.4
AugSeg [64] [CVPR’21] 71.1 75.5 78.8 80.3 81.4 79.3 81.5 80.5

AugSeg [64] + MPMC 72.9 77.8 79.9 81.3 82.1 80.8 82.5 81.4

(ε) (+1.8) (+2.3) (+1.1) (+1.0) (+0.7) (+1.5) (+1.0) (+0.9)
AEL [20] [NeurIPS’21] 66.1 68.3 71.9 74.4 78.9 77.2 77.6 78.1

AEL [20] + MPMC 68.6 70.3 73.5 76.1 80.1 79.2 79.3 79.2

(ε) (+2.5) (+2.0) (+1.6) (+1.7) (+1.2) (+2.0) (+1.7) (+1.1)
U2PL [53] [CVPR’22] 68.0 69.2 73.7 76.2 79.5 77.2 79.0 79.3

U2PL [53] + MPMC 70.0 70.8 75.3 77.8 80.5 79.2 80.7 80.3

(ε) (+2.0) (+1.6) (+1.6) (+1.6) (+1.0) (+2.0) (+1.7) (+1.0)
UniMatch [56] [CVPR’23] 75.2 77.2 78.8 79.9 81.2 80.9 81.9 80.4

UniMatch [56] + MPMC 77.3 78.6 79.8 80.8 81.7 82.5 83.1 81.5

(ε) (+2.1) (+1.4) (+1.0) (+0.9) (+0.5) (+1.6) (+1.2) (+1.1)
Table 1: Quantitative results of di!erent semi-supervised segmentation methods on
Pascal VOC classic and blender set. We report Mean IoU under various partition
protocols and show the improvements (ε) over corresponding baseline.
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(a) Input Image (b) Ground Truth (c) AugSeg (d) AugSeg + MPMC

Fig. 3: Qualitative Results on Cityscapes dataset: (a) is the original image, (b)
is the Ground Truth, (c) are segmentations generated by AugSeg [64] compared to
(d) which are segmentations generated when our method (MPMC) is integrated to
AugSeg. White boxes show the areas where our method improves the baseline.

Method ResNet-50 ResNet-101

1/16 1/8 1/4 1/2 1/16 1/8 1/4 1/2
Supervised 63.34 68.73 74.14 76.62 66.3 72.8 75.0 78.0
CPS [7] [CVPR’21] 69.79 74.39 76.85 78.64 69.8 74.3 74.6 76.8

PS-MT [34] [CVPR’22] - 75.76 76.92 77.64 - 76.9 77.6 79.1
PCR [55] [NeurIPS’22] - - - - 73.4 76.3 78.4 79.1

CFCG [29] [ICCV’23] 76.1 78.9 79.3 80.1 77.8 79.6 80.4 80.9
AugSeg [64] [CVPR’21] 73.7 76.4 78.7 79.3 75.2 77.8 79.6 80.4

AugSeg [64] + MPMC 75.3 77.7 79.8 80.3 76.9 79.2 80.9 81.3

(ε) (+1.6) (+1.3) (+1.1) (+1.0) (+1.7) (+1.4) (+1.3) (+0.9)
AEL [20] [NeurIPS’21] 68.2 72.7 74.9 77.5 74.5 75.6 77.5 79.0

AEL [20] + MPMC 70.5 74.5 76.6 79.0 76.6 77.5 78.9 80.3

(ε) (+2.3) (+1.8) (+1.7) (+1.5) (+2.1) (+1.9) (+1.4) (+1.3)
U2PL [53] [CVPR’22] 69.0 73.0 76.3 78.6 74.9 76.5 78.5 79.1

U2PL [53] + MPMC 71.2 74.6 77.8 79.8 77.2 78.2 80.0 80.0

(ε) (+2.2) (+1.6) (+1.5) (+1.2) (+2.3) (+1.7) (+1.5) (+0.9)
UniMatch [56] [CVPR’23] 75.0 76.8 77.5 78.6 76.6 77.9 79.2 79.5

UniMatch [56] + MPMC 76.8 78.0 78.6 79.5 78.5 79.2 80.9 81.3

(ε) (+1.8) (+1.2) (+1.1) (+0.9) (+1.9) (+1.3) (+1.7) (+1.8)
Table 2: Quantitative results of di!erent semi-supervised segmentation methods on
Cityscapes validation set. We report Mean IoU under various partition protocols and
show the improvements (ε) over the corresponding baseline.
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Method 3 cases 7 cases
Supervised 41.5 62.5

UA-MT [59] [MICCAI’19] 61.0 81.5
CPS [7] [CVPR’21] 60.3 83.3

CNN & Trans [35] [PMLR’22] 65.6 86.4
AugSeg [64] [CVPR’21] 85.1 87.3

AugSeg [64] + MPMC 88.6 88.4

(ε) (+3.5) (+1.1)
AEL [20] [NeurIPS’21] 82.7 87.6

AEL [20] + MPMC 85.4 88.5

(ε) (+2.7) (+0.9)
U2PL [53] [CVPR’22] 84.2 89.2

U2PL [53] + MPMC 87.4 90.5

(ε) (+3.2) (+1.3)
UniMatch [56] [CVPR’23] 88.9 89.9

UniMatch [56] + MPMC 91.8 90.4

(ε) (+2.9) (+0.5)
Table 3: Quantitative results of di!erent semi-supervised segmentation methods on
ACDC dataset with 3/7 labeled cases. We report Dice Similarity Coe"cient (DSC)
metric averaged over 3 classes. We use ResNet-101 for all experiments in this dataset.

4.3 Ablation Studies

We conduct experiments to study the impact of various components of our ap-
proach. All experiments in this section were conducted on 1

16 data partition of
the Cityscapes dataset, and use AugSeg [64] as the baseline.
Segmentation performance at di!erent scales. Here we analyse how scal-
ing of input features for patch-classification, improves the performance of the
SSS method. We consider two scales - average pool kernels 7 ↓ 7 and 19 ↓ 19.
Fig. 4 illustrates for two random classes pole and rider, that average pooling with
a kernel size of 7↓ 7 is better at enhancing the pixel accuracy for instances with
smaller areas, whereas the 19 ↓ 19 kernel size is better at improving accuracy
for instances with larger areas. This can be attributed to the larger receptive
field of the 19↓ 19 kernel, enabling more e!ective contextual learning for larger
regions. While the smaller receptive field of 7↓ 7 kernel is better able to discern
smaller objects.
Analysing class features The crux of our method is to better discriminate
pixel regions between di!erent classes. Here we analyze if MPMC integrated
to AugSeg [64] can better discriminate features than the baseline for di!erent
classes in Cityscapes Dataset. We use the pixel features from the penultimate
layer of the segmentation network to analyse via t-SNE. Fig 5 illustrates for four
random classes - car, bus, train and truck, integration of MPMC leads to better
discrimination between the classes, i.e., compared to AugSeg [64], the features
of train and truck are more clustered and separated from the rest.
Influence of MPMC on patch-level segmentation. Our method MPMC
improves segmentation by introducing patch classification as an auxiliary task.
We analyse at patch level the correlation between multi-label accuracy and the
Mean IoU performance of the segmentation network. We use (1 - hamming
loss) [50] as a measure of multi-label classification and use the basic teacher-
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Fig. 4: Pixel accuracy across di!erent scales with respect to instance size.

For two di!erent scales, we compare the pixel accuracy with respect to size of instances
for two random classes: pole and rider.

(a) AugSeg (b) AugSeg + MPMC(a) AugSeg

(b) AugSeg + MPMC

Fig. 5: Analysis of class features (a) t-SNE of features predicted by AugSeg [64],
(b) t-SNE of features predicted by AugSeg [64] + MPMC.

student framework mentioned in Section 3.1 as our baseline. Table 4 illustrates
that the avg MIoU improvement is highest (4.05%) in patches having more than
90% multi-label classification accuracy showing that MPMC improves segmen-
tation at the patch level.
Impact of MPMC on semantic segmentation in limited labeled data
scenarios. In Table 5 shows the impact of MPMC on segmentation when trained
with only labeled data. We use the basic teacher-student framework mentioned
in Section 3.1 as our baseline, which achieves MIoU of 66.3, 72.8 and 75.0 in 186,
372 and 744 partitions of labeled images respectively. After introducing PMC,
there is an improvement of 1.9%, 1.5% and 1.3% in 186, 372 and 744 partitions
of labeled images respectively. We observe that MPMC improves segmentation
performance in limited-labeled data scenarios, with the improvement highest for
least labeled data, i.e., 1.9% for 186 labeled images.
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1 - hamming loss 90+ 80-90 70-80 60-70 50-60 40-50 30-40 20-30 10-20 0-10

% patches 12.6 25.2 20.5 8.4 5.1 5.2 4.1 10.2 2.4 6.3

Avg MIoU ε +4.05 +1.57 +0.88 +1.55 +0.91 +1.15 +0.49 +0.10 -1.90 -2.20
Table 4: Analysis of the influence of MPMC on segmentation at patch-level.

# Labeled Data
186 372 744

w/o MPMC 66.3 72.8 75.0
w/ MPMC 68.2 74.3 76.3

Gain/ε +1.9 +1.5 +1.3
Table 5: Impact of MPMC on segmen-
tation (MIoU) when trained with dif-
ferent volumes of labeled data. MPMC
shows the highest improvement (1.9%)
in the least labeled data partition.

MPMCL MPMCUL 1/16
(186)

1/8
(372)

1/4
(744)

68.4 73.5 74.2
↭ 70.8 75.4 75.7

↭ 71.3 76.0 76.6
↭ ↭ 73.1 76.7 77.3

Table 6: Ablation study of di!erent
component: MPMC on labeled images
(MPMCL) and MPMC on unlabeled im-
ages (MPMCUL)

Analysis of di!erent components We ablate each component of MPMC
with basic teacher-student framework (Section 3.1) as the baseline. MPMC on
labeled images (MPMCL), which introduces multi-scale patch-based classifica-
tion on only the labeled data, achieves an improvement of 2.4%, 1.9%, and 1.5%
under 1

16 , 1
8 and 1

4 partition protocols respectively. MPMC on unlabeled images
(MPMCUL) leads to a further improvement of 2.9%, 2.5%, and 2.4% under 1

16 , 1
8

and 1
4 partition protocols respectively. Thus, MPMC is e!ective on both labeled

and unlabeled instances in SSS pipelines.

5 Conclusion

In this paper, we propose a novel Multi-scale Patch-based Multi-label Classifier
(MPMC), which introduces patch-level context information in the form of an
auxiliary task of multi-scale patch-based multi-label classification. When jointly
trained with a SSS model, the patch classifier provides patch-level labels, identi-
fying the classes present within a region. This facilitates the elimination of dis-
tractors and enhances the classification of small object segments by the baseline
method. Further, the MPMC predictions are used to learn an adaptive weight
that reduces the influence of noisy pseudo-labels in the teacher-student frame-
work. We perform thorough analysis of the importance of multi-scale patch-level
contextual information in improving segmentation especially in low data scenar-
ios. Further, we demonstrate the e"cacy of our proposed parameterized module
MPMC by integrating it into four SSS methodologies and showing consistent
improvements in Cityscapes, Pascal VOC and ACDC benchmarks.
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Analysing multi-scale design of MPMC. We use three scaled features from
the first layer feature of the encoder: original feature, average pool of 7↓ 7 and
19↓ 19. Results are shown in Table 1. We observe that each part contributes to
the final performance suggesting that di!erent scales can encapsulate complimen-
tary contextual information pertaining to the objects in the scene. Consequently,
this experimental analysis shows the importance of the multi-scale design of our
proposed MPMC.

Original
Feature

7→ 7
Avgpool

19→ 19
Avgpool mIoU

73.7
↭ 74.1

↭ 74.3
↭ 74.1

↭ ↭ 74.5
↭ ↭ 74.4

↭ ↭ 74.6
↭ ↭ ↭ 75.3

Table 1: Analysis of the multi-scale design of MPMC.

Analysis of Training Hyper-Parameters In this section, we analyze the
training hyper-parameters used by MPMC, which is integrated into UniMatch
[56]. The SSS pipeline is trained on the Cityscapes dataset’s 1/16 and 1/8 data
partitions.
Analysis of ω of the overall loss: We analyze how MPMC performs with
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di!erent values of ω, which is used to control the contribution of unsupervised
segmentation loss in the overall loss (Equation 7 of main paper). The results are
provided in Table 2. We observe ω = 0.25 achieves the best performance and is
used in all our experiments

ϑ 1/16 1/8

0 66.3 72.8
0.15 77.9 79.1
0.20 78.3 79.2
0.25 78.5 79.7

0.30 77.9 79.0
0.35 77.8 78.6
0.40 77.5 78.2
0.45 76.9 78.0

Table 2: Analysis of (ϑ) of overall loss (1/16 and 1/8 partition protocols of Cityscapes
Dataset)

Analysis of ς of the overall loss: We analyze how MPMC performs with
di!erent values of ς, which is used to control the contribution of unsupervised
multi-label loss in the overall loss (Equation 7 of main paper). The results are
provided in Table 3. We observe that ς = 0.15 achieves the best performance
and is used in all our experiments

ϖ 1/16 1/8

0 77.5 78.2
0.05 77.7 78.8
0.10 77.8 79.0
0.15 78.5 79.7

0.20 78.4 79.2
0.25 78.2 78.9

Table 3: Analysis of (ϖ) of overall loss (1/16 and 1/8 partition protocols of Cityscapes
Dataset)

Analysis of per-class performance In Table 4, we compare the per-class
performance of our method incorporated into UniMatch [56] with respect to the
baseline under 1

16 cityscapes partition. We observe that our method improves
the baseline across all classes. We find that MPMC using pseudo-label weighting,
improves the performance of confusing classes like truck, bus and train by 1.5%,
1.4% and 2.5% respectively. These classes are often confused among each other
because of sharing patch-based visual similarity and also having low training
instances.
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UniMatch [56] 76.6 97.4 79.9 91.8 57.9 60.8 92.3 63.5 94.6 81.4 94.0 54.3 69.9 78.1 61.5 76.7 85.1 73.8 66.2 76.5

UniMatch+MPMC 78.5 97.8 80.1 92.2 58.2 61.5 92.8 63.9 95.1 82.0 94.5 54.8 71.0 79.0 63.4 78.2 86.5 76.3 68.2 78.0

Table 4: Per-class results on Cityscapes val set under 1
16 data partition protocol

Relationship between multi-label classifier confidence and noisy pseudo-
labels In Equation 5 of main paper, the per-class pseudo-pixel weight (ϱs) in
a patch is estimated based on the corresponding per-class confidence of the
proposed MPMC. This weight assignment is based on the hypothesis that a
multi-label classifier is more confident (higher logits) for correct pseudo-labels
than noisy pseudo-labels. The hypothesis is inspired from a recent study [33,52]
that shows multi-label classifiers yield more confidence in prediction tasks for
in-distribution data than out-of-distribution (OOD) data. Such a classifier prop-
erty can be measured by label-wise energy scores . For a given input x and the
logits of a multi-label classifier f(.), the label-wise energy score for each class i

is defined as:

Ei(x) = log(1 + e
fi(x)) (1)

Consequently, a high label-wise energy score for class i corresponds to high class
logit (confidence) and vice-versa. Our key observation is that the behavior of a
multi-label classifier, in this case, MPMC, towards in-distribution and Out-of-
Distribution (OOD) data, also applies to correct and noisy pseudo-labels.

To corroborate the above hypothesis, we trained a segmentation network with
ResNet-101 as the backbone and DeepLabV3+ as the decoder, using MPMC
exclusively on labeled images from a 1

16 partition of the Cityscapes dataset. We
then analyzed the label-wise energy scores for true positives (correct pseudo-
labels) and false negatives (noisy pseudo-labels) in the validation set. The results,
as shown in Fig. 1, indicate that MPMC consistently registers lower label-wise
energy scores for noisy pseudo-labels (false negatives) across all classes compared
to correct pseudo-labels (true positives) following the initial training epochs.
Ablation study on the plug-in position of classifier In Table 5, we analyse
the influence of the classifier in di!erent positions of the segmentation network
on Pascal VOC dataset. We observe that the highest performance boost occurs
when the classifier is inserted at the first layer, which preserves access to low-level
information and edges.

Enc. Layer1 Enc. Layer2 Enc. Layer3 Enc. Layer4 Decoder End
mIoU 77.3 77.0 76.9 76.4 75.8

Table 5: E!ect of plug-in position of MPMC in the encoder
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Fig. 1: Label-wise energy scores for true positive and false negative for all classes in
the Cityscapes validation set.
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Performance gains with Vision Transformers (ViT) In our approach, we
employ AugSeg [64], a semi-supervised segmentation method, and modify its
segmentation network by integrating Segmenter [48], which utilizes a ViT as the
encoder. As observed in Table 6 below for Cityscapes dataset, MPMC enhances
the performance of the ViT-based model across all data partitions. This improve-
ment indicates that our MPMC introduces complementary information, distinct
from the patch processing in ViTs. Note that in low data regimes, convolution-
based methods surpass transformer-based approaches in performance.

Method Backbone 1/16 1/8 1/4 1/2
AugSeg (Seg-L) ViT-L 56.6 60.2 65.8 71.3

AugSeg (Seg-L) + MPMC ViT-L 58.0 61.2 66.7 72.3

Table 6: E!ect MPMC in ViT-based Architecture

Qualitative Results

– ACDC: In Fig. 2 and Fig. 3, we compare our method (MPMC) integrated
into UniMatch [56] and AugSeg [64] respectively, with the corresponding
baselines (UniMatch and AugSeg). Through visualizing the segmentation
results, we observe that our method reduces the number of pixels being
misclassified for both UniMatch [56] and AugSeg [64].
Note, all methods have been trained on “3 cases” data partition which has
the least labeled images (< 10% of labeled images).

– Cityscapes: In Fig. 4, Fig. 5, Fig. 6 and Fig. 7 we compare our method
(MPMC) integrated into UniMatch [56], AugSeg [64], U2PL [53] and AEL
[20] respectively, with the corresponding baselines (UniMatch, AugSeg, U2PL
and AEL). Through visualizing the segmentation results, we observe that our
method reduces the number of pixels being misclassified for all four baselines.
Note, all methods have been trained on 1

16 data partition of Cityscapes
dataset and all visualizations are on Cityscapes validation set.

– Pascal VOC: In Fig. 8 and Fig. 9, we compare our method (MPMC) in-
tegrated into UniMatch [56] and AugSeg [64] respectively, with the corre-
sponding baselines (UniMatch and AugSeg). Through visualizing the seg-
mentation results, we observe that our method reduces the number of pixels
being misclassified for both UniMatch [56] and AugSeg [64].
Note, all methods have been trained on 1

16 data partition of Pascal VOC
dataset (Classic) and all visualizations are on Pascal VOC validation set.
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(a) Input Image (b) Ground Truth (c) UniMatch (d) UniMatch + MPMC

Fig. 2: Qualitative Results on ACDC dataset: (a) input image, (b) ground truth,
(c) segmentations generated by UniMatch [56] compared to (d) which are segmentations
generated when our method (MPMC) is integrated to UniMatch. The white boxes show
the areas where our method improves the baseline [56].
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(a) Input Image (b) Ground Truth (c) AugSeg (d) AugSeg + MPMC

Fig. 3: Qualitative Results on ACDC dataset: (a) input image, (b) ground truth,
(c) segmentations generated by AugSeg [64] compared to (d) which are segmentations
generated when our method (MPMC) is integrated to AugSeg. The white boxes show
the areas where our method improves the baseline [64].
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(a) Input Image (b) Ground Truth (c) UniMatch (d) UniMatch + MPMC

Fig. 4: Qualitative Results on Cityscapes dataset: (a) input image, (b) ground
truth, (c) segmentations generated by UniMatch [56] compared to (d) which are seg-
mentations generated when our method (MPMC) is integrated to UniMatch. The white
boxes show the areas where our method improves the baseline [56].
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(a) Input Image (b) Ground Truth (c) AugSeg (d) AugSeg + MPMC

Fig. 5: Qualitative Results on Cityscapes dataset: (a) input image, (b) ground
truth, (c) segmentations generated by AugSeg [64] compared to (d) which are segmen-
tations generated when our method (MPMC) is integrated to AugSeg. The white boxes
show the areas where our method improves the baseline [64].
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(a) Input Image (b) Ground Truth (c) U2PL (d) U2PL + MPMC

Fig. 6: Qualitative Results on Cityscapes dataset: (a) input image, (b) ground
truth, (c) segmentations generated by U2PL [53] compared to (d) which are segmen-
tations generated when our method (MPMC) is integrated to U2PL. The white boxes
show the areas where our method improves the baseline [53].
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(a) Input Image (b) Ground Truth (c) AEL (d) AEL + MPMC

Fig. 7: Qualitative Results on Cityscapes dataset: (a) input image, (b) ground
truth, (c) segmentations generated by AEL [20] compared to (d) which are segmen-
tations generated when our method (MPMC) is integrated to AEL. The white boxes
show the areas where our method improves the baseline [20].
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(a) Input Image (b) Ground Truth (c) UniMatch (d) UniMatch + MPMC

Fig. 8: Qualitative Results on Pascal VOC dataset: (a) input image, (b) ground
truth, (c) segmentations generated by UniMatch [56] compared to (d) which are seg-
mentations generated when our method (MPMC) is integrated to UniMatch. The white
boxes show the areas where our method improves the baseline [56].
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(a) Input Image (b) Ground Truth (c) AugSeg (d) AugSeg + MPMC

Fig. 9: Qualitative Results on Pascal VOC dataset: (a) input image, (b) ground
truth, (c) segmentations generated by AugSeg [64] compared to (d) which are segmen-
tations generated when our method (MPMC) is integrated to AugSeg. The white boxes
show the areas where our method improves the baseline [64].


