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Abstract

Recent advances in generative Al have enabled new tasks
in Computer Vision, such as generating textual summaries
of entire image collections. While single-image and group
captioning have been widely explored for accessibility ap-
plications, in this work, we present TmageSet2Text, a
system designed to produce high-level descriptions of im-
age sets, and investigate its applicability for visually im-
paired users. After pilot interviews with members of the vi-
sually impaired community, we adapt ImageSet2Text’s
pipeline by integrating the NCAM principles of accessibility
and perform preliminary evaluations through an LLM-as-
a-judge. Finally, we outline key future directions, including
broader evaluation strategies.

1. Introduction

Single-image captioning and group captioning are well-
established tasks in Computer Vision, with their applica-
tions for accessibility thoroughly explored in prior work
[24]. Recently, however, researchers have begun to investi-
gate the potential of generative Al and foundation models to
produce summaries of large image collections, giving rise to
novel tasks in the field [8, 10, 22]. The accessibility impli-
cations of these emerging tasks remain largely unexplored
and represent a promising new research direction that we
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desert sky includes dunes as the main background,

presenting a clear sky, with the dunes exhibiting

clear a golden and yellow-orange color and smooth,
undulating shape.

ImageSet2Text generates detailed and nuanced descriptions from large sets of images. We explore its capabilities in the

address in this extended abstract.

As the volume of visual content continues to grow across
digital archives, the ability to interpret and navigate large-
scale image collections becomes increasingly important.
Image collections often contain rich patterns that are not
apparent when examining single images in isolation [8],
and making sense of these patterns is a predominantly vi-
sual task, leaving blind and low vision (BLV) individuals
excluded from understanding the broader narratives em-
bedded in large image datasets. In this extended abstract,
we present the potential of ImageSet2Text [22] —a re-
cently developed method that generates textual descriptions
of entire image collections— for accessibility. We argue
that, by transforming visual patterns into concise textual de-
scriptions, ImageSet2Text can offer non-visual access
to image sets of hundreds or thousands of samples, empow-
ering BLV users, and offering insights that would otherwise
be inaccessible.

2. Related Work

Accessibility is a key application of image captioning
[11, 23, 24], enabling BLV individuals to access and un-
derstand visual content. The Computer Vision community
has made significant progress in generating accurate cap-
tions for single images [12, 31, 33]. In the context of ac-
cessibility, Safiya and Pandal emphasize the importance of
real-time captioning systems and propose methods to ad-



dress the technical and computational challenges these sys-
tems face [23]. In parallel, Wibowo et al. explore the role
of image captioning in enhancing the social media experi-
ence for blind users on platforms like X (formerly Twitter),
illustrating how such technologies can foster more inclusive
digital communication [32].

Evaluation is also a crucial aspect of the research efforts
in this field. For example, Nganji et al. proposed the Image
Description Assessment Tool (IDAT) to evaluate the qual-
ity of image descriptions and support accessibility for BLV
[18]. Anwar et al. proposes benchmark datasets to evalu-
ate such solutions in real-world scenarios, including pedes-
trian crossings, currency recognition, bus stops, and stairs
detection [3]. Other approaches introduce different machine
learning based tools to automatically assess the accessibility
of image descriptions in terms of their compliance with the
NCAM guidelines [9, 26, 27]." These guidelines, developed
by the National Center for Accessible Media (NCAM), em-
phasize concise and essential descriptions, clear and con-
sistent language, and a structured format that allows users
to access more detail progressively. Qualitative evaluations
are also valued in the literature. Early studies highlighted
how preferences of BLV users vary across digital contexts
[28, 29], while others emphasized the need for evaluation
metrics aligned with the users’ needs, particularly regard-
ing context [14].

While the literature has explored image captioning be-
yond single instances, such as multi-image descriptions and
temporally coherent narratives [2, 6, 15], the task of sum-
marizing large image collections has only recently gained
attention [10, 22]. As a result, its potential for accessibility
remains largely unexplored. This extended abstract investi-
gates that open question by focusing on the recently intro-
duced ImageSet2Text method, described next.

3. ImageSet2Text

To generate textual descriptions of image collections, the
ImageSet2Text pipeline (depicted in Fig. 1) gener-
ates descriptions through an iterative two-phase process: (a)
Guess what is in the set, and (b) Look and keep. To ensure
scalability, each iteration operates on a randomly sampled
subset of images. In Guess what is in the set, an LLM-based
visual question answering (VQA) module identifies promi-
nent visual elements within the subset. These elements are
then used, in conjunction with an external lexical graph, to
formulate hypotheses about the content of the entire image
set. In Look and keep, these hypotheses are validated us-
ing contrastive vision-language (CVL) embeddings to as-
sess their consistency across the full collection. Verified
hypotheses are added to a concept graph, which informs the

'Image Description Guidelines, http://diagramcenter.org/
table-of-contents—2.html, last access: 6th of August 2025.

next iteration. The process continues iteratively, expanding
the concept graph using information obtained via the VQA.
Once no further expansion is possible, a final description is
generated through an LLM call, leveraging the accumulated
insights within the concept graph. This graph is initialized
with three core nodes, i.e. content, background, and style,
which represent the primary dimensions of analysis based
on verified visual information from the image collection.
The authors of ImageSet2Text have used GPT-40-mini
[1] as the language model, CLIP [21] as the CVL model,
and WordNet [17] as the external lexical resource in their
implementation.

In this extended abstract, we explore the potential of
ImageSet2Text to enable non-visual interaction with
large collections of visual content, making it accessible to
BLYV individuals. We analyze possible use-cases through
preliminary interviews with BLV participants, highlight
current limitations, and outline future design considerations
needed to ensure its effectiveness for this community.

4. ImageSet2Text for Accessibility

The automatic generation of descriptions of image sets is
a novel challenge that is recently addressed by the Com-
puter Vision community. Hence, its potential use for acces-
sibility in the case of visually impaired individuals remains
unexplored. In this section, we outline our ongoing efforts
and key considerations to take into account when tackling
this emerging task in the context of accessibility. Specifi-
cally, we present preliminary findings from interviews with
members of the visually impaired community, followed by
a set of straightforward technical adaptations applied to
ImageSet2Text. These adaptations aim to enhance the
accessibility of the generated descriptions, whose effective-
ness is assessed by means of a large language model (LLM)
as an evaluative tool.

4.1. Pilot Interviews

We conducted interviews with three collaborators from
Fundacién ONCE?, a Spanish national foundation for uni-
versal accessibility, to gather community insights on the
usefulness and possible improvements of our approach [7].
Carried out in Spanish and later translated to English, the
interviews followed a structured format with the follow-
ing parts: (1) an assessment of the collaborator’s familiar-
ity with automatic alt-text generative tools; (2) an explo-
ration of the potential value of textual descriptions for im-
age collections in everyday tasks, where the collaborators
were asked to evaluate a sample description generated by
ImageSet2Text; and (3) open-ended questions for addi-
tional feedback.
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Our collaborators responded positively to the concept of
set-level image descriptions, noting their usefulness in con-
texts where understanding the overall scene is more im-
portant than focusing on individual details, such as dur-
ing events, travel, entertainment, or organizing digital
photo folders. However, they stressed that these summaries
should complement, not replace, individual image descrip-
tions, as each serves a different purpose. When review-
ing a sample output from ImageSet2Text, participants
were generally satisfied with its coherence, clarity, and level
of detail. They particularly valued the explicit description
of relationships among entities across images, an aspect
they often find missing in commercial alt-text tools. This
strength stems from ImageSet2Text’s use of graph rep-
resentations [19, 20, 22].

If further developed for accessibility, our collaborators
emphasized the need for simple, direct language to reduce
ambiguity and suggested adapting descriptions based on
users’ visual experience: for example, including references
to color and light for those with prior sight, and offering
alternative cues for those without. Overall, their feedback
highlights the potential of ImageSet2Text to enhance
the accessibility and inclusion for BLV users in both per-
sonal and professional settings.

4.2. Integration of NCAM principles

Based on the feedback gathered during our preliminary in-
terviews, we made an adjustment to the ImageSet2Text
pipeline by incorporating the NCAM principles of accessi-
ble media into the prompt used to generate the final descrip-
tion of the image set from the concept graph constructed by
ImageSet2Text. Since these principles are originally
designed for describing individual images, they address a
different use case than that of TmageSet2Text, which
aims to describe entire collections of images. However, by
identifying and generalizing the most relevant elements of
these guidelines, we adapted them to our task and modified
accordingly the prompt used to generate the descriptions,
namely Graph to Description (in Fig. 1). Below, we present
the portion of the prompt that explicitly incorporates these
principles:

[...]

**ACCESSIBILITY GUIDELINES*=*

- *xAvoid visual-only cues*x: Do not describe
information in a way that requires sight to
understand.

— *xAccessible Rephrasingxx:

- You *xmay changexx visual-centric terms to words
that describe meaning, function, or non-visual
properties, x*only if this does not add or
remove factual information*x.

- If no non-visual alternative exists, keep the
term but clarify it in accessible language.

- x%Do not inventx* attributes not in the GRAPH.

**Examples: x*

[...]

4.3. Preliminary Evaluation

Through manual inspection, we qualitatively observe the
positive impact of incorporating NCAM guidelines into
ImageSet2Text’s pipeline. To complement this, we in-
troduce a quantitative evaluation, described next.

Datasets. Using the updated prompt, we generate descrip-
tions for all image sets in the GroupConceptualCaptions and
GroupWikiArt datasets, both originally introduced and re-
leased by the authors of ImageSet2Text [22]. These
datasets are derived from the ConceptualCaptions [25] and
WikiArt [30] image collections, respectively.

Evaluation Methodology. As previously mentioned, var-
ious approaches have been proposed in the literature to as-
sess a text’s adherence to the NCAM principles [4, 26, 27].
In our work, we leverage recent advances in large language
models (LLMs) for text evaluation, we adopt Prometheus
[13], an LLM specifically designed to evaluate outputs from
other LLMs. We instruct Prometheus to rate each descrip-
tion across multiple accessibility-related dimensions on a
scale from 1 to 5. These evaluation dimensions are detailed
in Table 1.

Table 1. Dimensions analyzed through the LLM-as-a-judge eval-
uation

Evaluation Questions

(1) Is the text adapted for blind or visually impaired
users, avoiding reliance on visual-only cues?

(2) Is the text concise and free of unnecessary repetition
or filler?

(3) Does the text maintain objectivity and avoid personal
opinions?

(4) Does the text follow a clear structure from general
context to specific details?

(5) Is the tone and language accessible for blind or visu-
ally impaired users and screen-reader friendly?

Results. In Fig. 2, we present the evaluation results com-
paring the original (vanilla) version of ImageSet2Text
with the adapted version that incorporates accessibility
guidelines into the prompt. Overall, the results indicate that
the vanilla system is already reasonably well-aligned with
accessibility standards, particularly in terms of objectivity
and structural clarity. It also performs well on conciseness
and tone, but receives more average scores (around 3 out of
5) on the “audience” dimension, which assesses suitability
for BLV users. The adapted version shows slightly higher
scores across all evaluated dimensions, suggesting that the
prompt modifications have had a positive impact. However,
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Figure 2. Comparison between two versions of
ImageSet2Text: the original vanilla model as described
in [22], and the adapted model incorporating NCAM principles
into the final prompt. The plot displays the mean scores and
standard deviations across four evaluation runs for five different
accessibility-related dimensions (summarized in Tab. 1).

the overall improvements are modest and may be negligible
in practical settings.

To strengthen this evaluation, we are also exploring al-
ternative LLM-as-a-judge paradigms to investigate whether
different models produce more varied scores across evalu-
ation dimensions. With Prometheus [13], the results tend
to be relatively uniform across most dimensions, with the
only exception of the “audience” dimension. These scores
raise the question of whether they reflect a limitation in
Prometheus’s sensitivity to fine-grained distinctions in the
context of our study, or whether the descriptions genuinely
exhibit similar levels of quality across those dimensions.
Comparing evaluations from different models will help clar-
ify this and further validate the observed improvements in
the adapted version.

5. Discussion and Future Work

In ongoing work, we are conducting semi-structured in-
terviews with participants recruited through our collabora-
tors with the ONCE Foundation. For these sessions, we
consider three image sets from the GroupConceptualCap-
tions dataset and three image sets from the GroupWikiArt
dataset, chosen to contain different levels of visual homo-
geneity. This choice reflects a shared understanding with
our collaborators that real-world image collections are often
heterogeneous. The current version of ImageSet2Text
is designed to identify and summarize common visual ele-
ments within an image set; as a result, it generates less de-
tailed descriptions when fewer elements are shared among
the images, i.e., as the heterogeneity of the image sets in-
creases. Therefore, visual homogeneity is a key factor in
evaluating the system’s performance and its perceived use-
fulness. The aim of these interviews is to evaluate whether
the descriptions generated by means of the accessible adap-
tation of ImageSet2Text are perceived by community

members as more useful than the descriptions produced by
vanilla ImageSet2Text. To provide a more comprehen-
sive evaluation of the descriptions, we also include large-
scale group captions generated by two baseline models:
Qwen-2.5-VL [5] for image sets from GroupConceptual-
Captions, and BLIP-2 [16] for those from GroupWikiArt.
This selection is based on experimental results reported
by the authors of ImageSet2Text [22], from which we
chose the best-performing baseline for each dataset.

Our preliminary evaluation through the LLM-as-a-judge
reveals a key limitation of the current approach: the descrip-
tions of the image sets are concise by design. If the system
is intended to support BLV individuals, it may be insuffi-
cient to apply accessibility principles only at the final stage
of the pipeline, as it is difficult to significantly alter the ex-
isting descriptions to make them more accessible. There-
fore, a promising direction for future work would consist of
integrating the accessibility principles earlier in the process,
influencing both the VQA module and the construction of
the concept graph in ImageSet2Text. As a result, the
pipeline would be tailored for accessibility by design, po-
tentially generating a concept graph that captures more rel-
evant and meaningful details for the target audience.

Such a shift in design, however, would require a different
evaluation strategy given that the generated descriptions in
the accessible version of ImageSet2Text would poten-
tially contain very different content when compared to the
descriptions created by the vanilla version. Thus, feedback
from BLV users alone may be insufficient, as they are un-
able to assess the relevance of unseen visual information.
In this scenario, input from sighted experts with deep ex-
perience in accessibility would be essential to ensure that
the system captures and communicates the most important
visual details effectively.

6. Conclusion

We introduce the potential of ImageSet2Text, a method
designed to generate textual summaries of image collec-
tions. Through a pilot study conducted with members of
the ONCE Foundation, we gathered positive feedback on
the usefulness of set-level descriptions, along with sugges-
tions for improvement. In response, we integrated NCAM
principles into the final prompt of the pipeline, aiming to
enhance the clarity, structure, and audience appropriate-
ness of the generated descriptions for visually impaired
users. A preliminary assessments through LLM-as-a-judge
paradigm show modest but consistent improvements across
key accessibility dimensions. However, these gains re-
main limited, suggesting that prompt-level adaptation alone
may not be sufficient. As future work, we plan to conduct
more extensive quantitative and qualitative evaluations (via
semi-structured interviews) of the adapted version, with the
goal of identifying further improvements across the full
pipeline.
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