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Abstract

While fine-tuning large language models (LLMs) for specific tasks often yields im-
pressive results, it comes at the cost of memory inefficiency due to back-propagation
in gradient-based training. Memory-efficient Zeroth-order (MeZO) optimizers,
recently proposed to address this issue, only require forward passes during training,
making them more memory-friendly. However, compared with exact gradients,
ZO-based gradients usually exhibit an estimation error, which can significantly
hurt the optimization process, leading to slower convergence and suboptimal
solutions. In addition, we find that the estimation error will hurt more when
adding to large weights instead of small weights. Based on this observation,
this paper introduces Sparse MeZO, a novel memory-efficient zeroth-order opti-
mization approach that applies ZO only to a carefully chosen subset of parame-
ters. We propose a simple yet effective parameter selection scheme that yields
significant performance gains with Sparse-MeZO. Additionally, we develop a
memory-optimized implementation for sparse masking, ensuring the algorithm
requires only inference-level memory consumption, allowing Sparse-MeZO to
fine-tune LLaMA-30b on a single A100 GPU. Experimental results illustrate that
Sparse-MeZO consistently improves both performance and convergence speed over
MeZO without any overhead. For example, it achieves a 9% absolute accuracy
improvement and 3.5x speedup over MeZO on the RTE task. Code is available at
https://github.com/NUS-HPC-AI-Lab/SparseMeZO.

1 Introduction

Fine-tuning large language models for specific tasks or datasets has become a prevalent practice in
machine learning. However, a major obstacle in fine-tuning is the substantial memory requirements,
which escalate as models increase in size and complexity, thereby limiting the scalability and
accessibility for those with limited computational resources.

To mitigate the memory constraints, Parameter Efficient Fine-Tuning (PEFT) has been developed,
allowing for the modification of only a subset of parameters and achieving comparable results to full
model tuning (Hu et al., 2021; Lester et al., 2021; Li & Liang, 2021; Zaken et al., 2021; Zhang et al.,
2023). However, PEFT methods still necessitate the calculation of gradients for backpropagation and
caching of numerous activations during training, which introduces additional memory overhead. For
instance, Malladi et al. demonstrates that, even with PEFT, training still requires approximately 6
times more memory than the memory cost for inference. This discrepancy raises a critical question:
Can large language models be fine-tuned solely with the cost of inference?
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In response to these challenges, zeroth-order (ZO) optimization presents a promising solution (Spall,
1992). ZO optimization is a gradient-free method that estimates gradients using only the forward
pass of the model, eliminating the need for backpropagation and, consequently, reducing memory
usage. MeZO (Malladi et al., 2023) is a recently proposed zeroth-order method for fine-tuning LLMs
that has demonstrated impressive performance.
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Figure 1: Performance of MeZO and Sparse-
MeZO (S-MeZO) on RTE task. S-MeZO can
achieve 3.5x speedup compared with MeZO.

However, compared to exact gradients, ZO-
based gradients usually exhibit an estimation
error, which can be defined as noise. This noise
can significantly hurt the optimization process,
leading to slower convergence and suboptimal
solutions. Moreover, we find that the estimated
ZO gradient is difficult to generalize across
batches. Specifically, while it can successfully
reduce the training loss on the sampled batch
with a high probability, it is more likely to in-
crease the loss on other batches.

To address this challenge, we investigate the im-
pact of gradient noise in zeroth-order optimiza-
tion for LLM fine-tuning. We measure how the
noise affects optimization by evaluating its ef-
fect on generalization performance across differ-
ent data batches. Interestingly, our experiments
reveal that the noise has a more significant im-
pact when added to large weights compared to
small weights. Based on this finding, we propose a novel sparse memory efficient zeroth-order method
(Sparse-MeZO) to selectively optimize small weights, which are more resilient to noise perturbation.
By focusing on these noise-resistant weights, we demonstrate that our method enables the use of
larger learning rates, leading to improved performance and faster convergence. Our contributions can
be summarized as follows:

• In this paper, we investigate the impact of gradient noise in zeroth-order optimization for LLM
fine-tuning. Our evaluations show that the gradient noise can make the estimated ZO gradient
difficult to generalize across batches and the noise will hurt more when adding to large weights
instead of small weights.

• Based on the above finding, we propose a sparse Memory-Efficient Zeroth-Order optimization
method Sparse-MeZO (S-MeZO) for large language model fine-tuning. We also provide theoretical
analysis to show the convergence of Sparse-MeZO.

• Different from the efficient implementation with random seed in MeZO, we propose a novel
memory-efficient implementation of Sparse-MeZO, which can compute the sparse mask and
perturb parameters in the forward pass. The technique enables fine-tuning LLaMA-30b with
Sparse-MeZO on a single A100 GPU.

• We conduct empirical studies on LLaMA, OPT, and Mistral. The experimental results demonstrate
that Sparse-MeZO can improve the fine-tuning performance and yield a faster convergence rate
compared with vanilla MeZO across a wide range of natural language processing tasks. For
example, it achieves a 9% absolute accuracy improvement and 3.5x speedup over MeZO on the
RTE task, as shown in Figure 1.

2 Preliminaries

2.1 Parameter-Efficient Fine-Tuning

Parameter-Efficient Fine-Tuning (PEFT) is designed to facilitate efficient adaptation by updating
only a subset of the model’s parameters, rather than fine-tuning the entire model (Hu et al., 2021;
Zaken et al., 2021; Pan et al., 2024; Liu et al., 2025). These PEFT approaches can be categorized into
selective and additive methods.

Selective Methods. Selective Methods try to selectively fine-tune a portion of a model and these
methods have been explored in various studies. For example, Zaken et al.; Cai et al. focused on the
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model’s bias terms, finding that fine-tuning these terms alone could rival the results of fine-tuning
the entire model. However, the effectiveness of this approach diminishes with larger datasets, as
shown in further analysis by Zaken et al.. Beyond static parameter adjustments, there has been an
exploration into dynamically modifying parts of the model (Brock et al., 2017). This concept was
later applied to language models, with AutoFreeze (Liu et al., 2021b) confirming its viability.

Additive Methods. Additive methods, as an alternative to updating existing parameters, involve
incorporating new layers into models, with the fine-tuning process focusing solely on these added
layers (Houlsby et al., 2019; Hu et al., 2021; Lin et al., 2020; Rebuffi et al., 2017). Traditional
techniques in this category, such as adapters (Houlsby et al., 2019), implemented layer additions in a
sequential manner, which unfortunately led to increased inference latency. LoRA (Hu et al., 2021)
has been proposed to mitigate this issue, which freezes the weights of the pre-trained model and
introduces trainable matrices based on rank decomposition into each layer. IA3 (Liu et al., 2022)
introduced innovative methods for adding parameters, balancing parameter count with accuracy, while
LST (Sung et al., 2022) introduced a highway structure that learns only small, auxiliary channels.

2.2 Zeroth-Order Optimization

Unlike traditional gradient-based optimization methods that rely on derivatives to guide the search
for optimal solutions, Zeroth-Order (ZO) optimization techniques do not require derivatives for
optimization Spall (1992); Liu et al. (2018, 2019); Shu et al. (2023). These methods utilize only the
value of the objective function, denoted as f(x), at any chosen point x. To estimate the gradient in the
direction of vector z, the objective function is assessed at two points in close proximity, f(x+ϵz) and
f(x− ϵz), with ϵ being a minimal value. Following this, conventional optimization algorithms, such
as gradient descent or coordinate descent, are implemented using these approximated gradient values.
Currently, ZO methods have been widely used in various applications, such as adversarial attack and
defense (Chen et al., 2017; Ilyas et al., 2018; Tu et al., 2019; Ye et al., 2018), Auto-ML (Ruan et al.,
2019; Wang et al., 2022), natural language processing (Sun et al., 2022a,b), reinforcement learning
(Vemula et al., 2019), Signal Processing (Liu et al., 2020), and on-chip training (Gu et al., 2021).

2.2.1 MeZO

ZO-SGD employs SPSA (Spall, 1992) to estimate the gradient. In general, conventional ZO-SGD
algorithms utilizing SPSA consume twice the inference memory. MeZO (Malladi et al., 2023) is a
memory-efficient variant of ZO-SGD. It circumvents the storage of gradients by saving the random
seed and resampling the same random noise z with the seed during forward process. More specifically,
to calculate L(θ + ϵz)− L(θ − ϵz), MeZO will sample a noise z to perturb θ to θ + ϵz and then
calculate L(θ + ϵz). Then it resamples the same noise z with the same seed and move the parameter
back θ − ϵz and calculates the loss. As a result, the zeroth-order gradient estimator can be computed
without any memory overhead, leading to numerous variants of MeZO being proposed in the literature
Zhang et al. (2024); Yang et al. (2024); Jiang et al. (2024); Chen et al. (2024); Wang et al. (2024); Yu
et al. (2025); Tan et al. (2025); Sun et al. (2025); Zhang et al. (2025); Zhou et al. (2025).

2.2.2 Sparsity for Zeroth-order Optimization

The hypothesis proposed by Frankle & Carbin, known as the lottery ticket hypothesis, showed that
within a densely connected neural network that is randomly initialized, there exists a subnetwork
of sparse yet high-quality connections. Based on the hypothesis, model pruning aims to identify
and preserve the crucial ’winning tickets’ - sparse subnetworks within the larger neural network
that can achieve comparable or even superior performance, such as Wanda (Sun et al., 2023) and
SparseGPT (Frantar & Alistarh, 2023). In addition, Dynamic Sparse Training (DST) has been
proposed to reduce the training and inference cost in first-order optimization (Liu et al., 2021a;
Evci et al., 2020). Recently, several related works have tried to apply the sparsity to zeroth-order
optimization (Balasubramanian & Ghadimi, 2018; Cai et al., 2021, 2022; Chen et al., 2023; Gu et al.,
2021; Ohta et al., 2020; Wang et al., 2018). For example, DeepZero (Chen et al., 2023) proposes a
novel ZO training protocol with model pruning guided sparsity.
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Figure 2: (a) Test Accuracy with Different Learning Rates on RTE Task. We find MeZO is very
sensitive to the selection of learning rate. Even a small increase from 1× 10−6 to 2× 10−6 causes
divergence and instability. (b) Probability of Loss Increase on Different Batch. We find the estimated
ZO gradient can successfully reduce the loss on the same batch but may be difficult to decrease the
loss on the new held-out batch. (c) Continuing training from the drop point with small and large
weights. We find that optimizing only small weights can recover and further improve test accuracy.

3 Proposed Method

3.1 Empirical Observation on MeZO

For large language models, zeroth-order optimization algorithms like MeZO are often necessary when
exact gradients are unavailable or prohibitively expensive to compute. However, compared with exact
gradients, these methods inherently introduce noise in the gradient estimates used for optimization.
Specifically, the zeroth-order gradient gz(θ) is approximated as gz(θ) =

L(θ+ϵz)−L(θ−ϵz)
2ϵ z, where

L is the loss function. As shown in Figure 2(a), MeZO exhibits extreme sensitivity to the choice of
learning rate. Even a small increase from 1× 10−6 to 2× 10−6 causes divergence and instability,
while this larger learning rate is totally fine when fintuning with first-order methods. This suggests
that the gradient noise introduced by the zeroth-order approximation, defined as δ = g(θ)− gz(θ)
where g(θ) is the exact gradient, significantly hinders the optimization process when large step sizes
are used. This motivates us to analyze the effects of this gradient noise δ and understand how it
impacts optimization performance.

To quantify how the gradient noise δ hurts the optimization process, we evaluate its effect on the
generalization performance of the estimated gradients. Specifically, we measure whether the zeroth-
order gradient estimate computed on one batch can effectively reduce the loss on other held-out
batches. For a batch Bt = {B1t ,B2t } with 32 data points, we use 16 samples to estimate the zeroth-
order gradient gz(θ;B1t ) on batch B1t , and evaluate it on the remaining 16 held-out samples B2t . The
results are shown in Figure 2. Interestingly, we find a stark contrast in performance - while the
estimated gradient gz(θ;B1t ) can reliably reduce the loss on the same batch B1t it was computed on
(90% success rate), it only manages to decrease the loss on the new held-out batch B2t around 50% of
the time. This suggests that the zeroth-order gradient estimates suffer from overfitting or noise that
makes them less generalizable to unseen data samples. The gradient noise δ, while allowing descent
on the current batch, appears to introduce errors that prevent reliable descent directions for unseen
batches. Therefore, the noise δ can be seen as hurting the optimization process by degrading the
generalization performance of the parameter updates.

Next, we aim to understand if this effect is uniform across all model parameters or if certain
parameter groups are more vulnerable to noise corruption. We notice the nature of vanilla MeZO,
where L(θ+ϵz)−L(θ−ϵz)

2ϵ is used to estimate the gradient, and all parameters share the same value of
L(θ+ϵz)−L(θ−ϵz)

2ϵ . This means not all parameters are optimized in the true gradient direction, which
could be a limitation. To analyze this, we divide the parameters into different groups based on their
magnitude - the top 20% largest weights are considered "large", while the bottom 20% are "small".
Interestingly, our experiments reveal that the gradient noise δ hurts optimization more when added to
large weights compared to small weights. As shown in Figure 2(c), when continuing training from
the point where test accuracy drops (due to noise), we find that optimizing only the small weights can
recover and further improve test accuracy. Therefore, the experimental illustrate that noise δ does
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not impact all parameters equally - it disproportionately disrupts the optimization of larger weights.
Selectively optimizing smaller, noise-resilient weights may be a promising direction to mitigate the
effects of gradient noise in zeroth-order optimization. In the next section, we will introduce the
proposed Spare-MeZO algorithm, which can only select small weights to perturb and update weights.

3.2 Sparse-MeZO

Consider a labelled dataset D = {(xi,yi)}i∈[|D|] and let L(θ;B) denotes the loss on a mini-
batch B. We can define a sparse mask m ∈ {0, 1}d to selectively sample the random noise
z ∈ Rd with z ∼ N (0, Id) on the sub-net of pre-trained model. A sparsified version of random
perturbation can be defined as ẑ ∈ Rd:

ẑ = m⊙ z. (1)

Based on this sparse perturbation ẑ, we can redefine MeZO algorithm on Section 2.2.1 as Sparse-
MeZO. The main difference is from the estimated gradient gẑ(θ), which can be defined as :

gẑ(θ) =
L(θ + ϵẑ;B)− L(θ − ϵẑ;B)

2ϵ
ẑ

=
L(θ + ϵm⊙ z;B)− L(θ − ϵm⊙ z;B)

2ϵ
ẑ,

(2)

where ϵ represents the perturbation scale. Based on the observations from our motivation, we
can create a sparse mask, m, determined by parameter magnitudes. Specifically, we only update
parameters of smaller magnitude. These targeted parameters are defined as θ̂ = m⊙θ. It’s important
to note that we still preserve the complete set of parameters, but we apply sparse perturbations and
gradient estimations only to the selected ones. This approach allows us to integrate the sparse mask
into the standard MeZO method as a straightforward, adaptable tool. Then, we will introduce when
and how to calculate the mask.

• Constant Mask: Setting the Mask Before Training. We compare the parameter values to a
threshold for each layer to set the mask before training begins. However, a significant downside
of this approach is the extra memory required to store a sparse mask, which is as large as the
pre-trained model itself. Our goal is for our method to enhance performance without using more
GPU memory or causing extra overhead.
• Dynamic Mask: Determining Mask at Each Iteration. We can establish a threshold for each

layer before training and then generate the mask by comparing parameter values to this threshold
during each iteration. This method avoids the necessity of storing a large mask, m.

In this paper, we’ll employ a dynamic mask to choose which parameters to perturb and update,
addressing the issue of memory constraints. In addition, we determine thresholds using a principled
sparsity-based approach. Specifically, we use a percentile-based method where the threshold is set
based on a target sparsity level.

The pseudo-code is provided in Algorithm 1. This algorithm outlines that we first establish the
threshold hi for each layer before beginning training. We then use GetMask (Algorithm 3) to
compare each parameter against its threshold hi and create the mask m. Following this, we introduce
the function PerturbParameters (Algorithm 2) to generate a Gaussian noise sample z ∼ N (0, Id)
and apply the mask m to produce a sparse perturbation ẑ = m⊙ z. With ẑ, we perturb the current
parameters θt to get new parameters θt + ϵẑ and θt − ϵẑ. This allows us to compute two distinct
loss values: l+ = L(θt + ϵẑ) and l− = L(θt − ϵẑ). From these losses, we calculate the estimated
sparse gradient gm(θt) = proj_grad ∗ ẑ, where proj_grad = l+−l−

2ϵ . Finally, this gradient can be
used with a learning rate ηt to update θt.

3.3 Memory-Efficient Implementation of Sparse-MeZO

In this paper, our primary aim is to introduce an efficient method for fine-tuning language models
using zeroth-order optimization, enhancing performance on downstream tasks. As outlined in
Algorithm 1, our approach involves perturbing the parameters θt twice to generate two distinct sets
of parameters, θ′

t = θt + ϵz and θ′′
t = θt − ϵz. We then use the estimated gradient to update the
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Algorithm 1 Sparse-MeZO (S-MeZO)
Require: θ represents pre-trained LLM weight, N is the number of layers in model, learning rate
ηt, s represents sparsification interval.
Initialize random seed s
Determine threshold h = h1, . . . , hN , of each layer with the sparsification interval
for t← 1 to T do

Sample Minibatch B from X and random seed s.
m← GetMask(θt,h)
θt ← PerturbParameters(θt, ϵ, s,m)
l+ = L(θt;B)
θt ← PerturbParameters(θt,−2ϵ, s,m)
l− = L(θt;B)
θt ← PerturbParameters(θ, ϵ, s,m)
proj_grad← (l+ − l−)/(2ϵ)
Reset random seed s
for θi ∈ θ do

zi ∼ N (0, 1)
θi ← θi − ηt ∗ proj_grad ∗mi ∗ z

end for
end for

original parameters θt. This step typically requires storing two separate sets of parameters, leading
to increased memory usage during fine-tuning.

Recently proposed MeZO, conserves memory by saving random seeds s and using it to resample z
for calculating θ′

t, θ
′′
t , and reconstructing θt without needing extra memory. However, applying a

sparse mask m for calculating sparse perturbation ẑ in MeZO poses a memory issue. We cannot
simply reconstruct ẑ by saving the random seed because the sparse mask, determined by parameter
magnitudes, changes when parameters are altered by the perturbation. To address this, we propose
potential solutions for the memory issue.

1-bit Quantization: We can apply 1-bit quantization to store the mask m, as it consists solely of 0s
and 1s. However, this method still increases memory usage, which isn’t our goal. As a solution, we
introduce a novel, memory-saving approach for zeroth-order optimization that calculates the mask m
on the fly during the forward pass.

Calculating the Mask During the Forward Pass: By computing the mask and perturb parameters
in the forward pass, we eliminate the need to store perturbed parameters θ′

t and θ′′
t . This means

we only have to keep the original parameters θt throughout training. For vanilla implementation,
we first need to calculate the perturbed parameters with mask m: θ′

t = θt + ϵm ⊙ z. After that,
we can use perturbed parameters θ′

t to calculate the loss value l+ with the forward process. For
example, the output of layer i can be defined as y(i) = θ

′(i)
t x(i) + b(i). Noted that we need to

save the vanilla parameters θt and mask m for vanilla implementation. However, for our proposed
efficient implementation, we only need to save vanilla parameters θt. More specially, we can
calculate the mask m(i) of layer i during the forward process and then obtain the output of this layer:
y(i) = (θ

(i)
t + ϵm(θt)z

(i))x(i) + b(i), where m(·) represents GetMask to calculate mask m(i).
Then, we can release the memory of mask m(i) and calculate the output and mask of the next layer.

4 Experiments

Following a similar setting to MeZO, we evaluate the performance of our proposed method on
SuperGLUE Wang et al. (2019).

4.1 Experimental Setting

Datasets. To verify the performance gain of our proposed method, we conduct experiments on various
fine-tuning tasks include SST-2 (Socher et al., 2013), RTE (Bentivogli et al., 2009; Dagan et al., 2005;
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Figure 3: Convergence Curves of Fine-Tuning LLaMA-7b with MeZO and Sparse-MeZO (S-MeZO)
on (a) RTE, (b) BoolQ, (c) WIC tasks.

Giampiccolo et al., 2007), BoolQ (Clark et al., 2019), WIC (Pilehvar & Camacho-Collados, 2018),
MultiRC (Khashabi et al., 2018)) and multi-class task COPA (Roemmele et al., 2011).

Models. We primarily use pre-trained LLaMA-7b Touvron et al. (2023) to evaluate the performance
of our proposed method on downstream tasks. To further demonstrate our method’s versatility, we
also test it with Mistral-7B-v0.1 Jiang et al. (2023) and OPT-13b Zhang et al. (2022). We provide
more details about the results in the Appendix E. Additionally, to examine our method’s scalability,
we evaluate it on larger models, such as LLaMA-30b.

Baselines. First, we compare our method to the vanilla MeZO to demonstrate how sparsification
enhances MeZO’s convergence speed and overall performance. Additionally, to show that our
proposed S-MeZO effectively identifies and modifies crucial parameters, we contrast it with R-
MeZO (a version of MeZO applying a random mask to select parameters for optimization). In
addition, we also explore the impact of zero-shot optimization on improving a pre-trained language
model’s capabilities through experiments with zeroth-shot learning and in-context learning techniques
(Brown et al., 2020). Lastly, to understand the performance gap between zeroth-order and first-order
optimization in fine-tuning large language models, we present results from conventional full-parameter
fine-tuning (FT) using the Adam optimizer, the most widely used method for such tasks. In addition,
we also compare MeZO and its variants against LoRA, the most widely adopted PEFT method.

Training Procedure. We adopt most of the training hyperparameters from the standard MeZO,
including dataset configuration, batch size, training epochs, epsilon value, and task prompts, with
the key difference being a higher learning rate for S-MeZO due to updating only a subset of the
parameters (Zhou et al., 2023). We perform the experiments using three different seeds and report the
average of the outcomes.

4.2 Performance on SuperGLUE

To evaluate the performance of our proposed method S-MeZO, we initially tested it on the SuperGLUE
benchmark using the LLaMA-7b model. The fine-tuning results, presented in Table 12, reveal that
our S-MeZO method outperforms other zero-order (ZO) techniques like MeZO and R-MeZO. For
instance, S-MeZO boosts MeZO’s accuracy from 71.7% to 80.7% on RTE (↑ 9%) and from 75.9% to
80.9% on BoolQ (↑ 5%). Furthermore, all zeroth-order-based methods surpassed the performance of
Zero-shot learning and in-context learning, demonstrating that zeroth-order optimization significantly
enhances the pre-trained model’s effectiveness on downstream tasks. Finally, we can find S-MeZO
significantly bridges the performance gap between zero-order and first-order optimization methods.

To further verify the generality of our proposed S-MeZO, we also evaluate it on Mistral-7B-v0.1. The
performance is shown in Table 11. We can find that S-MeZO can consistently improve the perfor-
mance of vanilla MeZO and narrow down the performance gap between zeroth-order optimization
and first-order optimization. For example, S-MeZO can improve the accuracy of vanilla MeZO from
81.6 to 85.3 on BoolQ and then achieve a comparable performance with full fine-tuning.

We conducted additional evaluations of S-MeZO on LLaMA2-7b and compared it against an expanded
set of baseline methods. These include methods proposed by Zhang et al. (Zhang et al., 2024) such as
ZO-SGD-Cons, ZO-SGD-Sign, and ZO-SGD-Adam, as well as other significant baselines including
ZO-AdaMU (Jiang et al., 2024) and AdaZeta (Yang et al., 2024). The results are shown in the Table
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Method BoolQ RTE WIC MultiRC SST-2 COPA Average

Zero-Shot 65.1 49.5 50.6 55.8 79.7 59.7 60.1

ICL 67.4 54.5 52.7 58.7 81.2 84.4 66.5

LoRA 84.5 82.3 67.6 78.3 95.0 86.0 82.3
FT 84.5 83.6 68.4 80.2 95.7 85.0 82.9

MeZO 75.9 71.7 61.4 69.8 94.6 86.3 76.6

MeZO-LoRA 77.9 74.9 60.8 72.6 95.0 84.3 77.6

R-MeZO 76.9 75.2 62.1 68.1 94.6 84.3 76.9

S-MeZO 80.9 (↑ 5.0) 80.7 (↑ 9.0) 64.9 (↑ 3.5) 73.3 (↑ 3.5) 95.0 (↑ 0.4) 86.7 (↑ 0.4) 80.3 (↑ 3.7)

Table 1: Accuracy of Fine-Tuning LLaMA-7b on SuperGLUE (1,000 examples). ICL: In-Context
Learning, FT: full-parameter fine-tuning with Adam, R-MeZO: MeZO with Random Mask.

2. We find that S-MeZO consistently outperforms other zeroth-order methods, improving MeZO’s
accuracy from 78.8% to 82.2% on BoolQ (↑ 3.4%) and from 70.2% to 77.6% on RTE (↑ 7.4%).
While LoRA achieves the highest average accuracy of 83.0%, S-MeZO significantly narrows this gap
with an average of 80.0%, surpassing both MeZO (76.3%) and R-MeZO (76.6%).

Model Method BoolQ RTE WIC SST-2 Average

LLaMA2-7b LoRA 84.0 83.2 68.8 96.0 83.0

LLaMA2-7b MeZO 78.8 70.2 62.2 94.0 76.3
LLaMA2-7b MeZO-LoRA 80.3 76.5 63.0 94.0 78.5
LLaMA2-7b ZO-SGD-Cons 77.1 68.6 63.0 94.0 75.7
LLaMA2-7b ZO-SGD-Sign 68.2 61.0 55.6 82.8 66.9
LLaMA2-7b ZO-SGD-Adam 78.9 73.6 62.1 93.8 77.1
LLaMA2-7b ZO-AdaMU 78.2 76.5 63.0 93.6 77.8
LLaMA2-7b AdaZeta 79.8 75.8 62.0 94.0 77.9
LLaMA2-7b R-MeZO 76.7 74.0 61.4 94.2 76.6
LLaMA2-7b S-MeZO 82.2 (↑ 3.4) 77.6 (↑ 7.4) 65.3 (↑ 3.1) 94.8 (↑ 0.8) 80.0 (↑ 3.7)

Table 2: Accuracy of Fine-Tuning LLaMA2-7b on SuperGLUE (1,000 examples).

4.3 Performance on Commonsense Reasoning and Mathematics Tasks

Method BoolQ PIQA SIQA AQuA

MeZO 76.6 84.3 68.5 24.0
S-MeZO 79.2 85.3 70.2 26.6

Table 3: Accuracy of Fine-Tuning Mistral-7B on
Challenging Tasks.

To further verify the performance of Sparse
MeZO on more challenging tasks, we have con-
ducted additional experiments on commonsense
reasoning tasks (PIQA, SIQA, BoolQ) and a
mathematics task (AQuA (Ling et al., 2017)),
consistent with the evaluation protocols used in
SensZOQ (Guo et al.).

The results, presented in the Table 3, demon-
strate that Sparse MeZO (S-MeZO) consistently
outperforms MeZO across all these more complex tasks. In particular, we observe substantial im-
provements on the AQuA mathematics task (+2.6%) and the SIQA commonsense reasoning task
(+1.7%), further validating the effectiveness of our approach across diverse tasks.

4.4 Convergence Rate

To verify that S-MeZO converges faster than MeZO, we carried out multiple experiments for compar-
ison. The accuracy over steps is plotted in Figure 3, which shows that S-MeZO can use fewer steps
to achieve a better performance than vanilla MeZO. For example, S-MeZO only needs about 5,000
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steps to achieve 70% accuracy but vanilla MeZO needs 17,500 steps. Finally, S-MeZO can achieve
about 3.5x speedup on RTE and 3x speedup on BoolQ.

4.5 Memory Usage

Table 4 shows the memory consumption for MeZO, S-MeZO, and traditional full-parameter fine-
tuning of LLaMA-7b. The data reveal that S-MeZO does not require more memory than MeZO and
offers a substantial saving of roughly 12 times less GPU memory compared to full-parameter fine-
tuning. For instance, S-MeZO with Efficient Implementation (S-MeZO-EI) cuts down the memory
needed from 158.6 GB for full tuning to just 14.6 GB on MultiRC task. In addition, S-MeZO with
efficient implementation can reduce the memory cost from 28.3 GB of vanilla S-MeZO to 14.6 GB
across all five tasks, which also illustrates the efficiency of our proposed implementation method:
Calculating the Mask During the Forward Pass. As a result, we can use only inference memory cost
to fine-tune large language models.

Method SST-2 RTE BoolQ WIC MultiRC COPA Average

FT 114.7 123.7 128.7 115.3 158.6 119.1 128.2

LoRA 15.7 19.5 25.5 16.1 34.2 23.1 22.4

MeZO 14.6 14.6 14.6 14.6 14.6 14.6 14.6
S-MeZO 28.3 28.3 28.3 28.3 28.3 28.3 28.3

S-MeZO-EI 14.6 14.6 14.6 14.6 14.6 14.6 14.6

Table 4: Memory Usage (batch size = 1) of Fine-Tuning LLaMA-7b on SuperGLUE (1,000 examples).
EI represents the Efficient Implementation in section 3.3.

4.6 Sparse Rate

For S-MeZO, we need to define the sparsity of the pre-trained model before starting to fine-tune it.
To analyze the effects of sparsity value on the performance, we conduct experiments with various
sparsity values (from 0.0 to 0.8). Table 10 summarizes these experimental results with different
sparsity values. We can find that a significant performance gain can be obtained when we use the
sparsity value from 0.5 to 0.8. In addition, for most tasks, a sparsity value of 0.8 usually means a
better performance. For example, S-MeZO can improve the accuracy from 71.7% to 82.3% (when
r = 0.8). It can also obtain a performance gain of 6.6% for BoolQ (from 75.9% to 82.5%).

4.7 Scalability

Model Method BoolQ RTE WIC

LLaMA-7b MeZO 75.9 71.7 61.4
LLaMA-7b S-MeZO 80.9 80.7 64.9

LLaMA-30b MeZO 83.8 76.9 63.3
LLaMA-30b S-MeZO 85.7 82.1 67.3

Table 5: Accuracy of Fine-Tuning LLaMA-7b and
LLaMA-30b on SuperGLUE.

In Table 12, we mainly introduce the perfor-
mance of our methods on LLaMA-7b. A direct
question is whether our proposed method can
scale to larger language models. Therefore, in
this section, we further explore our proposed
method S-MeZO on LLaMA-30b. As shown in
Table 5, we can see that the a larger model usu-
ally can obtain a better fine-tuned performance.
For example, the accuracy on RTE with MeZO
can be improved from 71.1% on LLaMA-7b to
76.9% on LLaMA-30b. Our method S-MeZO
can further improve the performance on RTE to
82.1% on LLaMA-30b. In addition, S-MeZO can further improve the accuracy on BoolQ to 85.7%
on LLaMA-30b.
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5 Conclusion

In this paper, we propose a novel memory-efficient zeroth-order fine-tuning method Sparse-MeZO,
which can use a similar memory cost to the inference process. We evaluate the performance of
fine-tuning LLaMA and OPT with Sparse-MeZO on SuperGLUE benchmark and the experimental
results illustrate that Sparse-MeZO can achieve a higher accuracy and faster convergence. Finally, we
can fine-tune LLaMA-30b on a single A100 GPU.

Limitation: There is still a performance gap between our proposed method Sparse-MeZO and
first-order fine-tuning methods. We plan to address these limitations and enhance Sparse-MeZO’s
capabilities in our future research and conduct more experiments on state-of-the-art pre-trained
language models.
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NeurIPS Paper Checklist

The checklist is designed to encourage best practices for responsible machine learning research,
addressing issues of reproducibility, transparency, research ethics, and societal impact. Do not remove
the checklist: The papers not including the checklist will be desk rejected. The checklist should
follow the references and follow the (optional) supplemental material. The checklist does NOT count
towards the page limit.

Please read the checklist guidelines carefully for information on how to answer these questions. For
each question in the checklist:

• You should answer [Yes] , [No] , or [NA] .
• [NA] means either that the question is Not Applicable for that particular paper or the

relevant information is Not Available.
• Please provide a short (1–2 sentence) justification right after your answer (even for NA).

The checklist answers are an integral part of your paper submission. They are visible to the
reviewers, area chairs, senior area chairs, and ethics reviewers. You will be asked to also include it
(after eventual revisions) with the final version of your paper, and its final version will be published
with the paper.

The reviewers of your paper will be asked to use the checklist as one of the factors in their evaluation.
While "[Yes] " is generally preferable to "[No] ", it is perfectly acceptable to answer "[No] " provided a
proper justification is given (e.g., "error bars are not reported because it would be too computationally
expensive" or "we were unable to find the license for the dataset we used"). In general, answering
"[No] " or "[NA] " is not grounds for rejection. While the questions are phrased in a binary way, we
acknowledge that the true answer is often more nuanced, so please just use your best judgment and
write a justification to elaborate. All supporting evidence can appear either in the main paper or the
supplemental material, provided in appendix. If you answer [Yes] to a question, in the justification
please point to the section(s) where related material for the question can be found.

IMPORTANT, please:

• Delete this instruction block, but keep the section heading “NeurIPS Paper Checklist",
• Keep the checklist subsection headings, questions/answers and guidelines below.
• Do not modify the questions and only use the provided macros for your answers.

1. Claims
Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?
Answer: [Yes]
Justification: The claims accurately reflect the paper’s contributions and scope.
Guidelines:

• The answer NA means that the abstract and introduction do not include the claims
made in the paper.

• The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

• The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

• It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]
Justification: We have discussed the limitations in the last section.
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Guidelines:

• The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

• The authors are encouraged to create a separate "Limitations" section in their paper.
• The paper should point out any strong assumptions and how robust the results are to

violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

• The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

• The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

• The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

• If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

• While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory assumptions and proofs
Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?

Answer: [Yes]

Justification: All assumptions and proof are included in the paper.

Guidelines:

• The answer NA means that the paper does not include theoretical results.
• All the theorems, formulas, and proofs in the paper should be numbered and cross-

referenced.
• All assumptions should be clearly stated or referenced in the statement of any theorems.
• The proofs can either appear in the main paper or the supplemental material, but if

they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

• Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

• Theorems and Lemmas that the proof relies upon should be properly referenced.

4. Experimental result reproducibility
Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: We have provided hyperparameters and training details in the Appendix.

Guidelines:

• The answer NA means that the paper does not include experiments.
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• If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

• If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

• Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

• While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example
(a) If the contribution is primarily a new algorithm, the paper should make it clear how

to reproduce that algorithm.
(b) If the contribution is primarily a new model architecture, the paper should describe

the architecture clearly and fully.
(c) If the contribution is a new model (e.g., a large language model), then there should

either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code
Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer: [Yes]

Justification: We will release the code when the paper is accepted.

Guidelines:

• The answer NA means that paper does not include experiments requiring code.
• Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

• While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

• The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

• The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

• The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

• At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).
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• Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLs to data and code is permitted.

6. Experimental setting/details
Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]

Justification: We specify all the training and test details. For example, the choice of
hyperparameters is proved in the Appendix.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The experimental setting should be presented in the core of the paper to a level of detail

that is necessary to appreciate the results and make sense of them.
• The full details can be provided either with the code, in appendix, or as supplemental

material.

7. Experiment statistical significance
Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [NA]

Justification: We provide the error bars in the main figures and tables. For example, Table
10 provides the error bars of our main results.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The authors should answer "Yes" if the results are accompanied by error bars, confi-

dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

• The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

• The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

• The assumptions made should be given (e.g., Normally distributed errors).
• It should be clear whether the error bar is the standard deviation or the standard error

of the mean.
• It is OK to report 1-sigma error bars, but one should state it. The authors should

preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

• For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

• If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

8. Experiments compute resources
Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]

Justification: We have introduced the computer resources in the experimental setting.

Guidelines:

• The answer NA means that the paper does not include experiments.
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• The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

• The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

• The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

9. Code of ethics
Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]

Justification: We make sure to observe the NeurIPS Code of Ethics.

Guidelines:

• The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.
• If the authors answer No, they should explain the special circumstances that require a

deviation from the Code of Ethics.
• The authors should make sure to preserve anonymity (e.g., if there is a special consid-

eration due to laws or regulations in their jurisdiction).

10. Broader impacts
Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [Yes]

Justification: This paper can take positive societal impacts on saving computing cost.
Moreover, it will not take any direct negative societal impacts in the present form.

Guidelines:

• The answer NA means that there is no societal impact of the work performed.
• If the authors answer NA or No, they should explain why their work has no societal

impact or why the paper does not address societal impact.
• Examples of negative societal impacts include potential malicious or unintended uses

(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

• The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

• The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

• If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards
Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]
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Justification: The paper poses no such risks.

Guidelines:

• The answer NA means that the paper poses no such risks.
• Released models that have a high risk for misuse or dual-use should be released with

necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

• Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

• We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets
Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]

Justification: Our code is based on the open-sourced repositories, and we cite these works in
our paper.

Guidelines:

• The answer NA means that the paper does not use existing assets.
• The authors should cite the original paper that produced the code package or dataset.
• The authors should state which version of the asset is used and, if possible, include a

URL.
• The name of the license (e.g., CC-BY 4.0) should be included for each asset.
• For scraped data from a particular source (e.g., website), the copyright and terms of

service of that source should be provided.
• If assets are released, the license, copyright information, and terms of use in the

package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

• For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

• If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

13. New assets
Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [NA]

Justification: We have provided the training details to assist readers in running the experi-
ment.

Guidelines:

• The answer NA means that the paper does not release new assets.
• Researchers should communicate the details of the dataset/code/model as part of their

submissions via structured templates. This includes details about training, license,
limitations, etc.

• The paper should discuss whether and how consent was obtained from people whose
asset is used.

• At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

14. Crowdsourcing and research with human subjects
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Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?
Answer: [NA]
Justification: The paper does not involve crowdsourcing nor research with human subjects.
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

• According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

15. Institutional review board (IRB) approvals or equivalent for research with human
subjects
Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?
Answer: [NA]
Justification: The paper does not involve crowdsourcing nor research with human subjects.
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

• We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

• For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.

16. Declaration of LLM usage
Question: Does the paper describe the usage of LLMs if it is an important, original, or
non-standard component of the core methods in this research? Note that if the LLM is used
only for writing, editing, or formatting purposes and does not impact the core methodology,
scientific rigorousness, or originality of the research, declaration is not required.
Answer: [NA]
Justification: The proposed method is developed by ourselves.
Guidelines:

• The answer NA means that the core method development in this research does not
involve LLMs as any important, original, or non-standard components.

• Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM)
for what should or should not be described.
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A The Prompts in LLaMA and OPT

Dataset Type Prompt

SST-2 cls. {premise}
Does this mean that “{hypothesis}” is true? Yes or No?
Yes/No

RTE cls. Suppose “{premise}” Can we infer that “{hypothesis}”? Yes, No, or Maybe?
Yes/No/Maybe

BoolQ cls. {passage} {question} ?
Yes/No

WIC cls. Does the word “{word}” have the same meaning in these two sentences? Yes, No?
{sent1}
{sent2}
Yes/No

MultiRC cls. {paragraph}
Question: {question}
I found this answer “{answer}”. Is that correct? Yes or No?
Yes/No

COPA mch. {premise} so/because {candidate}

Table 6: The prompts of the datasets we used in our LLaMA experiments.

B Experimental Setting

B.1 Hyperparameters

We will introduce the hyperparameters searching grids in Table 7 and 8, which can help people
reproduce our results.

Experiment Hyperparameters Values

MeZO Batch size 16
Learning rate {5e−7, 1e−6, 2e−6}

ϵ 1e−3

MeZO-Random Batch size 16
Learning rate {1e−6, 2e−6, 3e−6, 4e−6, 5e−6}

ϵ 1e−3

S-MeZO Batch size 16
Learning rate {1e−6, 2e−6, 3e−6, 4e−6, 5e−6}

ϵ 1e−3

FT with Adam Batch size 8
Learning Rates {1e−5, 5e−5, 8e−5}

Table 7: The hyperparameter searching grids for LLaMA-7b experiments.
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Experiment Hyperparameters Values

MeZO Batch size 16

Learning rate {1e−8, 2e−8, 3e−8, 5e−8, 1e−7, 5e−7, 1e−6, 2e−6}
ϵ 1e−3

MeZO-Random Batch size 16

Learning rate {1e−6, 2e−6, 3e−6, 4e−6, 5e−6}
ϵ 1e−3

S-MeZO Batch size 16

Learning rate {1e−6, 2e−6, 3e−6, 4e−6, 5e−6}
ϵ 1e−3

FT with Adam Batch size 8

Learning Rates {1e−5, 5e−5, 8e−5}

Table 8: The hyperparameter searching grids for Mistral-7b experiments.

B.2 The Setting of Threshold

We determine thresholds using a principled sparsity-based approach. Specifically, we use a percentile-
based method where the threshold is set based on a target sparsity level. For example, with 80%
sparsity, we sort the weight values of each layer and set the threshold at the 80th percentile. Impor-
tantly, this threshold is determined once before training begins and remains fixed throughout the
optimization process. We then introduce the sparsity of each task in SuperGLUE when we fine-tune
LLaMA-7b. The setting is shown in the Table 9.

Method SST-2 RTE BoolQ WIC MultiRC

LLaMA + Sparse MeZO 0.70 0.75 0.80 0.80 0.80

Mistral + Sparse MeZO 0.70 0.60 0.60 0.70 0.60

Table 9: Sparsity in SuperGLUE when we fine-tune LLaMA-7b and Mistral.

B.3 Sparse Rate

In this section, we provide the sensitivity analysis of sparsity. Table 10 summarizes the experimental
results with different sparsity values. We observe that significant performance gains are achieved
when using sparsity values from 0.5 to 0.8. Moreover, for most tasks, a sparsity value of 0.8 typically
yields the best performance. For example, on RTE, S-MeZO improves accuracy from 71.7% to
82.3% when r = 0.8. Similarly, it achieves a performance gain of 6.6% on BoolQ (from 75.9% to
82.5%).

Sparsity 0.5 0.6 0.7 0.8

RTE 77.1 ↑ 5.4 79.0 ↑ 7.3 79.5 ↑ 7.8 82.3 ↑ 10.6

BoolQ 79.1 ↑ 3.2 80.3 ↑ 4.4 81.1 ↑ 5.2 82.5 ↑ 6.6

WIC 63.8 ↑ 2.4 63.6 ↑ 2.2 63.4 ↑ 2.0 64.3 ↑ 2.9

Table 10: The effects of Sparsity for Fine-tuning LLaMA-7b with S-MeZO. The performance of
vanilla MeZO is 71.7 on RTE, 75.9 on BoolQ and 61.4 on WIC.
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C The Performance of Fine-Tuning Mistral-7b on SuperGLUE

In this section, we provide the experimental results of MeZO and Sparse MeZO on Mistral-7b. From
the results in Table 11, we observe that S-MeZO can achieve consistent improvement on various
sub-tasks.

Model Method BoolQ RTE WIC MultiRC SST-2 COPA Average

Mistral-7b Zero-Shot 69.3 55.2 50.0 57.1 55.5 84.0 61.9
Mistral-7b ICL 76.7 78.0 61.4 71.3 94.6 90.0 78.7
Mistral-7b LoRA 84.8 87.4 68.2 83.9 95.6 91.0 85.2
Mistral-7b FT 86.7 87.1 71.2 86.1 95.6 91.2 86.3

Mistral-7b MeZO 81.6 80.9 63.2 82.7 93.8 86.7 81.5
Mistral-7b MeZO - LoRA 83.5 80.1 60.7 82.6 93.8 86.9 81.3
Mistral-7b R-MeZO 84.0 78.7 63.2 83.1 92.4 84.1 80.9
Mistral-7b S-MeZO 85.3 84.5 64.3 84.9 94.2 86.1 83.2

Table 11: Accuracy of Fine-Tuning Mistral-7b on SuperGLUE (1,000 examples). ICL: In-Context
Learning, FT: full-parameter fine-tuning with Adam, R-MeZO: MeZO with Random Mask.

To further illustrate the performance gain of our proposed Sparse MeZO, we provide error bars for
the results on LLaMA2-7b.

Model Method BoolQ RTE WIC MultiRC SST-2 COPA Average

LLaMA-7b Zero-Shot 65.1 49.5 50.6 55.8 79.7 59.7 60.1

LLaMA-7b ICL 67.4 54.5 52.7 58.7 81.2 84.4 66.5

LLaMA-7b FT 84.5 ± 0.0 83.6 ± 0.9 68.4 ± 1.3 80.2 ± 1.4 95.7 ± 0.3 85.0 ± 0.8 82.9 ± 0.8

LLaMA-7b MeZO 75.9 ± 1.1 71.7 ± 1.5 61.4 ± 1.8 69.8 ± 0.7 94.6 ± 0.3 86.3 ± 0.9 76.6 ± 1.1

LLaMA-7b R-MeZO 76.9 ± 0.7 75.2 ± 1.7 62.1 ± 0.4 68.1 ± 2.0 94.6 ± 0.2 84.3 ± 1.7 76.9 ± 1.1

LLaMA-7b S-MeZO 80.9 ± 1.6 80.7 ± 1.4 64.9 ± 1.5 73.3 ± 1.2 95.0 ± 0.3 86.7 ± 0.7 80.3 ± 1.2

Table 12: Accuracy of Fine-Tuning LLaMA-7b on SuperGLUE (1,000 examples). ICL: In-Context
Learning, FT: full-parameter fine-tuning with Adam, R-MeZO: MeZO with Random Mask.

D Comparison between MeZO and SGD

In this section, we provide the Probability of Loss Increase with MeZO on Different Batch in Figure
4(a) and Probability of Loss Increase with SGD on Different Batch in Figure 4(b). We calculate the
probability of loss increase for each epoch.
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Figure 4: (a) Probability of Loss Increase with MeZO on Different Batch. (b) Probability of Loss
Increase with SGD on Different Batch. We calculate the probability of loss increment for each epoch.

E The experimental Results on OPT

We also provide the experimental results on OPT. As shown in the Table 13, Sparse MeZO can
consistently improve the performance of vanilla MeZO on the three tasks of SuperGLUE.

Model Method BoolQ RTE WIC

OPT-13b Zero Shot 59.0 59.6 55.0

OPT-13b ICL 66.9 62.1 50.5

OPT-13b MeZO 72.1 75.5 62.2

OPT-13b R-MeZO 72.3 75.2 61.7

OPT-13b S-MeZO 73.8 77.6 63.7

Table 13: Accuracy of Fine-Tuning OPT on SuperGLUE (1,000 examples). ICL: In-Context Learning,
R-MeZO: MeZO with Random Mask.

F Pesudo-Code

In this section, we provide the pseudo-code which is mentioned in Algorithm 1: GetMask (Algorithm
3) to compare each parameter against its threshold hi and create the mask m, PerturbParameters
(Algorithm 2) to generate a Gaussian noise sample z ∼ N (0, Id) and apply the mask m to produce
a sparse perturbation ẑ = m⊙ z.

Algorithm 2 PerturbParameters
Input: θ represents pre-trained LLM weight, perturbation scale ϵ, random seed s, mask m.
Reset random seed s
for θi ∈ θ do
zi ∼ N (0, 1)
θi ← θi +mi ∗ ϵzi

end for

25



Algorithm 3 GetMask
Input: θ represents pre-trained LLM weight, threshold h (hi represents threshold of each layer).
Output: Mask m
for i← Layer 1 to Layer N do

for θi,j ∈ θi do
if θi,j ≤ hi then

θi,j = 1
else
θi,j = 0

end if
end for

end for

G Convergence Analysis of Sparse-MeZO

In this section, we will explain why Sparse-MeZO can accelerate the convergence, which is based
on the theory from (Ohta et al., 2020). We can define a sub-network in pre-trained large language
models, which is determined by the sparse mask m. The main idea of our proof is that if we follow
the updated role in Sparse-MeZO, the gradient norm on the sub-network can be smaller than σ2 after
O( d̂Lσ2 ) steps, where d̂ is the number of parameters in the sub-network. Therefore, ZO can use fewer
steps to converge when we only focus on a sub-network. Some related work has illustrated that only
tuning the sub-network can achieve comparable performance, which will be empirically verified in
our experiments.

Firstly, we assume the loss function L(θ;x) is Lipschitz Continuous:
Assumption 1 (Lipschitz Continuous).

∥∇L(θ;x)−∇L(θ′,x)∥ ≤ L(l)

2
∥θ − θ′∥2, (3)

where ∇L(θ;x) denotes the true first-order gradient of θ on x and L(l) represents the Lipschitz
constant of L(·). Given Lẑ(θ) = Eẑ[L(θ + ϵẑ)] and the above Assumption 1, we can obtain the
relationship between sparse gradient ∇̂θLẑ(θ) and the expectation of estimated sparse ZO gradient
gẑ(θ):

Lemma 1. ZO gradient gẑ(θ) is unbiased estimation of ∇̂θLẑ(θ):

∇̂θLẑ(θ) = m⊙∇θLẑ(θ)

= m⊙∇θEẑ[L(θ + ϵẑ)]

= Eẑ[
L(θ + ϵẑ)− L(θ − ϵẑ)

2ϵ
ẑ]

= Eẑ[gẑ(θ)],

(4)

where gẑ(θ) = L(θ+ϵẑ)−L(θ−ϵẑ)
2ϵ ẑ. We can find that gẑ(θ) is unbiased estimation of ∇̂θLẑ(θ).

Then, based on the equation ∇̂θLẑ(θ) = Eẑ[gz(θ)] in Lemma 1, we can use the distance
∥∇̂θLẑ(θ)−∇θLm(θ)∥ to analyze the the relationship between the true sparse gradient∇θLm(θ) =

m⊙∇θL(θ) and sparse gradient ∇̂θLẑ(θ):
Lemma 2. Let L be Lipschitz Continuous, we have:

∥∇θLm(θ)∥2 ≤ 2∥∇̂θLẑ(θ)∥2 +
ϵ2L2(l)

2
(d̂+ 4)3. (5)

where∇θLm(θ) = m⊙∇θL(θ), d̂ =
∑i=d

i=1 mi is the number of selected parameters in mask m,
L(l) represents the Lipschitz constant. Finally, we can obtain the convergence rate of Sparse-MeZO.

26



Theorem 1. Assuming a sequence of generated parameters {θt}t≥0 in Sparse-MeZO. We can have:

Eẑ,x[∥∇θLm(θT )∥2] ≤ σ2 (6)

for any T = O( d̂Lσ2 )

where L(l) ≤ L for all L(θt). This theorem illustrates that the presence of pronounced sparsity
patterns, along with the smoothness of the objective function, can significantly enhance the rate of
convergence, potentially achieving a linear acceleration.

H The Proof of Lemma 1

Let Lz(θ) be the expectation of L(θ + ϵm⊙ z):

Lẑ(θ) : = Ez[L(θ + ϵm⊙ z)]

= Eẑ[L(θ + ϵẑ)]
(7)

We can obtain the Lemma:

∇̂θLẑ(θ) = m⊙∇θLẑ(θ)

= m⊙ Ez[∇θL(θ + ϵm⊙ z)]

= Ez[
L(θ + ϵm⊙ z)− L(θ − ϵm⊙ z)

2ϵ
m⊙ z]

= Eẑ[
L(θ + ϵẑ)− L(θ − ϵẑ)

2ϵ
ẑ]

(8)

Proof:

∇̂θLẑ(θ) = ∇̂θEẑ[L(θ + ϵẑ)]

= ∇̂θ

∫
ẑ

pdfẑ(z)L(θ + ϵz)dz

= m⊙∇θ

∫
ẑ

pdfẑ(z)L(θ + ϵz)dz

= m⊙
∫
ẑ

∇θpdfẑ(z)L(θ + ϵz)dz

=
1

k
m⊙

∫
ẑ

∇θe
− 1

2∥z∥
2

L(θ + ϵz)dz

=
1

k
m⊙

∫
ŷ

∇θe
− 1

2∥
y−θ
ϵ ∥2

L(y) 1
ϵn

dy

=
1

k
m⊙

∫
ŷ

y − θ

ϵ2
e−

1
2ϵ2

∥y−θ∥2

L(y) 1
ϵn

dy

=
1

k
m⊙

∫
ẑ

z

ϵ
e−

1
2∥z∥

2

L(θ + ϵz)dz

= m⊙
∫
ẑ

pdfẑ(z)L(θ + ϵz)
z

ϵ
dz

= Eẑ[m⊙
L(θ + ϵẑ)

ϵ
ẑ]

= Eẑ[
L(θ + ϵẑ)

ϵ
ẑ]

(9)

where we can define y = θ + ϵz, ŷ = θ + ϵm⊙ z, k =

√
(2π)d̂ and d̂ is the number of 1 in m.

Therefore, we can obtain the gradient∇θLm(θ) is equal to Eẑ[
L(θ+ϵẑ)

ϵ ẑ].
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In addition, we will prove Eẑ[
L(θ+ϵẑ)

ϵ ẑ] is also equal to Eẑ[
L(θ+ϵẑ)−L(θ)

ϵ ẑ]:

Eẑ[
L(θ + ϵẑ)− L(θ)

ϵ
ẑ]

=
1

k

∫
ẑ

L(θ + ϵz)− L(θ)
ϵ

ze−
1
2∥z∥

2

dz

=
1

k

∫
ϵ̂

L(θ + ϵz)

ϵ
ze−

1
2∥z∥

2

dz − L(θ)
ϵk

∫
ẑ

ze−
1
2∥z∥

2

dz

= Eẑ[
L(θ + ϵẑ)

ϵ
ẑ]

(10)

After that, we can get the relationship between Eẑ[
L(θ)−L(θ−ϵẑ)

ϵ ẑ] and Eẑ[
L(θ+ϵẑ)

ϵ ẑ]:

Eẑ[
L(θ)− L(θ − ϵẑ)

ϵ
ẑ] = Eẑ[

L(θ + ϵ(−ẑ))− L(θ)
ϵ

(−ẑ)]

= Eẑ[
L(θ + ϵẑ − L(θ))

ϵ
ẑ]

= Eẑ[
L(θ + ϵẑ)

ϵ
ẑ].

(11)

Based on the Equation 10 and Equation 11, we can obtain:

Eẑ[
L(θ + ϵẑ)− L(θ − ϵẑ)

2ϵ
ẑ]

=
1

2
(Eẑ[
L(θ + ϵẑ)

ϵ
ẑ − L(θ)

ϵ
ẑ +
L(θ)
ϵ

ẑ − L(θ − ϵẑ)

ϵ
ẑ])

=
1

2
(Eẑ[
L(θ + ϵẑ)− L(θ)

ϵ
ẑ] + Eẑ[

L(θ)− L(θ − ϵẑ)

ϵ
ẑ])

=
1

2
(Eẑ[
L(θ + ϵẑ)

ϵ
ẑ] + Eẑ[

L(θ + ϵẑ)

ϵ
ẑ])

= Eẑ[
L(θ + ϵẑ)

ϵ
ẑ]

= ∇̂θLẑ(θ)

(12)

Finally, we can obtain the relationship between Eẑ[
L(θ+ϵẑ)−L(θ−ϵẑ)

2ϵ ẑ] and ∇̂θLẑ(θ) and finish the
proof.

I The Proof of Lemma 2

∥∇θLm(θ)∥2 ≤ 2∥∇̂θLẑ(θ)∥2 +
ϵ2L2(l)

2
(d̂+ 4)3. (13)

Proof:

We can first define the distance between ∇̂θLẑ(θ) = Eẑ[gẑ(θ)] and sparse FO gradient ∇Lm(θ) as:
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∥∇̂θLẑ(θ)−∇θLm(θ)∥

= ∥1
k

∫
z

(
L(θ + ϵz)− L(θ − ϵz)

2ϵ
− ⟨∇θLm(θ), z⟩)ze− 1

2∥z∥
2

dẑ∥

= ∥1
k

∫
z

(
L(θ + ϵz)− L(θ)

ϵ
− ⟨m⊙∇θL(θ), z⟩)ze−

1
2∥z∥

2

dẑ∥

≤ 1

kϵ

∫
z

|L(θ + ϵz)− L(θ)− ϵ⟨∇θL(θ), ϵ⟩|∥m⊙ z∥e− 1
2∥z∥

2

dẑ

≤ ϵL(l)

2k

∫
ϵ

∥z∥2∥m⊙ z∥e− 1
2∥z∥

2

dẑ

=
ϵL(l)

2
Eẑ[∥ẑ∥3]

≤ ϵL(l)

2
(d̂+ 3)

3
2

(14)

where d̂ is the number of selected parameters with mask m. The last inequality holds because
the Equation (25) in (Ohta et al., 2020). In addition, ∥a + b∥2 ≤ 2∥a∥2 + 2∥b∥2, we can define
a = a− b and obtain that ∥a∥2 ≤ 2∥a− b∥2 + 2∥b∥2. Let a = ∇θLm(θ) and b = ∇̂θLẑ(θ), we
can obtain:

∥∇θLm(θ)∥2 ≤ 2∥∇̂θLẑ(θ)−∇θLm(θ)∥2 + 2∥∇̂θLẑ(θ)∥2

≤ ϵ2L2(l)

2
(d̂+ 3)3 + 2∥∇̂θLẑ(θ)∥2

≤ ϵ2L2(l)

2
(d̂+ 4)3 + 2∥∇̂θLẑ(θ)∥2

(15)

J The Proof of Theorem 1

Proof:

Lẑ(θ)− L(θ) = Eẑ[L(θ + ϵẑ)− L(θ)]
= Eẑ[L(θ + ϵẑ)− L(θ)− ϵ⟨∇L(θ), ẑ⟩]

=
1

k

∫
ẑ

[L(θ + ϵz)− L(θ)− ϵ⟨∇L(θ), z⟩]e− 1
2∥z∥

2

dz

≤ 1

k

∫
ẑ

ϵ2L(l)

2
∥z∥2e− 1

2∥z∥
2

dz

=
ϵ2L(l)

2
Eẑ[∥ẑ∥2]

≤ ϵ2L(l)

2
d̂

(16)

The first inequality holds because Lipschitz Continuous: |L(θ′) − L(θ) − ⟨∇L(θ), θ′ − θ⟩| ≤
L(l)
2 ∥θ

′ − θ∥2, where θ′ = θ + ϵz. The second inequality holds because Eẑ[∥ẑ∥2] = d̂, where d̂ is
the number of 1 in mask m.

[(Lẑ(θ)− L(θ))− (Lẑ(θ + ϵẑ)− L(θ + ϵẑ))]2

≤ 2[Lẑ(θ)− L(θ)]2 + 2[Lẑ(θ + ϵẑ)− L(θ + ϵẑ)]2

≤ ϵ4L2(l)

2
d̂2 +

ϵ4L2(l)

2
d̂2

= ϵ4L2(l)d̂2

(17)
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The first inequality is due to ∥a + b∥2 ≤ 2∥a∥2 + 2∥b∥2, where a = Lẑ(θ) − L(θ), b = Lẑ(θ +
ϵẑ)− L(θ + ϵẑ). The second inequality is due to the Equation 16.

[Lẑ(θ + ϵẑ)− Lẑ(θ)]
2 ≤ 2[Lẑ(θ + ϵẑ)− Lẑ(θ)− ϵ⟨∇̂θLẑ(θ), ẑ⟩]2 + 2[ϵ⟨∇̂θLẑ(θ), ẑ⟩]2

≤ ϵ4L2(l)

2
∥ẑ∥4 + 2ϵ2⟨∇̂θLẑ(θ), ẑ⟩2

≤ ϵ4L2(l)

2
∥ẑ∥4 + 2ϵ2∥∇̂θLẑ(θ)∥2∥ẑ∥2

(18)

The first inequality is due to ∥a + b∥2 ≤ 2∥a∥2 + 2∥b∥2. The second inequality holds because
Lipschitz Continuous: |L(θ′)− L(θ)− ⟨∇L(θ), θ′ − θ⟩| ≤ L(l)

2 ∥θ
′ − θ∥2, where θ′ = θ + ϵẑ.

[L(θ + ϵẑ)− L(θ)]2

≤ 2[(Lẑ(θ)− L(θ))− (Lẑ(θ + ϵẑ)− L(θ + ϵẑ))]2 + 2[Lẑ(θ + ϵẑ)− Lẑ(θ)]
2

≤ 2ϵ4L2(l)d̂2 + ϵ4L2(l)∥ẑ∥4 + 4ϵ2∥∇̂θLẑ(θ)∥2∥ẑ∥2
(19)

The first inequality is due to ∥a+ b∥2 ≤ 2∥a∥2 +2∥b∥2. The last inequality holds because Equation
17 and Equation 18.

Ez,x[∥gẑ(θ)∥2] = Eẑ[∥
L(θ + ϵẑ)− L(θ − ϵẑ)

2ϵ
ẑ∥2]

= Eẑ[∥
L(θ + ϵẑ)− L(θ)

2ϵ
ẑ +
L(θ)− L(θ − ϵẑ)

2ϵ
ẑ∥2]

≤ Eẑ[2∥
L(θ + ϵẑ)− L(θ)

2ϵ
ẑ∥2 + 2∥L(θ)− L(θ − ϵẑ)

2ϵ
ẑ∥2]

= Eẑ[
1

2ϵ2
[L(θ + ϵẑ)− L(θ)]2 · ∥ẑ∥2 + 1

2ϵ2
[L(θ)− L(θ − ϵẑ)]2 · ∥ẑ∥2]

≤ Eẑ[2ϵ
2L2(l)d̂2∥ẑ∥2 + ϵ2L2(l)∥ẑ∥6 + 4∥∇̂Lẑ(θ)∥2∥ẑ∥4]

≤ 2ϵ2L2(l)d̂3 + ϵ2L2(l)(d̂+ 6)3 + 4(d̂+ 4)2∥∇̂Lẑ(θ)∥2

≤ 3ϵ2L2(l)(d̂+ 4)3 + 4(d̂+ 4)2∥∇̂Lẑ(θ)∥2

(20)

The first inequality holds because ∥a + b∥2 ≤ 2∥a∥2 + 2∥b∥2, where a = L(θ+ϵẑ)−L(θ)
2ϵ ẑ, b =

L(θ)−L(θ−ϵẑ)
2ϵ ẑ. The second inequality is due to the Equation 19. The third inequality holds because

Eẑ[∥ẑ∥2] = d̂, Eẑ[∥ẑ∥p] ≤ (d̂+ p)
p
2 for p ≥ 2. The last inequality holds because 2d̂3 + (d̂+ 6)3 ≤

3(d̂+ 4)3.

Based on the assumption about Lipschitz Continuous, we can obtain: |L(θt+1) − L(θt) −
⟨∇L(θt), θt+1 − θt⟩| ≤ L(l)

2 ∥θt+1 − θt∥2.

Then, we can obtain:

Lẑ(θt+1)− Lẑ(θt)− ⟨∇̂Lẑ(θt), θt+1 − θt⟩ ≤ |Lẑ(θt+1)− Lẑ(θt)− ⟨∇̂Lẑ(θt), θt+1 − θt⟩|

≤ L(l)

2
∥θt+1 − θt∥2

(21)

Based on the equation, we can follow the update rule: θt+1 = θt − ηtgẑ(θt) and we can find:

Lẑ(θt+1) ≤ Lẑ(θt) + ⟨∇̂Lẑ(θt), θt+1 − θt⟩+
L(l)

2
∥θt − θt+1∥2

= Lẑ(θt)− ηt⟨∇̂Lẑ(θt), gẑ(θt)⟩+
(ηt)

2L(l)

2
∥gẑ(θt)∥2

(22)
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where ηt represents the learning rate at step t. Then, we can take the expectation of Equation 22 for ẑ
and input x:

Eẑ,x[Lẑ(θt+1)]

≤ Eẑ,x[Lẑ(θt)]− ηtEẑ,x[∥∇̂Lẑ(θt)∥2] +
(ηt)

2L(l)

2
Eẑ,x[∥gz(θt)∥2]

≤ Eẑ,x[Lẑ(θt)]− ηtEẑ,x[∥∇̂Lẑ(θt)∥2] +
(ηt)

2L(l)

2
(4(d̂t + 4)2Eẑ,x[∥∇̂Lẑ(θt)∥2] + 3ϵ2L2(l)(d̂t + 4)3)

(23)

The first inequality is due to the Equation 8 and Equation 22. The second inequality holds because
Equation 20 provides the result about Eẑ,x[∥gz(θt)∥2.

Then, we can select learning rate ηt =
1

4(d̂t+4)L(l)
and obtain:

Eẑ,x[Lẑ(θt+1)] ≤ Eẑ,x[Lẑ(θt)]−
1

8(d̂t + 4)L(l)
Eẑ,x[∥∇̂Lẑ(θt)∥2] +

3ϵ2

32
L(l)(d̂t + 4) (24)

Then, taking the sum of Equation 24 over the index from T + 1 to 0, we can have that :

Eẑ,x[∥∇̂Lẑ(θT )∥2] ≤ 8(d̂+ 4)L[
Lẑ(θ0)− L∗

ẑ

T + 1
+

3ϵ2

32
L(d̂+ 4)] (25)

where L(l) ≤ L for all L(θt). Thus, based on Lemma 2, we can have:

Eẑ,x[∥∇Lm(θT )∥2] ≤
ϵ2L2

2
(d̂+ 4)3 + 2Eẑ,x[∥∇̂Lẑ(θT )∥2]

≤ 16(d̂+ 4)L
Lẑ(θ0)− L∗

ẑ

T + 1
+

ϵ2L2

2
(d̂+ 4)2(d̂+

11

2
)

(26)

The second inequality is due to the Equation 25. To obtain σ-accurate solution: Eẑ,x[∥∇Lm(θT )∥2] ≤
σ2, we can define ϵ = Ω( σ

d̂
3
2 L

).

16(d̂+ 4)L
Lẑ(θ0)− L∗

ẑ

T + 1
+O(ϵ2L2d̂3) = 16(d̂+ 4)L

Lẑ(θ0 − L∗
ẑ)

T + 1
+O(σ2)

T = O( d̂L
σ2

)

(27)

Finally, we can finish the proof of the theorem. This theorem illustrates that the presence of
pronounced sparsity patterns, along with the smoothness of the objective function, can significantly
enhance the rate of convergence, potentially achieving a linear acceleration.
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