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Abstract

Multi-fidelity Bayesian optimization (MFBO) leverages experimental and/or com-
putational data of varying quality and resource cost to optimize towards desired
maxima cost-effectively. This approach is particularly attractive for chemical dis-
covery due to MFBO’s ability to integrate diverse data sources. Here, we investigate
the application of MFBO to accelerate the identification of promising molecules
or materials for target applications. We specifically analyze the conditions under
which lower-fidelity data can enhance performance compared to single-fidelity
problem formulations through four case studies — addressing two key challenges:
i) understanding the impact of the correlation between cost and data fidelity, ii)
assessing the impact of the acquisition function.

1 Introduction

From new drug molecules, to novel battery technologies, the discovery of new molecules and materials
is critical to addressing the global challenges that humanity faces today. Yet, the chemical space that
we face is massive; for example, it is estimated that there are 1060 potential small molecules that
could be synthesised. This excludes the number of potential materials that could be made from these
molecules, and the optimal experimental conditions for each. This chemical space is far too vast to
only search with chemical intuition and the conventional trial-and-improvement process, particularly
given laboratory experiments are typically slow (up to months) and costly. Efficiently traversing
chemical space can often be translated into an optimization problem, where we optimize towards
improved performance, reaction yield, novelty, efc. Different computational and experimental tools
can be used to evaluate the performance of candidate chemical systems, and optimization algorithms
then used to select the next best candidates to test. Derivative-free, surrogate-based optimization
algorithms are of particular relevance to this task — specifically, Bayesian optimization (BO).

BO is a resource-aware optimization technique that balances exploration of the parameter space
(sampling sparse data regions) with exploitation (sampling regions rich in data) [1} 2]. BO has
enjoyed a recent resurgence due to advances in computational power that make its implementation
more accessible. In practice, implementation is accomplished by using surrogate models that encode

38th Conference on Neural Information Processing Systems (NeurIPS 2024).



a distribution of predicted values, rather than point estimates, usually a Gaussian Process (GP). With
this information, BO will balance exploration and exploitation, and compute the next candidate to
evaluate in the search space. Within chemistry, BO has been applied to a wide variety of problems,
including for antimicrobial polymer design [3]], electrolyte optimization in zinc-ion batteries [45 5],
and nanoporous materials, [6}[7] among others [8; 9]

While powerful, there are several important considerations when applying BO for molecular discovery.
First, the datasets used in this domain are often high-dimensional, which causes the surrogate model
to suffer from the “curse of high-dimensionality”’[10]. Specifically, the volume of the search space
grows exponentially with the number of dimensions, and therefore the model has to encounter
greater uncertainty, which adversely impacts its accuracy. Second, molecular components must
be encoded in a machine-readable format. There are several options available, such as SMILES
[11], SELFIES [12], molecular graphs, [[13]] and computer-learned representations, [[14}[15] but each
has its trade-offs. For example, SMILES are a succinct representation of a molecule using ACSII
characters, and are therefore cheap to store and amenable to algorithms from the field of natural
language processing; however, critical details of the 3-dimensional configuration of the molecule
are lost in this 2-dimensional representation, nor is any feature information communicated - the
model having to infer this instead. Furthermore, SMILES strings are non-canonical: this means
a molecule can have two distinct SMILES representations that are more varied than two SMILES
for totally different molecules[14]]. More geometric and precise representations, such as a chemical
table, where the coordinates of each atom in the molecule are recorded in 3-dimensions, also have
their drawbacks, since the molecule’s invariance to rotations is not intrinsically captured in the
representation. Such inconsistencies can easily confuse a model. Third, chemical design problems
often feature mixed-domains [165[17]] (i.e. domains containing both categorical and discrete features),
which require additional considerations for BO problem formulation.

Researchers often have access to several different experiment types that may render related informa-
tion at different costs[18]]. The plethora of computational techniques already available, of various
costs and accuracy, invites the possibility of using the information provided (typically property
predictions) to supplement the more expensive laboratory experiments. This idea is captured in
the notion of a data’s fidelity, i.e. the accuracy of the data relative to the true quantity. Typically,
high-fidelity data is more expensive to obtain, as the cost frequently correlates with the accuracy.
Therefore, here we consider multi-fidelity BO (MFBO) and examine open challenges associated with
the technique [[19; 205 215 225 [23]]. Specifically, we examine the circumstances that lead to MFBO
outperforming single-fidelity BO (SFBO). Two challenges are considered, i) the selection of the
acquisition function, and ii) the cost of the low-fidelity data and its correlation to the high-fidelity
data.

2 Experimental Methods

The major difference between the single- and multi-fidelity case is that MFBO enables experiments
of varying cost to be performed. Consequently, the aim is no longer to reach the optimum in the
fewest number of iterations, but rather to do so while exhausting the smallest budget. Lower-fidelity
evaluations usually incur a lower cost, so provided there is some correlation between the low-fidelity
and the high-fidelity target, it is possible to reach the optimum more economically (i.e. using fewer
resources). Here, we briefly outline the general algorithmic framework of MFBO; specifically, we
describe the surrogate model and acquisition function(s) that we studied. We encourage readers to
engage with more detailed descriptions in the literature for more information[/7; |19} [20].

Any model can be used as the surrogate model, providing it encodes some level of uncertainty, which
is critical for later stages of the BO algorithm. Although alternatives do exist, such as Bayesian neural
networks [24;[25]), here we focused on using GPs as the surrogate model [26]. Specifically we use the
implementation of the multi-fidelity GP with down-sampling in BoTorch (SingleTaskMultiFidelityGP)
27 28]. The choice of the GP kernel is important to the optimization performance; Appendix [A.2]
includes a detailed description of the SFBO and MFBO algorithm frameworks.

We explore three acquisition functions: i) Multi-Fidelity Maximum Entropy Search (MF-MES) [29]],
which measures the gain in mutual information between the candidate element and the maximum
function value, ii) Multi-Fidelity Targeted Variance Reduction (MF-TVR) [19]], which suggests the
element and fidelity that minimize the variance of the model’s prediction at the point with the greatest



expected improvement after sufficient scaling, and iii) Multi-Fidelity Custom (MF-Custom), a custom
acquisition function which normalizes and then combines the outputs of the above two techniques,
ie.

ey

MF-Custom(X) = ( MF-MES(X) MF-TVR(X) >

IMF-MES(X)]| ~ ||MF-TVR(X)|
where || -|| is the Euclidean-norm and X = [21,...,2,,]" is an array of elements, 7}, from the search-
space. We did not include the Knowledge Gradient [[1] acquisition function here, as preliminary
tests showed the computational cost of the approach was prohibitive for our purposes in molecular
discovery. Finally, we compared MFBO to SFBO by running Single-Fidelity Expected-Improvement
(SF-EI) alongside each of the above multi-fidelity acquisition functions (see Garnett| (2023) for a
definition).

3 Results and Discussion

3.1 Impact of Problem Formulation on Performance

We first compare the performance of the different MFBO algorithms with SFBO across four different
problems to identify the impact of problem formulation on MFBO performance. Here we consider
two synthetic problems and two datasets relevant to chemical discovery. The first two synthetic
problems, are relevant to cases where the design space is continuous such as reaction conditions [8]
and thin film deposition conditions [30].

Problem 1: The first relatively simple problem, involves the synthetic RKHS function [31]], with the
domain, [0, 1], divided into 500 evenly distanced points and low-fidelity data generated by adding
Gaussian noise to the high-fidelity evaluations. The function is good for benchmarking BO as it
has multiple local maxima to challenge the optimization. We gave an assigned cost of 0.1 to the
low-fidelity data relative to the high-fidelity data and there was a correlation of 0.88 between the two
fidelities.

Problem 2: The second synthetic problem is more challenging, as we consider the 6D negated
Hartmann function [32]. Like before, this is a good benchmarking function, as it has multiple local
maxima, as well as the new difficulty of additional dimensions. We produced a dataset using the
6D negated Hartmann function as defined by the BoTorch library [27], with the lower-fidelity data
created by adding Gaussian noise to the exact, high-fidelity evaluations (with correlation 0.76) and an
assigned relative cost of 0.1.

Problem 3: For the first chemical discovery problem, we used the dataset employed by Gantzler et al.
when applying MFBO to locate covalent organic frameworks (COFs), a class of porous materials,
with the largest equilibrium absorptive selectivity for xenon and krypton at room temperature (see
Gantzler et al.|(2023)) for more details). The lower-fidelity data was created using Henry’s law (as
opposed to Markov chain Monte Carlo simulation in the binary grand-canonical ensemble as used for
the high-fidelity case) and found to have a correlation 0.97 to the higher-fidelity data, and we assigned
a relative cost of 0.2. This cost is higher to what is defined in the original paper as we were trying to
measure the performance of our custom acquisition function against that defined by Gantzler et al.,
and therefore created tougher conditions for a more conservative comparison. Each molecule was
represented by 4 structural features and 10 compositional features, giving a 14 dimensional vector
representation.

Problem 4: Finally, we looked at a problem using a dataset of organic molecules for organic
photovoltaic applications. We built a database of 50,000 molecules using our stk supramolecular
toolkit software [33] that assembles such systems from building blocks. We included common
building blocks used in the organic photovoltaic community. The high-fidelity data was property
data for these systems computed using the extended-tight binding (xtb) technique [34], and the
lower-fidelity data was the product of a machine-learning model with correlation 0.91, which we
assigned a relative cost of 0.1. We represent the molecules as a 72-dimension array of concatenated
arrays of building block descriptors calculated using xtb. See Figures[]-[7)in the appendix for more
details of the various datasets, and for a deeper discussion on STK_search.

Problems 1 and 2 were seeded with 5 initial samples (both high- and low-fidelity evaluations),
afforded a budget of 50, and had a domain-size of 500. Problem 3 was seeded with 3 initial samples
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Figure 1: The behaviour of the MF-MES (top) and SF-EI (bottom) search-algorithms for a single run
optimizing (far-left) Problem 1 (RKHS), (middle-left) Problem 2 (6D negated Hartmann), (middle-
right) Problem 3 (COF selectivities) and (far-right) Problem 4 (organic photovoltaic molecules). The
different dashed lines denote the domain optimum and the obtained optimum.

and allowed to run until the optimum was obtained and had a domain-size of 608. Problem 4 was
seeded with 25 initial samples, afforded a budget of 50 and had domain-size of 44928.

Figure [T]illustrates the results of a single run for each of the problems using the MF-MES and SF-EI
acquisition functions. MF-MES does not consistently outperform SF-EI, which is surprising as one
would expect the presence of the lower-fidelity data to be beneficial. In Problems 1 and 4, there is
an improvement in performance with MF-MES obtaining the optimum after a budget of only 25.4
is exhausted (compared to 48.1 for SF-EI), and 9.8 (compared to 35 for SF-EI), respectively. For
Problem 4, the domain optimum is not attained in any search. In Problems 2 and 3, MF-MES does
not outperform SF-EI, and therefore the presence of the lower-fidelity information does not benefit
the optimization process.

3.2 Fidelity Correlation and Cost

As shown above, the performance of MFBO depends on the dataset we tackle. The different datasets
have different correlations between the high- and low-fidelity data, as well as different problem
complexities. To first assess the impact of the cost and the data fidelity correlation, we varied these
parameters in the two synthetic problems to see how it affected the relative MFBO performance
compared to a single-fidelity search. To do this, new sample-spaces were created for Problems 1 and 2,
featuring different quantities of Gaussian noise to alter data correlation. Figure [2]reveals the benefits
of high-correlation and low-cost for the MF-MES search-algorithm. Clearly, if the low-fidelity data
is highly correlated with the objective function, then the search-algorithm benefits from access to this
cheap information. However, what is surprising is how high the correlation and how low the cost of
the lower-fidelity data has to be to give the algorithm any sort of advantage over SFBO. Indeed, for
Problems 1 and 2, we see only 4 and 3 instances, respectively, where the Relative Improvement is
less than 1. We define Relative Improvement as the budget exhausted before obtaining the optimum
(averaged over 5 runs, with an allocated budget of 50, and assigned a score of 60 if the optimum was
not reached) divided by the budget exhausted by the SF-EI acquisition function (48.1 and 12.7 for
Problems 1 and 2, respectively). This is a result seldom discussed explicitly in the literature, but does
explain the extreme cost difference between high- and low-fidelity values often observed in well cited
papers promoting new acquisition functions [[7;[19]. See Figure [§]in the appendix for cost-correlation
studies for the MF-TVR and MF-Custom formulations.

3.3 Acquisition Function Selection

The performance of MFBO is heavily influenced by the acquisition function used, as this decides
which fidelity to evaluate next. Consequently, it is possible to improve the performance by choosing
acquisition functions more appropriate for the problem context. Figure [3|compares the results across
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Figure 2: A heatmap for the MF-MES search algorithm showing how the correlation and cost of the
low-fidelity data influences the optimization rate for (left) Problem 1 (RKHS) and (right) Problem 2
(6D negated Hartmann).
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Figure 3: Comparison of each of the acquisition functions for Problems (left) 1 (RKHS), (middle) 2
(6D negated Hartmann), (right) 3 (organic photovoltaic molecules).

our four Problems when using MF-TVR, MF-MES, MF-Custom and SF-EI as the acquisition function.
For Problems 1 and 2, MFBO consistently outperformed SFBO, however SF-EI performed better for
the 5 runs for Problem 4. Interestingly, we observed in Figure [[lhow MF-MES outperformed SF-EI
with Problem 1 in obtaining the optimum for a single experiment, but see that when averaging over 5
runs, SF-EI outperformed MF-MES. Clearly, MFBO is not always guaranteed to provide a better
result. However, the question as to what is even meant by ‘better’ arises, and we discuss what metrics
are best to use to measure performance in the next section.

4 Conclusions and Outlook

We have explored the use of MFBO for chemical discovery. We found that MFBO outperformed
SFBO in only two of our four problem datasets. These initial results were surprising, as we expected
MEFBO to, at worst, perform similarly to SFBO. We investigated this result firstly by exploring the
impact of the low-fidelity data cost and its correlation to the high-fidelity data, finding that MFBO
only consistently outperforms SFBO in cases where the cost of the low-fidelity data is below 10
to 100 times the high-fidelity one and with a high correlation above 0.9. This requirement limits
the application of MFBO for chemical discovery, and should be addressed before its widespread
implementation. Secondly, we explored the use of different acquisition functions. We considered
three different acquisition functions and found that their performance was problem specific. This
suggests the acquisition function should be carefully adopted for each case explored. We note
that we did not explicitly consider the role of GP hyperparameters in this work; indeed, additional
consideration is required here, as the GP hyperparameters are known to impact the optimization
performance.

Simply measuring how efficiently the optimization process locates the maximum is not always a
representative metric of the algorithm’s performance, since in key applications, such as molecular
discovery, the objective is not only to find the global maximum, but to seek multiple high-performing
candidates. The metrics of instantaneous regret and cumulative regret are useful here, these can be
used to measure how consistently high-performing selected candidates are, even once the optimum
has been discovered. However, such metrics are not designed for the multi-fidelity setting, as regret
simply takes into account an evaluation’s distance from the high-fidelity optimum. The application



to a low-fidelity evaluation is thus less clear. Therefore, we suggest a custom metric of ‘cumulative
regret per high-fidelity evaluation’ (C'RH F'), where:

_ p(i)
CRHF — ;ijo HEG) )

so that the budget is divided into intervals 4, p(4) takes the most recent high-fidelity evaluation at
i, and Zézo HF(j) is the number of high-fidelity evaluations up to <. When a low-fidelity value
is selected, the metric takes the previous high-fidelity evaluation; however, to penalize a technique
that simply takes low-fidelity evaluations repeatedly, the value is divided by how many high-fidelity
values have been evaluated so far. See Figures [9)and [I0]in the appendix for more results.

Code and Data Availability

The code for applying the search-algorithms to the RKHS and Hartmann functions, as well as to the
COF dataset created by Gantzler et al., is available at github.com/kernelCruncher/MFBO. The
code used for Problem 4 is available at github.com/mohammedazzouzil5/STK_search/tree/
master.
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A Appendix

A.1 Dataset Distributions
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Figure 4: High- and low-fidelity data for the RKHS function and their distributions (Problem 1).
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Figure 5: Histogram of 6D Hartmann evaluations (Problem 2).
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Figure 6: Histogram of COF selectivities (Problem 3).
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A.2 BO and MFBO details

The BO algorithm has three components: the objective function, the surrogate model, and the
acquisition function. The objective function is the function we are seeking to optimize and is
considered a "black-box", i.e. its properties, such as gradient, are unknown and therefore less
tractable to traditional techniques, like gradient-descent. The function is also considered expensive to
evaluate (i.e. financially, computationally, or temporally) in some way and therefore must be invoked
as few times as possible in the quest to find the the optimum.

The surrogate model is the approximate function the algorithm builds to model the objective function,
and is cheaper to evaluate. Any model can be used as the surrogate, providing it encodes some level
of uncertainty, which is critical to later stages of the algorithm. Traditionally, GPs have been used
[26], but Bayesian neural networks are also possible [24;25]). It should be stressed that GPs are best
suited to small datasets, less than 10,000 training points, due to the cubic problem [35] (i.e. O(n3)
computations for n training points); however, recent progress has been made to address this [36]. We
adopt GPs and discuss the technical details below.

A GP is a stochastic process where every random variable is Gaussian, and moreover any finite
collection of random variables is a multivariate Gaussian distribution, such that

(X1, Xo, .oy X, )T ~ N (i, %), A3)

with /I a vector representing the means of the finite collection of random variables, X7, ..., X;,, and &
defined as the covariance matrix. The covariance matrix is defined by the covariance function (also
known as the kernel), K, and captures the dependency between the random variables as they are
not necessarily independent, and is crucial for communicating to the model how close two random
variables are, and therefore how similar their distributions should be. In particular, &;; = K (X;, X;).
Examples of covariance functions include the RBF and Matern kernels (see reference [[1]] for a more
detailed discussion). Furthermore, if we have D observations, (1, ..., zp ), then we can compute the
distribution of an unobserved value, z., via the equation:

f@)(f(@1) =y1,.... f(xp) = yp) ~ N(kIST'G K (2., 2.) — kI Sk, 4)
where ¥ = [y1, ...,yD]T is the vector of observations, k. = [K(z1,%), ...,K(xD,a:*)]T, with
K (-, -) the covariance function and ¥ the covariance matrix described earlier. The idea is that each
of the observations contributes to the distribution of the unobserved value z., via the covariance
function.

The acquisition function is applied to the surrogate model to determine which point, or points, to
ask the objective function to evaluate next, and assigns each point in the search-space a score. There
are many different acquisition functions, such as Expected Improvement, Upper-Confidence Bound,
Probability of Improvement, Knowledge Gradient and Maximum Entropy Search. Although defined
differently, they are all trying to balance some notion of exploration (i.e. investigating those regions
of the search-space with high uncertainty) against exploitation (i.e. remaining near those regions
of the search-space with a high mean). Invariably, some acquisition functions are greedier than
others, and the best to use depends not only on the search-space, but also the desired outcome of the
experiment. Note that BO involves two distinct optimization problems: the outer optimization which
is the original problem of optimizing the objective function, and the inner optimization, which is
optimizing the acquisition function to determine the next point to evaluate. Usually, the acquisition
function is defined in such a way as to make its optimization more computationally tractable; however,
it should be stressed that this part of the algorithm can contribute to the computational cost.

MFBO is similar in design to the single-fidelity case discussed above: namely, both include surrogate
models and acquisition functions. However, MFBO includes additional data-points of different
fidelities that can be utilised in the pursuit of optimising for the target property at the desired fidelity.
Consequently, the aim is no longer to reach the optimum in the fewest number of iterations, but rather
to do so whilst exhausting the smallest budget. Lower-fidelity evaluations usually incur a lower cost,
so providing there is some correlation between these and the high-fidelity target it is possible to
optimize the objective function more economically. As a more concrete example, consider optimising
for an electronic property in materials-design, where the high-fidelity data is experimental evaluation,
and the lower-fidelity data is a computational chemistry calculation, either ab-initio or empirical. The
former is extremely time-consuming and expensive, so any relationships in the domain that can be
learned from computation would mitigate the experimental burden.
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One further distinguishing feature from the single-fidelity case is that the input to the acquisition
function includes the fidelity. This is because the output must also specify the fidelity, since it is quite
possible that the same point in the search-space brings a different value to the optimization process
depending on the fidelity it is evaluated at. This difference in behaviour requires new acquisition
functions to be defined to dictate how the additional information should be utilised.

For a detailed description of the multi-fidelity kernel used in this work we refer the reader to section
Fin[37

A.3 RKHS function

The RKHS function is a standard benchmarking function for optimization algorithms. This presents
a complex, high-dimensional parameter space to search, while still being analytically tractable for
conventional methods. This is powerful for comparison studies like the one presented in this work.

See |Assael| (2019) for the definition of the function, which can be described using two Squared
Exponential kernels. The known solution is located at the point

x = 0.802, f(z) = 5.734.

A.4 STK_search dataset

The molecules in STK_search are composed of 6 building-blocks, or units, each of which has 306
different candidate structures. This creates a combinatorial space of 3065 = 8 x 10'* possible
oligomers to be explored. From this space we only consider 45,000 molecules with 30,000 randomly
selected and 15,000 generated through trying different optimisation algorithms. Each unit is fed
into a deep learning model that embeds its features, such as HOMO, LUMO, excited state energy,
etc, into 12-dimensional vector space, thus causing the whole molecule to be represented by a
72-dimensional vector. For the STK_search, the BO proceeds similarly to what is described in the
main text, namely the GP is seeded with an initial sample, which an acquisition function then uses
to determine the most valuable elements to evaluate next. However, due to the size of the space
it no longer becomes computationally feasible to apply the acquisition function to every element,
and instead, an evolutionary algorithmic approach is applied that combines the building-blocks of
the strongest candidates, so far, whilst also injecting randomness, via mutations, to ensure a wide,
albeit incomplete, search of the space. As the name suggests, evolutionary algorithms are inspired by
biology, specifically natural selection, where the unit-like structure resembles a sequence of genes
competing for dominance.

We optimize the molecules to align with the specific properties of a molecular acceptor, namely
ionisation potential and complimentary absorption. The property of the molecule to be predicted,
therefore, is the combined-target function, F,,,s, defined as

Fcomb = *|E51 - 3| - ‘IP - 55| + 10g(fosc,51)a (5)

where I P is the ionization potential, F's; is the first excited state energy, and f,sc 51 is the oscillator
strength of the first excited state. To calculate these properties, we used stk to generate initial geome-
tries for the molecules, followed by the use of the Experimental-Torsion basic Knowledge Distance
Geometry (ETKDG) approach in stk/RDkit to generate a first geometry.[38|] Then, we optimised the
geometry of the lowest energy conformer found using GFN2-XTB [39] and calculated the ionisation
potential and electron affinity using the IPEA option in XTB. The optical properties of the molecules
were calculated using STDA-XTB. [40] The lower-fidelity data is produced by the predictions of a
machine-learning model trained on the same dataset. Here we used Schnet as the surrogate model[41]].
The low- and high-fidelity data are available at|github.com/kernelCruncher/MFBO. We assigned
an initial cost of 0.1, although there is some discussion surrounding the significance of this cost-value
and its impact to the MFBO process. Indeed, we posit that the selection of fidelity values should be
an ongoing area of research, with design-principles yet unknown and problem-specific.
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Figure 7: Histogram of combined-target evaluations for the organic photovoltaic molecules (Problem
4).
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A.5 Fidelity Cost and Correlation Heatmaps
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Figure 8: A heatmap for the MF-MES, MF-TVR and MF-Custom acquisition functions illustrating
how the correlation and cost of of the low-fidelity data influences the rate of optimization for (a)
RKHS (Problem 1) and (b) 6D negated Hartmann (Problem 2).
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A.6 Custom Metrics
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Figure 9: A comparison of the acquisition functions in a single plot for RKHS (Problem 1), using
cumulative regret per high-fidelity evaluation. Each experiment was seeded with 5 initial samples
(both high- and low-fidelity evaluations), afforded a budget of 50, and had a domain-size of 500. The
results are averaged over 5 runs for each search-algorithm.
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Figure 10: A comparison of the acquisition functions in a single plot for Problem 4, using cumulative
regret per high-fidelity evaluation. Each experiment was seeded with 25 initial samples (both high-
and low-fidelity evaluations), afforded a budget of 50, and had a domain-size of 44928. The results
are averaged over 5 runs for each search-algorithm.
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