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Abstract

Graphical User Interface (GUI) agents are ex-001
pected to precisely operate on the screens of002
digital devices. Existing GUI agents merely de-003
pend on current visual observations and plain-004
text action history, ignoring the significance005
of history screens. To mitigate this issue, we006
propose UI-Hawk, a multi-modal GUI agent007
specially designed to process screen streams008
encountered during GUI navigation. UI-Hawk009
incorporates a history-aware visual encoder and010
an efficient resampler to handle the screen se-011
quences. To acquire a better understanding012
of screen streams, we define four fundamen-013
tal tasks—UI grounding, UI referring, screen014
question answering, and screen summarization.015
We develop an automated data curation method016
to generate the corresponding training data for017
UI-Hawk. Along with the efforts above, we018
have also created a benchmark FunUI to quan-019
titatively evaluate the fundamental screen un-020
derstanding ability of MLLMs. Extensive ex-021
periments on FunUI and GUI navigation bench-022
marks consistently validate that screen stream023
understanding is essential for GUI tasks.024

1 Introduction025

Smartphones have become integral to daily life,026

raising the importance of autonomously operating027

graphical user interfaces (GUI). The task of fol-028

lowing instructions on the GUI, formalized as GUI029

navigation, offers substantial potential to automate030

complex tasks, reduce human workload, and im-031

prove user experiences across various applications.032

Recent advances in multimodal large language033

models (MLLMs) have greatly accelerated the034

development of GUI navigation agents, by ei-035

ther prompting GPT-4V (OpenAI, 2023) as the036

zero-shot task executor (Yang et al., 2023; Wang037

et al., 2024; Zhang et al., 2024a) or directly tuning038

MLLMs on the downstream GUI tasks (Zhan and039

Zhang, 2023; Hong et al., 2024).040

These agents base their decision making primar- 041

ily on current visual observations. Although textual 042

action history is included to substitute the global 043

context (Zhan and Zhang, 2023), plain text based 044

action history such as “click [x1, y1, x2, y2], 045

then scroll up" struggles to capture the nuanced 046

details of clicked UI element, thereby hindering the 047

progress (Zhang et al., 2024b). The rich semantics 048

embedded within the screens is necessary for GUI 049

agents to accurately control mobile devices. As 050

shown in Figure 1, precisely grounding the search 051

bar facilitates the prediction of a click action, fol- 052

lowed by selecting “hiking trail" as the search op- 053

tion. Agents could read out the action semantics 054

by grounding and referring to the corresponding 055

screen. The screen stream demonstrating that it has 056

searched for “hiking trial" and opened a related ar- 057

ticle supports the agent to mark the task as “done”. 058

This underscores the importance of understanding 059

screen streams during GUI navigation. 060

The development of screen stream understand- 061

ing encounters two major challenges: (1) Efficient 062

representation of screen sequences, especially for 063

MLLMs with limited context window (Bai et al., 064

2023; Yang et al., 2024) is challenging. (2) As 065

illustrated in Figure 1, the instructions associated 066

with screen streams could “refer” to different ele- 067

ments, requiring the agents to “ground” its under- 068

standing in the correct regions. Additionally, user 069

instructions could pose complex questions about 070

the screen, necessitating the agent to analyze, “an- 071

swer” and “summarize”. Building a sophisticated 072

model endowed with these capabilities is difficult. 073

In this paper, we introduce UI-Hawk, a MLLM- 074

based GUI agent equipped with screen stream un- 075

derstanding capabilities. Firstly, we enable UI- 076

Hawk to harness screen sequences by incorporat- 077

ing a history-aware visual encoder, which explic- 078

itly models the temporal dependencies of images. 079

Then, to mitigate the challenge of obtaining effi- 080

cient visual representations, we borrow the resam- 081
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On this page, to click on 
the search bar, where should 
I navigate to?

[67, 630, 1356, 842]

What is the article on this 
page and what about its rating?

The article on this page 
is "10 Best Trails and 
Hikes in California" and 
its rating is 4.4.

The article is good. Open it.

CLICK(bbox=[33, 1688, 1194, 
1796])

What is function of this 
area [58, 2311, 1397, 3011]? 
Give me a detailed and 
correct answer.

Briefly outline the content 
shown by this screen.

DONE()

           

display of a map with trails

This page is displaying 
about the details of trails 
in application.

Click on the empty search bar
Click on the first search suggestion

Click on the search result titled “10 Best 
Trails and Hikes in California”

Scroll down to see more contents
… …

CLICK(bbox=[67, 630, 1356, 842])
CLICK (bbox=[22, 102, 1408, 317])

CLICK (bbox=[33, 1688, 1194, 1796])
SCROLL(direction=“down”)

… …

History Actions

History Action Semantics

…

CLICK(bbox=…) CLICK(bbox=…) SCROLL(…)

×

Figure 1: Example of a GUI navigation episode together with the UI understanding tasks supported by
UI-Hawk. User instruction is "I want to use Chrome to discover a new hiking trail." Bounding boxes predicted by
UI-Hawk are represented by red rectangles. Navigation actions are denoted by yellow hands and yellow rectangles.

pler from TextHawk (Yu et al., 2024) with 16x082

compression ratio to process the visual tokens, en-083

abling UI-Hawk to handle multiple steps of his-084

tory screens. This specific architecture empowers085

UI-Hawk to effectively perceive the fine-grained086

details involved in the entire navigation process.087

Lastly, to substantially acquire the screen stream088

understanding capabilities, we adopt a curriculum-089

like training paradigm. We initially train UI-Hawk090

on several single-step screen understanding tasks,091

including UI grounding, UI referring, screen ques-092

tion answering and screen summarization, and then093

transfer the model as an agent on episodic naviga-094

tion tasks to facilitate screen stream understanding.095

Considering the significance of these fundamen-096

tal capabilities (Cheng et al., 2024; Fan et al., 2024),097

we introduce FunUI, a comprehensive benchmark098

to quantitatively evaluate the single-step under-099

standing of screens. FunUI contains 2150 Chinese100

screenshots and 9347 English screenshots, cover-101

ing 32k annotated samples with a variety of icons,102

texts and widgets. We assure the diversity of the103

FunUI dataset by collecting nine categories of ques-104

tions. Evaluation results on FunUI benchmark and105

episodic GUI navigation tasks demonstrate that106

UI-Hawk establishes a new standard for screen107

understanding. Our further ablation experiments108

prove that, equipped with advanced screen stream109

understanding capabilities, UI-Hawk achieves new110

state-of-the-art performance on both English and111

Chinese GUI navigation tasks, improving thepre-112

diction accuracy by 7.7% and 6.7%, respectively.113

Our contributions are summarized as follows.114

• We introduce a GUI agent, UI-Hawk, to effec-115

tively process stream of screens via a history-116

aware visual encoder and an efficient resampler. 117

• We meticulously identify four fundamental tasks 118

for screen understanding, and validate the useful- 119

ness of these tasks towards episodic navigation. 120

• We rigorously construct a comprehensive screen 121

understanding benchmark FunUI, encompassing 122

32k samples with over 120 types of UI elements. 123

• Experiments demonstrate that possessing the 124

screen stream understanding capability is the key 125

to enhancing the performance of GUI navigation. 126

2 Methodology 127

To enable screen stream understanding, UI-Hawk 128

introduces two key characteristics: (1) an opti- 129

mized model architecture for efficient screen per- 130

ception, detailed in Section 2.1, and (2) the training 131

paradigm encompassing a wide range of screen 132

understanding tasks, as outlined in Section 2.2. 133

2.1 Model Architecture 134

Given that mobile device screenshots typically have 135

high and variable resolutions, a highly efficient and 136

fine-grained perception capability is crucial for de- 137

veloping effective mobile GUI agents. We begin 138

by identifying several essential requirements: the 139

ability to handle multiple images of any resolution 140

simultaneously, efficient compression of visual to- 141

kens, accurate OCR functionality, and precise refer- 142

ring and grounding capabilities. Among existing 143

foundational MLLMs, TextHawk (Yu et al., 2024) 144

stands out as the closest to fulfilling these needs. 145

Specifically, UI-Hawk inherits several key features 146

from TextHawk: (1) a shape-adaptive cropping 147

strategy that processes images of any resolution, to 148
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Shape-Adaptive Cropping

…a a a

Efficient Resampler

…

…

Buy me a Budweiser beer at Sam’s Club.

LLM LoRA + Detection Head

…

History-Aware Visual Encoder

Current ScreenshotScreenshot 𝑡 − 1Screenshot 𝑡 − 2Screenshot 0
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History Visual Tokens Current Fine-Grained Visual Tokens Textual Tokens

Grid Templates

…

<Observe> This search result page shows Budweiser beers.  <Think> To buy the beer, tap “add to cart” icon. <Action> click(bbox=[….]) 

Type

Figure 2: Model architecture of UI-Hawk. The text tokenizer, layer normalization, and skip connections are
omitted for simplicity. During pre-training, the visual encoder is trained together with the LLM to obtain fine-grained
perception capabilities. During fine-tuning, the visual encoder is frozen and the LLM is tuned with the resampler.

perceive fine-grained details across various screen149

sizes; (2) a carefully designed resampler with 16×150

compression ratio, to efficiently encode visual to-151

kens; (3) a detection head for direct modeling of152

bounding boxes, to explicitly improve the ground-153

ing abilities. We replace the original language back-154

bone InternLM1.0-7B (Team, 2023) of TextHawk155

with Qwen2-7B (Yang et al., 2024), employ SigLIP-156

SO (Zhai et al., 2023) as the visual encoder. The157

model architecture is depicted in Figure 2.158

Different from TextHawk, UI-Hawk places a159

strong emphasis on modeling historical screens, as160

visual history often contain valuable details perti-161

nent to ongoing tasks. Despite proprietary MLLM-162

based agents (Yan et al., 2023; Zheng et al., 2024;163

Zhang et al., 2024a; He et al., 2024) could pro-164

cess multiple screenshots, such capability is lacked165

for open-sourced MLLM-based agents, most of166

which rely solely on text-based history, like chain-167

of-actions (Zhan and Zhang, 2023) or chain-of-168

action-thoughts (Zhang et al., 2024b). To address169

this gap, UI-Hawk incorporates images of observed170

screens as model inputs, and explicitly add special171

tokens (e.g., “<History Screenshot>") for each172

historical screen to explicitly represent the screen173

streams. Unlike TextHawk, we devise a curriculum-174

like tuning strategy to understand screen streams,175

where UI-Hawk starts with learning across mul- 176

tiple images with single-step screen-related tasks 177

and then extends to serialized GUI navigation tasks, 178

as detailed in the following Section 2.2. Moreover, 179

previous models faced challenges with efficiently 180

modeling visual history, as encoding each page re- 181

quired thousands of visual tokens (Bai et al., 2023; 182

Ye et al., 2023). To overcome this, UI-Hawk down- 183

scales history images to a quarter of their original 184

size. As UI-Hawk employs a much larger visual 185

token compression ratio of 16, a typical historical 186

screenshot is divided into 8 sub-images along with 187

a global thumbnail, using only 144 visual tokens. 188

2.2 Model Training 189

We train UI-Hawk from scratch by utilizing the 190

pre-training mixtures from TextHawk (Yu et al., 191

2024). As TextHawk has not encountered mobile 192

screen images during pre-training, we supplement 193

the pre-training mixtures with screen annotation 194

dataset collected in Section 3.1. We unfreeze the 195

ViT by LoRA (Hu et al., 2021) and train UI-Hawk 196

for one epoch. This is also one-step further than 197

TextHawk which froze the ViT during pre-training. 198

Our pre-training improves both the OCR and the 199

screen infographics understanding ability of UI- 200

Hawk, taking 7 days on 128 Tesla V100. 201
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Task # Samples Data Source

ZH EN ZH EN

UI Grounding 580k 16k Ours (Bai et al., 2021)
UI Referring 600k 109k Ours (Li et al., 2020)
Screen QA 1200k 288k Ours (Hsiao et al., 2022)
Screen Sum. 50k 78k Ours (Wang et al., 2021)

GUI Navigation 55k 87k Ours (Lu et al., 2024)

Table 1: Summary of the fune-tuning data of UI-
Hawk. “Screen Sum.” is short for screen summarization
task. For GUI navigation tasks, we measure the number
of samples by counting the time steps in each episode.

Nonetheless, the pre-trained model still lacks the202

understanding of semantics on the screen carried203

by UI elements. For example, ICON_HEART is204

an icon with heart shape, but can represent differ-205

ent meaning of “liking" or “adding to favorite" on206

different screens. Consequently, a two-stage fine-207

tuning scheme is adopted. Table 1 summarizes the208

training data. In stage one, UI-Hawk includes a209

broad range of screen-related single-step tasks to210

obtain the basic screen understanding capabilities.211

The training sequence contains multiple images,212

with format “[img1] question answer [img2]213

question answer ...". The question-answer214

pairs are sampled from different single-step tasks215

to enable flexibly switch between screen streams.216

In stage two, we utilize sequential GUI navigation217

tasks as the training data, enabling UI-Hawk to218

learn to deal with screen streams based on user219

instructions and execution history. The input se-220

quence contains the history screens, history actions,221

current screen and user instructions. UI-Hawk is222

required to output the correct action API (see Ap-223

pendix C.2). These GUI navigation tasks are bilin-224

gual and are detailed in Section 3.3. The entire225

fine-tuning takes 3 days on 32 Tesla V100. We226

kindly refer readers to Appendix B for details.227

3 Dataset and Task Formulation228

In this section, we demonstrate the process of gen-229

erating tasks and dataset for model training and230

evaluation. In Section 3.1, we detail the screen231

data collection. While in Section 3.2, we explain232

how we formulate the screen-related tasks. In Sec-233

tion 3.3, we demonstrate the sequential navigation234

tasks used to train model as a GUI agent.235

3.1 Data Collection236

Mobile Screens It is essential to assemble a di-237

verse range of mobile screens to obtain screen238

understanding ability. For Chinese screens, fol-239

lowing (Wu et al., 2023), we use an automated240

Point -> Bounding box Prediction

Figure 3: Examples from GUI-Odyssey dataset. Left:
The region of clicked element (red bounding box) is
larger than area where click action is considered correct
(shadowed orange circle). Right: The region of clicked
element is smaller than the area of correct click actions.

traversal tool to crawl screens from more then 420 241

apps, sorted by download counts in the app mar- 242

ket. We filter the duplicated screens, with meth- 243

ods detailed in Appendix A.1. As a result, we 244

gather 115k unique Chinese images in total (113k 245

for training and 2k remains for evaluation). For 246

English screens, we use the widely adopted RICO 247

dataset (Deka et al., 2017), which serves as the im- 248

age foundation for several screen-related tasks (Li 249

et al., 2020; Bai et al., 2021; Hsiao et al., 2022; 250

Wang et al., 2021). In total, there are 72k images 251

(63k for training and 9k for evaluation). 252

Screen Annotations Detecting UI elements on 253

the screen is crucial for data construction (Baech- 254

ler et al., 2024; You et al., 2024). We find exist- 255

ing UI detection models have some deficiencies 256

(See Appendix A.1 for more details). Therefore, 257

we manually collected 270k UI element detection 258

annotations for both Chinese and English mobile 259

screens and train an RT-DETR (Zhao et al., 2024) 260

based UI detection model. Our model is responsi- 261

ble for detecting basic UI elements covering ICON 262

(133 types, extended from (Sunkara et al., 2022)), 263

TEXT, IMAGE, INPUT_FIELD and KEYBOARD. 264

Similar to previous works (You et al., 2024; Fan 265

et al., 2024), we group basic elements into asso- 266

ciated items, namely high-level widgets. Since 267

screen annotations enable textual representation of 268

screens (Baechler et al., 2024), we refer the task 269

of generating such annotations solely based on the 270

input image as screen annotation task, used as a 271

pre-training task mentioned in Section 2.2. An ex- 272

ample of screen annotation is shown in Figure 6(c). 273

3.2 Fundamental Tasks 274

The process of GUI screen streams can be divided 275

into several minor steps (Zhang et al., 2024b), in- 276

cluding describing the screen, referring to the target 277

UI elements and generating the corresponding ac- 278

tion coordinates. Hence, we define four fundamen- 279
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UI grounding UI referring Screen QA Screen Sum.

(a) Task distribution

FunUI

UI grounding UI referring Screen QA Screen Sum.

Category #sample

Attribution 2418

Identification 1502

Relation 1137

Location 1036

Operation 1110

Time 862

Numerical 774

Function 623

Judgement 426

(b) Types of UI elements (c) Diverse Screen QA pairs

11.6%

21.9%

46.2%

20.3%

(d) Lengths of Screen Summarization

UI grounding

UI referring

Screen QA

Screen Sum.

Figure 4: Statistics of FunUI Benchmark. (a) Distributions of four fundamental tasks. The deep and shallow color
represents for English and Chinese, respectively. (b) Various UI types included. (c) Diverse categories of screen QA
pairs. Note that these categories are not mutually excluded. (d) The annotated summarization lengths.

tal one-step tasks that are crucial for screen stream280

understanding, as shown in Figure 1. Specifically,281

these fundamental tasks includes:282

• UI Referring: This task requires the model to283

describe the UI element based on its position on284

the screen, emphasizing the understanding of the285

functionality and semantics of UI elements.286

• UI Grounding: UI Grounding task measures the287

regional localization capability. The model is288

required to accurately locate UI elements based289

on the instructions (i.e. output bounding boxes).290

• Screen Question-Answering: For this task, the291

model has to answer questions related to element292

relationships. We categorize the questions into293

nine major types, detailed in Appendix A.2.294

• Screen Summarization: This task involves sum-295

marizing the main contents or functions of the296

screen with several sentences.297

In short, we collect samples for these fundamental298

tasks via two methods: For English screens, which299

already have widely recognized datasets, we sim-300

ply employ the corresponding dataset for each task301

to keep consistent with previous models (You et al.,302

2024; Baechler et al., 2024). For Chinese screens,303

we utilize the screen annotation generated with our304

UI detection model to prompt GPT-4V and gener-305

ate corresponding question-answer pairs. Figure 5306

summarizes the data collection pipeline. After gen-307

eration, we conduct manual check to ensure the308

correctness of these samples. The used prompts,309

more visualized examples for each task and other310

details can be found in Appendix A.2.311

3.3 GUI Navigation Tasks312

To fairly evaluate the screen stream processing abil-313

ity, two GUI navigation dataset are selected for314

English and Chinese mobile screens, respectively.315

GUI-Odyssey+ GUI-Odyssey (Lu et al., 2024)316

is a comprehensive dataset for evaluating GUI nav-317

igation agents on cross-app tasks, comprising of 318

7,735 navigation episodes from six categories of 319

apps. Within GUI-Odyssey, the click events are 320

recorded by coordinates (x, y). As shown in Fig- 321

ure 3, such representation hinders the precise eval- 322

uation of click actions. To tackle with the prob- 323

lem, we augment the click event annotations via 324

the bounding boxes of the corresponding UI ele- 325

ments recognized by our UI detection model. The 326

augmented dataset is called GUI-Odyssey+. 327

GUI-Zouwu There is a lack of GUI naviga- 328

tion episodes collected for Chinese mobile phones, 329

whose screen layout is vastly different from English 330

mobile devices. Therefore, we manually collected 331

3232 episodes, resulting in the first large-scale Chi- 332

nese GUI dataset, GUI-Zouwu. GUI-Zouwu spans 333

137 apps from 6 daily scenarios, including trip 334

(34.2%), shopping (18.3%), medical (15.5%), so- 335

cial (15.0%), locallife (9.6%) and message (7.3%). 336

For a detailed collection process of the data, please 337

refer to Appendix A.3. In consistent with GUI- 338

Odyssey+, the click events in GUI-Zouwu are an- 339

notated by the bounding box of UI elements. 340

4 FunUI Benchmark 341

The evaluation of the UI understanding capabilities 342

of MLLMs remains a open question. Main chal- 343

lenges comes from ambigous definiton of what is 344

the fundamental aspects of the UI understanding, 345

and the lack of an exhaustive dataset that could 346

cover both the various types of screen elements. 347

To remedy the blank in this area, we introduce 348

FunUI, a bilingual evaluation benchmark encom- 349

passing four fundamental UI understanding tasks. 350

UI grounding and UI referring tasks are designed to 351

access the regional location and identification abil- 352

ities of models, whereas screen question answer- 353

ing and screen summarization tasks require more 354

integrated analysis of the screen contents. Con- 355
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Model Tool Information Shopping Media Social Multi-Apps Overall ClickAcc

GPT-4V∗ 10.6 9.8 11.2 7.6 5.0 11.2 9.2 3.4

CogAgent 12.9 10.0 14.2 10.5 9.0 8.4 10.3 7.5
SeeClick 6.8 6.4 5.8 7.2 8.1 5.5 6.5 6.5
OdysseyAgent 81.5 63.6 62.2 72.5 72.5 68.8 70.8 43.8
UI-Hawk 88.2 70.9 66.8 82.4 81.4 80.1 79.4 76.3

Table 2: Sequential navigation performance on GUI-Odyssey+ dataset. We report the overall action matching
score on six categories of navigation tasks, including tool, information, shopping, media, social and multi-apps, and
the overall action matching score. “ClickAcc” stands for the accuracy of click actions, reflecting the grounding
ability of models. ∗Due to the budget limit, we randomly sampled 500 instances for each task category for evaluation.

cretely, FunUI distinguishes with previous bench-356

marks (Hsiao et al., 2022; Li and Li, 2022; Cheng357

et al., 2024) on the following aspects:358

• Bilingual: FunUI comprises of 2150 Chinese359

screens and 9347 English screens from Android360

devices, annotated with 14k and 18k samples,361

respectively. To the best of our knowledge, this362

is the first benchmark that enables the assessment363

of Chinese UI understandings.364

• Comprehensive: Instead of concentrating on sin-365

gle aspect of grounding (Cheng et al., 2024) or366

referring (Li et al., 2020), FunUI includes differ-367

ent evaluation dimensions of UI understanding,368

ranging from fine-grained UI grounding and UI369

referring, to complicated screen question answer-370

ing and screen summarization.371

• Diverse: FunUI covers various types of question372

answering pairs, including grounding and refer-373

ring questions about 120+ icons and widgets, and374

complex questions with related to elements rela-375

tions and arithmetics. This is more challenging376

for models to answer than text-related tasks used377

in GUICourse (Chen et al., 2024b).378

To ensure reliable evaluation under real scenar-379

ios, FunUI is carefully crafted: (1) For English380

screens, we meticulously select the union of test im-381

ages from authoritative dataset (Li et al., 2020; Bai382

et al., 2021; Hsiao et al., 2022; Wang et al., 2021)383

so that models trained for English screens could be384

consistently compared with previous SOTA meth-385

ods, i.e. Ferret-UI (You et al., 2024). (2) For386

Chinese screens, we recruited experienced annota-387

tors to label the questions along with the bounding388

boxes of related UI elements, enforcing the samples389

to be novel and excluded in existing resources. The390

basic statistics of FunUI are illustrated in Figure 4.391

We promise to open-source this benchmark.392

5 Experiments 393

5.1 Experimental Setup 394

Baselines We adopt different types of MLLMs as 395

the baselines: (1) the proprietary GPT-4V (OpenAI, 396

2023), (2) the open-source models like Qwen-VL- 397

Chat (Bai et al., 2023) and InternVL2-8B (Chen 398

et al., 2024c), (3) models specifically designed for 399

GUI tasks, including MLLMs for screen under- 400

standing like Spotlight (Li and Li, 2022), Ferret- 401

UI (You et al., 2024) and SeeClick (Cheng et al., 402

2024), and MLLMs targeted for GUI navigation 403

like CogAgent (Hong et al., 2024) and OdysseyA- 404

gent (Lu et al., 2024). Since currently all UI- 405

specific models are trained under English contexts, 406

we only compare UI-Hawk with three generalist 407

MLLMs that could understand Chinese, GPT-4V, 408

Qwen-VL-Chat and InternVL2-8B. 409

Evaluation Metrics For fundamental tasks, we 410

use the accuracy computed at IoU=0.5 for UI 411

grounding, SQuAD-F1 score (Hsiao et al., 2022) 412

for screen question answering, and CIDEr for UI 413

referring. With regard to screen summarization, we 414

utilize CIDEr for English evaluation and GPT-4O 415

as the judger for Chinese evaluation, since the an- 416

notated Chinese screen summarizations are longer 417

and more complicated. For GUI navigation, we 418

employ the widely used action matching score as 419

the metric (Zhan and Zhang, 2023; Rawles et al., 420

2024; Lu et al., 2024). Details are in Appendix C. 421

5.2 Main Results 422

Screen Understanding Table 3 demonstrates the 423

performance of UI-Hawk compared with previous 424

state-of-the-art models on various screen under- 425

standing tasks. On English screens, compared to 426

Spotlight and Ferret-UI, UI-Hawk possesses su- 427

perior results in UI referring and screen question- 428

answering. Compared with SeeClick, UI-Hawk 429

exhibits better performance on grounding, even 430
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Model GRD REF SQA SUM

Acc CIDEr F1 CIDEr

GPT-4V∗ 2.3 23.5 74.7 34.8

Spotlight† – 141.8 – 106.7
Ferret-UI† – 140.3 – 115.6
SeeClick 29.6 – 28.3 102.3

UI-Hawk 63.9 144.3 85.9 106.5
(a)Results on English screens.

Model GRD REF SQA SUM

Acc CIDEr F1 GPT

GPT-4V∗ 2.0 5.5 52.4 60.8

Qwen-VL 2.2 1.3 45.7 47.3
InternVL2 – 14.5 60.4 77.9

UI-Hawk− 63.9 62.3 50.9 78.7
UI-Hawk 67.6 66.2 53.6 79.5

(b)Results on Chinese screens.
Table 3: Performance of UI understanding on FunUI
benchmark. GRD: grounding, REF: referring, SQA:
screen question answering, SUM: screen summarization.
∗Due to the budget limit, we randomly sampled 500
samples for each task for evaluation. †Performance of
the close-source model from its original paper.

though SeeClick uses 320k English screenshots for431

training. Although UI-Hawk slightly falls short on432

screen summarization, the results are still compet-433

itive. Since there is a lack of Chinese UI-specific434

models, we compare UI-Hawk with GPT-4V and435

Qwen-VL. We additionally include a minor version436

of UI-Hawk, UI-Hawk-Minus, which is fine-tuned437

on a total of 128k Chinese samples, where each438

fundamental task accounts for 32k samples. As439

shown in Table 3(b), even UI-Hawk-Minus sur-440

passes Qwen-VL and InternVL2 on grounding and441

referring by a large margin, and it achieves on-442

par performance with GPT4V in screen question443

answering. This underscores the scarcity of UI-444

related information in general data, proving the445

significance of constructing such training samples446

to acquire the domain-specific knowledge. Overall,447

Table 3 suggests that UI-Hawk is a bilingual model448

with advanced screen understanding capabilities.449

GUI Navigation We follow the evaluation450

methods used by CogAgent (Hong et al.,451

2024), SeeClick (Cheng et al., 2024) and GUI-452

Odyssey (Lu et al., 2024) to assess the performance453

of UI-Hawk under in-domain settings. As shown454

in Table 2, SeeClick performs poorly, as it only455

predicts the “CLICK” actions and does not general-456

ize well to GUI-Odyssey+. UI-Hawk significantly457

outperforms all other models, achieving a 9% abso-458

lute increase in overall action matching score and a459

Model UI-PT UI-SFT GRD NAV

TextHawk × × 18.0 71.6
TextHawk+UI × ✓ 54.7 75.9

UI-Hawk-Naive ✓ × 33.8 75.7
UI-Hawk ✓ ✓ 63.9 79.4

Table 4: Ablation study on the effect of UI-related
training phrases. As TextHawk is pre-trained purely on
document-related tasks, we label × on the “UI-PT” col-
umn to distinguish it with our pre-training that involves
screen annotation data. The accuracy of English UI
grounding task (GRD) and the overall action matching
score on GUI-Odyssey+ dataset (NAV) are reported.

32.5% absolute increase in the prediction accuracy 460

of click operations compared to the most capable 461

OdysseyAgent. The results validate that UI-Hawk 462

represents a state-of-the-art GUI agent. 463

5.3 Ablation Studies 464

The Impact of Training Strategy To further il- 465

lustrate the validity of the collected data and as- 466

sociated training strategy, highlighting the differ- 467

ences between UI-Hawk and TextHawk (Yu et al., 468

2024), we conducted ablation experiments on train- 469

ing phases. We compare UI-Hawk with the origi- 470

nal TextHawk model, TextHawk+UI model that is 471

continually trained with our two-stage fine-tuning 472

scheme, and UI-Hawk-Naive that only undergoes 473

our UI-related pre-training phrase. Results on Ta- 474

ble 4 demonstrate that: (1) screen annotation task is 475

beneficial for structural understanding of screens; 476

(2) our proposed four fundamental screen under- 477

standing tasks are crucial for the enhancement of 478

both grounding and navigation capabilities. 479

The Impact of Fundamental Screen Understand- 480

ing To further investigate the influence of each 481

fundamental task towards the final navigation per- 482

formance, we randomly sample 64k data for each 483

task to conduct the stage one fine-tuning. As shown 484

in Table 5, each fundamental task contributes to the 485

improvement of navigation performance, within 486

which UI grounding task influences the prediction 487

of click operations most. Model trained on the av- 488

eragely mixed data (line 8) has outstanding perfor- 489

mance on GUI-Odyssey+ but marginally inferior to 490

the model trained solely on screen question answer- 491

ing (line 5) on GUI-Zouwu. We attribute this to 492

the Chinese screen summarization task, as in line 6 493

its positive influence is minimal. We finally build 494

UI-Hawk with all collected samples as the training 495

data, which excels in both English and Chinese 496

GUI navigation tasks. These results validate the 497
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Line Grounding Referring ScreenQA Screen Sum. History GUI-Odyssey+ GUI-Zouwu

EN CN EN CN EN CN EN CN Overall ClickAcc Overall ClickAcc

(1) T 71.7 66.9 41.2 49.3
(2) V 75.7 71.9 44.8 56.5

(3) ✓ ✓ V 77.8 74.5 46.1 59.2
(4) ✓ ✓ V 77.7 73.9 46.0 58.4
(5) ✓ ✓ V 77.6 73.6 46.5 58.4
(6) ✓ ✓ V 77.3 73.1 45.6 57.7

(7) ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ T 72.7 68.1 43.3 55.6
(8) ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ V 78.3 75.1 45.9 58.4

(9) Full Data V 79.4 76.3 47.9 61.4

Table 5: Ablation study on the effect of fundamental UI tasks and different history representations. "T" and
"V" represents textual and visual history, respectively. Following (Lu et al., 2024), the default history length is set
as 4 across all experiments. “✓” means we sample 32k examples from the corresponding task as the training data.
For English grounding tasks, we repeat the original 16k training samples to 32k for a fair comparison.

significance of enhancing screen understanding in498

the development of autonomous GUI agents.499

The Impact of Screen Streaming History mod-500

eling of sequential decision-making tasks has long501

been a problem, especially for MLLMs with lim-502

ited context windows. To gain a deep insight on the503

effect of screen streaming encountered during navi-504

gation, we further conduct an ablation study on us-505

ing plain text-based historical actions only, or using506

screen sequences of historical screenshots together507

with historical actions. The results presented in Ta-508

ble 5 indicate that visual history information has an509

essential impact on GUI navigation. Such impact510

is much more significant than the impact brought511

by fundamental screen abilities, demonstrating that512

screen stream understanding is not only beneficial513

but also essential for GUI navigation.514

6 Related Works515

Automatic execution of user instructions on mobile516

devices has been a trend. Early works (Shi et al.,517

2017; Deka et al., 2017; Liu et al., 2018) concen-518

trated on synthetic web or mobile screens. Later,519

datasets are collected on real webs and apps (Burns520

et al., 2021; Sun et al., 2022; Deng et al., 2024;521

Lu et al., 2024) and further scaled-up to facili-522

tate the training (Rawles et al., 2024; Chen et al.,523

2024a). Recent progress in this area are dominated524

by proprietary MLLM-based agents (Yang et al.,525

2023; He et al., 2024), relying on visual prompt-526

ing (Yan et al., 2023; Zheng et al., 2024), complex527

context modeling (Zhang et al., 2024b,a) or self-528

refine (Kim et al., 2024) capabilities of language529

models to generalize on user interfaces. The lack530

of screen-related training make such agents strug-531

gles with grounding to correct UI elements (Yan532

et al., 2023; Zheng et al., 2024), even with the533

view hierarchy or other annotations as additional 534

inputs (Wen et al., 2023; Wang et al., 2024). To 535

deal with this problem, this work constructs a uni- 536

versal GUI agent UI-Hawk by customizing a open- 537

sourced MLLM on multiple fundamental screen- 538

related tasks aimed for better screen understanding. 539

Since screen understanding is significant (Bai 540

et al., 2021; Zhang et al., 2021; Venkatesh et al., 541

2022), several works utilize open-sourced MLLMs 542

as the foundation and fine-tunes the model on par- 543

tial aspects of screen-related tasks (Li and Li, 2022; 544

Jiang et al., 2023; Hong et al., 2024; Cheng et al., 545

2024). However, these models only takes text- 546

based history, overlooking the information carried 547

by historical screen streams. To bridge the gap, we 548

propose to integrate the screen stream processing 549

capability into GUI agents. Through a history- 550

aware visual encoder and an efficient resampler, 551

UI-Hawk achieves state-of-the-art performance on 552

GUI navigation by using screen streams as input. 553

7 Conclusion 554

In this paper, we introduced UI-Hawk, a GUI agent 555

focused on screen stream understanding. Leverag- 556

ing the efficient architecture to tackle with screen 557

streams, UI-Hawk excels in four fundamental 558

screen understanding tasks, including UI ground- 559

ing, UI referring, screen question answering, and 560

summarization. For a comprehensive assessment, 561

we established the bilingual FunUI benchmark to 562

evaluate the screen comprehension of MLLMs. Ex- 563

tensive experiments demonstrates that UI-Hawk 564

sets new state-of-the-art performance on GUI navi- 565

gation tasks, highlighting the importance of robust 566

screen understanding for autonomous GUI agents. 567
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Limitations568

As layout styles evolve, general knowledge of UI569

elements remains transferable. Since there exists570

numerous widly-adoped high-quality annotations571

on RICO datsets, we utilize these data to construct572

the basic UI tasks for English screen. Our ablation573

study (see Table 5) shows that such transferable574

UI knowledge improve the performance on GUI-575

Odyssey+ dataset, whose screens are newly col-576

lected. However, to build a practically reliable GUI577

agent in real life, it is still essential to have updated578

screens and apps as training data. We leave it for579

future work to collect more training samples on580

up-to-date English apps, and explore the long-term581

effect to understand whether UI-Hawk could adapt582

to evolving GUI designs.583
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A Data Collection843

Here we provide the details about our data collec-844

tion process. In Section A.1, we demonstrate how845

we collect screen annotations and convert it into a846

pre-training task. In Section A.2, we provide the847

details about the prompting of GPT-4V to generate848

samples. In Section A.3, we illustrate the design of849

GUI-Zouwu and the data collection process.850

A.1 Screen Annotation851

Screens collected by automated traversal often have852

a high degree of repetition (Feiz et al., 2022). We853

employ a pixel-wise filtering algorithm combined854

with screen structure to eliminate duplicate images.855

Screen Filtering We observe that the screenshots856

collected through automated traversal often con-857

tain many duplicates, as clickable elements do not858

always lead to a page transition. Therefore, we859

utilize a two-step filtering algorithm to remove the860

duplicates. We first perform a pixel-wise check861

of the images, with the goal of filtering out iden-862

tical screens to reduce the computational load on863

subsequent algorithms. Then, we use our trained864

RT-DETR model to detect the UI elements, thereby865

extracting the structural information of the screen.866

We define a screenshot as duplicated if its struc-867

ture remains unchanged while unimportant content,868

such as carousel images or advertisements, varies.869

Therefore, we mask regions in the screen that are la-870

beled as “IMAGE” and then perform the pixel-wise871

comparison of the masked images. About 15% of872

the screens are filtered.873

Screen Annotation We find existing UI detec-874

tion models have some deficiencies. Recent open-875

sourced UI element detection models (Sunkara876

et al., 2022; Fan et al., 2024) have severe issues877

including inaccurate bounding boxes and missed878

detections. As shown in Figure 6(a), IconNet de-879

tects bounding boxes that are smaller than the ac-880

tual elements, and it misses detecting the app icons881

for Photos and YouTube. Moreover, these models882

are trained on English data, hence perform poorly883

on Chinese mobile screens. Therefore, we build884

our own RT-DETR model by manually collecting885

270k bounding boxes from both Chinese and En-886

glish screens, achieving an average recall of 95%887

for various UI elements. An illustration example is888

shown in Figure 6(b). Following (Baechler et al.,889

2024), we construct the textual representation of890

a screen by considering the containment relation-891

ships between the elements. See Figure 6(c) for 892

an example. We define the screen annotation task, 893

which requires the model to generate the structured 894

textual representation of screens by taking the im- 895

age solely as the input. 896

A.2 Fundamental Tasks 897

The ability to understand screen streams is built 898

upon the understanding of individual screens. 899

Therefore, we designed four fundamental tasks to 900

help the model comprehend screen contents. 901

UI Referring This task requires the model to de- 902

scribe the UI element based on its position on the 903

screen, emphasizing the understanding of the func- 904

tionality and semantics of UI elements. For English 905

screens, we utilize the open-sourced dataset Wid- 906

get Caption (Li et al., 2020). For Chinese screens, 907

we distinguish the data by the UI types, where 908

question-answer pairs related to ‘TEXT’ elements 909

(i.e. OCR) are generated by templates and others 910

are generated by prompting GPT-4V. We finally 911

construct 600k referring samples. 912

UI Grounding This task measures the regional 913

localization capability. The model is required to 914

accurately locate UI elements based on the in- 915

structions. For English screens, Referring Expres- 916

sion (Bai et al., 2021) dataset is used. For Chinese 917

screens, since grounding is the reverse process of 918

referring, we utilize GPT-4-Turbo to rewrite the re- 919

ferring question-and-answer pairs as the grounding 920

data, resulting in 580k Chinese grounding samples. 921

Screen question answering For this task, the 922

model has to answer questions related to element 923

relationships. Specifically, we categorize the ques- 924

tions into nine major types, which are: 925

• Identification Questions: These involve queries 926

about what something is, such as “What is the 927

doctor’s name?" when presented with a doctor’s 928

information, but not directly telling you that this 929

person is a doctor. 930

• Attribution Questions: Such questions involve 931

associated attributes of screen elements, such as 932

“What is the rating of the xxx?" and “Who is the 933

author of the book yyy?". 934

• Relationship questions: These include compar- 935

isons between two or more screen elements, such 936

as “Which one has a higher price, A or B?" or 937

“Which shopping market is the farthest away?" 938

• Localization questions: These questions provide 939
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Shared System Prompt

Screen Sum. 
Prompt

Screen Annotation

UI Grounding

UI Referring

Screen QA

Screen Sum.

UI Grounding 
Prompt

UI Referring 
Prompt

Screen QA 
Prompt

IMAGE [1, 5, 1210, 392] (
ICON_ARROW_BACKWARD [37, 132, 92, 211]
WIDGET [1093, 127, 1181, 236] (
ICON_GLOBE [1105, 123, 1167, 181]
TEXT 客服 [1097, 182, 1174, 230]

)
TEXT 广告 [23, 297, 111, 347] 
WIDGET [144, 113, 1045, 364] (
TEXT 一张票 [258, 131, 549, 260]
TEXT 开始你的旅程 [348, 210, 1011, 368]

)
)
WIDGET [28, 370, 1184, 519] (
TEXT 单程 [164, 410, 278, 473] 
TEXT 往返 [554, 414, 653, 471]
TEXT 低价机票 [895, 412, 1079, 472]

)
WIDGET [30, 513, 1181, 1515] (
WIDGET [78, 560, 1133, 671] (
TEXT 购票前先领券，下单享优惠 [97, 587, 530, 643]
ICON_CROSS [1056, 593, 1097, 634]

)
WIDGET [33, 682, 1175, 886] (
TEXT 北京 [78, 697, 295, 865] 
IMAGE [532, 722, 678, 862]
TEXT 上海 [954, 725, 1125, 848]

)
. . .

Figure 5: Overall data collection pipeline.

a detailed description of a specific screen element940

and then ask about its location on the screen, such941

as “Where is the 2019 MacBook Air product942

located on the screen?"943

• Operation Questions: These questions involve944

operations on the screen, such as “How to open945

the shopping cart?"946

• Temporal Questions: Any questions related to947

time or date fall into this category, such as “What948

is the current time on the screen?" or “What are949

the departure and arrival dates of the flight?"950

• Numerical Questions: These contain any ques-951

tions related to numbers or calculations, such as952

“How many items are there in the cart?" or “What953

is the lowest price of the science fictions?"954

• Judgement Questions: These questions involve955

making yes/no or true/false determinations. For956

example, “Is it possible to upgrade to VIP? "957

For English screens, we employ the Google958

ScreenQA datset (Hsiao et al., 2022). For Chinese959

screens, we prompt GPT-4V by faked in-context960

samples to generate question-answer pairs corre-961

sponding to these major categories. In total, we962

obtain 1200k Chinese samples.963

Screen Summarization This task involves sum-964

marizing the main contents or functions of the965

screen. Specifically, for English screens, existing966

Screen2words (Wang et al., 2021) dataset is ap-967

plied to maintain a fair comparison with previous968

SOTA models (You et al., 2024). For Chinese, we969

employ GPT-4V to concisely describe the screen970

within three sentences. Around 50k Chinese screen971

descriptions are annotated by GPT-4V.972

As shown in Figure 4(d), the generated Chinese 973

summarizations are longer than English ones, mak- 974

ing them less suitable for evaluation using CIDEr. 975

Therefore, we utilize GPT-4O as the judger and 976

score the response from four different perspectives. 977

Figure 5 summarizes the data collection pipeline. 978

The prompts we used are summarized in Figure 8 979

and Figure 9. Note that due to the poor recogni- 980

tion ability of GPT-4V on Chinese characters, we 981

include detected screen annotations as additional 982

input to reduce the hallucinations during data gen- 983

eration. Apart from the referring text data gener- 984

ated by templates, we conduct manual verification 985

for all sample pairs. We recruit around 50 anno- 986

tators, and allocate data for each annotator on a 987

per-image basis. Annotators are required to cor- 988

rect all samples for each assigned image. Once the 989

human annotation is completed, our data quality 990

team conducts acceptance checks. Specifically, in 991

each round, 10% of the images are sampled for 992

inspection. If the accuracy of the sampled data ex- 993

ceeds 95%, it passes; otherwise, the data undergoes 994

a second round of annotation. The average number 995

of annotation-verification rounds per image is 2.6. 996

A.3 GUI-Zouwu 997

To evaluate the influence of screen streaming in 998

Chinese mobile devices, we construct GUI-Zouwu 999

dataset. We first identify six major scenarios from 1000

daily life, involving trip, shopping, medical, social, 1001

locallife and message. We collect data from the top 1002

apps involved in each scenario. For each scenario, 1003

instead of using predefined task templates, we in- 1004

struct annotators to first explore the app and then 1005
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(a) IconNet (b) Our RT-DETR (c) Screen annotationRaw Screen

ICON, TEXT, IMAGE WIDGET Missed Detections

ICON_EXPAND_MORE [602, 1, 635, 34]
TEXT 10 [631, 1, 685, 36]
TEXT Wed, Aug 24 [57, 88, 246, 132]

WIDGET [22, 884, 717, 1291] (
WIDGET [217, 908, 338, 1063] (

IMAGE [222, 909, 330, 1016]
TEXT Gmail [240, 1025, 313, 1059]

)
WIDGET [380, 907, 506, 1062] (

IMAGE [390, 908, 497, 1016]
TEXT Photos [400, 1025, 485, 1058]

)
WIDGET [549, 907, 672, 1061] (

IMAGE [558, 909, 664, 1014]
TEXT YouTube [562, 1025, 661, 1058]

)
ICON_TELEPHONE [57, 1155, 162, 1260]
IMAGE [224, 1155, 329, 1260]
IMAGE [390, 1154, 498, 1263]
WIDGET [558, 1157, 663, 1259] (

IMAGE [560, 1156, 662, 1259]
)

)

INPUT_FIELD [57, 1318, 663, 1407] (
IMAGE [80, 1337, 131, 1388]
IMAGE [592, 1336, 640, 1389]

)
……

Figure 6: Comparison of different detection models. (a) The detection outcomes from IconNet (Sunkara et al.,
2022). (b) The detection outcomes from RT-DETR model trained by us. (c) Corresponding screen annotation.

Task EN CN

UI Grouding 565 3124
UI Referring 3621 3369
Screen QA 9186 5525
Screen Sum. 4310 2150

Table 6: #Samples of each fundamental task in FunUI
benchmark. “Screen QA” and “Screen Sum.” represent
screen question answering task and screen summariza-
tion task, respectively.

create tasks based on the functionalities the app1006

can perform. This approach ensures the diversity1007

of tasks. Once the tasks are defined, we ask the1008

annotators to complete the tasks based on the given1009

instructions. The data quality team then checks the1010

accuracy of the collected sequences and the quality1011

of the task instructions. Finally we obtain 32321012

instruction-episode pairs, covering 137 apps, with1013

an average of 20 navigation episodes per app and1014

15 apps per scenario.1015

A.4 FunUI Benchmark1016

As we have mentioned in Section 4, we build1017

FunUI benchmark by two methods:1018

• For English screens, we carefully select the union1019

of test images from authoritative dataset (Li et al.,1020

2020; Bai et al., 2021; Hsiao et al., 2022; Wang1021

et al., 2021). We did so for two reasons: (1)1022

consistency of evaluation: Models trained for1023

English screens could be consistently compared 1024

with previous SOTA methods, i.e. Ferret-UI (You 1025

et al., 2024). (2) leveraging existing resources: 1026

We observed that although the difficulty of these 1027

authoritative datasets are moderate, the perfor- 1028

mance of models were suboptimal (see Table 3), 1029

especially on UI grounding and screen question 1030

answering tasks. This indicates that the poten- 1031

tial of these datasets has not been fully explored. 1032

Therefore, we believe that these datasets still hold 1033

significant value and are worth utilizing as evalua- 1034

tion data. This is also an environmentally friendly 1035

approach that reduces resource consumption. 1036

• For Chinese screens, we recruited experienced 1037

annotators to label the questions along with the 1038

bounding boxes of related UI elements, enforcing 1039

the samples to be novel and excluded in existing 1040

resources. Annotators are also required to ex- 1041

clude the questions and screens that might lead 1042

to privacy leakage. Specifically, we selected 10 1043

annotators with the highest accuracy from the 1044

pool of workers who labeled the training data of 1045

four fundamental tasks (we have mentioned in 1046

Appendix A.2). We required annotators to follow 1047

the prompts in Figure 8 and Figure 9, while also 1048

taking into account human usage habits and the 1049

primary functionality of the current screen. As 1050

these data are used for evaluation, our data qual- 1051

ity team reviewed all the samples and retained 1052
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On this page, to go to 
analyst corner, where should 
I navigate to?

[6, 1567, 510, 1640]

展示了全国消防日及其相关
日期的控件的边界框是？

[4, 1317, 1159, 1487]

Ground Truth Prediction

Provide a brief caption of the 
given bounding box on the screen.

Toggle to switch the private 
search on

边界框 [28, 809, 1048, 
1321] 中的控件有何作用？

该控件是广告促销控件，展示了
标题‘产业带全国货消费券’，
包含不同金额的南山消费券和一
个去领取按钮。

How many minutes ago was the 
video uploaded?

The video was uploaded 18 
minutes ago.

最近添加的内容在哪个位置？

最近添加在屏幕顶部。

Ground Truth: 最近添加的内容是页面左上角的第一张图片。

Briefly outline the content 
shown by this screen.

This page displays the QR 
code of a payment app.

如何概括屏幕截图中的页
面内容？

这是饿了么的订单提交页面，
下方列出了两道折扣菜品，
显示订单合计金额为87.8元
和已优惠48.2元，并有一个
蓝色按钮用于提交订单。

Figure 7: Qualitative examples of UI-Hawk in FunUI benchmark. In most cases, UI-Hawk can perform the
tasks well. While in some cases where the screen is obstructed or the question contains implicit app knowledge,
UI-Hawk’s answer would be inaccurate. As shown in the Chinese example of screen question answering task,
UI-Hawk fails to identify the most recently added image but conduct OCR to answer the question.

15



only the correct ones, resulting in 14k samples.1053

The detailed statistics for each evaluation task are1054

presented in Figure 4 and Table 6. Visualized1055

examples are shown in Figure 7.1056

B Training Details1057

During the whole training, we adopt AdamW op-1058

timizer, with β1 = 0.9, β2 = 0.95, and a weight1059

decay of 0.05. All the training is conducted on1060

Tesla V100 GPUs.1061

Pre-Training For pre-training, we utilize images1062

of various sizes and aspect ratios. As we employ1063

SigLIP-SO (Zhai et al., 2023), each sub-image is1064

sized at 224 × 224. The language backbone is1065

Qwen2-7B (Yang et al., 2024). We employ an ef-1066

fective batch size approaching 1500 and we train1067

UI-Hawk for about one epoch on a data mixture of1068

screen annotation data and other document-related1069

data used in (Yu et al., 2024). The resampler, the1070

LoRA for ViT and LLM, and the randomly initial-1071

ized detection head are updated. The learning rate1072

is linearly increased to 1.5× 10−4 during the first1073

3% of steps, then gradually decays to 5 × 10−61074

following a cosine schedule.1075

Supervised Fine-Tuning During fine-tuning, we1076

integrate LoRA weights into the LLM and jointly1077

train the entire model, excluding the visual encoder.1078

At stage one, we set the context length as 2048 and1079

fine-tune the model on four fundamental screen1080

tasks for one epoch, using a batch size of 256. At1081

stage two, we adapt the model to sequential tasks1082

by increasing the context length to 4096. The batch1083

size is set as 64. During each fine-tuning stage, the1084

learning rate is linearly increased to 2e−5 at the1085

beginning 3% of steps, then gradually reduced to 01086

using cosine decay schedule.1087

C Evaluation Details1088

C.1 Fundamental Tasks1089

UI Grounding Previous work often employ a1090

relatively low IoU threshold, such as IoU =1091

0.1 (Baechler et al., 2024), when evaluating ground-1092

ing tasks. However, in the field of object detection,1093

setting the IoU threshold at 0.5 is more widely1094

used (Everingham et al., 2010). This stricter stan-1095

dard prevents the exaggeration of the performance1096

(as shown in Table 8).1097

UI Referring For referring, we apply the CIDEr1098

metric (Vedantam et al., 2015) as (Li et al., 2020)1099

has done, as this task is relatively straightforward 1100

and the responses are typically one sentence long. 1101

Screen QA Following (Hsiao et al., 2022), we uti- 1102

lize the SQuAD-F1 score as the evaluation metric. 1103

For a specific question, we compile all candidate 1104

answers, whether they are long or short, into a ref- 1105

erence list. The model’s response is then compared 1106

to this list to calculate the score. 1107

Screen Summariztion As dipicted in Figure 4, 1108

there is a significant difference in the length distri- 1109

bution between Chinese and English summariza- 1110

tions, where English length measured by words and 1111

Chinese by characters. Hence, for English sum- 1112

marizations, we use the CIDEr metric as (Wang 1113

et al., 2021). For Chinese summarizations, we em- 1114

ploy GPT-4O as the judger to score the responses 1115

from the following four aspects: (1) Content: As- 1116

sesses how well the summary captures the main 1117

content and functionality of the screen; (2) Struc- 1118

ture: Judges the accuracy in reflecting the layout 1119

and structure of the screen; (3) Fluency: Evaluates 1120

the naturalness and readability of the generated 1121

text; (4) Authenticity: Measures whether the sum- 1122

marizations is truthful and free from hallucinations. 1123

We instruct GPT-4O to assign a score between 0 1124

and 10 for each aspect, and compute the final score 1125

as an average of these four scores multiplied by 10. 1126

The detailed scores can be found in Table 7. 1127

C.2 GUI Navigation 1128

Action Space Following (Zhang et al., 2024b), 1129

we unify the action space into 5 kinds of actions: 1130

CLICK, SCROLL, TYPE, PRESS and DONE: 1131

• CLICK(bbox=[x1, y1, x2, y2]): click (in- 1132

cluding long press) the UI element whose exact 1133

bounding box is [x1, y1, x2, y2]. 1134

• SCROLL(direction="up|down|left|right"): 1135

swipe the screen to a specified direction. 1136

• TYPE(text="..."): type text with keyboard. 1137

• PRESS(button="home|back|recent"): press 1138

the system level shortcut buttons provided by 1139

Android OS. “press home" means directly going 1140

to the home screen, “press back" means mov- 1141

ing to the previous screen, “press recent" means 1142

jumping to the most recent app. 1143

• DONE(status="complete|impossible"): stop 1144

and judge whether the task has been completed. 1145

Metrics We utilize the action matching 1146

score (Rawles et al., 2024; Zhan and Zhang, 2023) 1147
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Content Structure Fluency Authenticity GPT-Score

GPT-4V* 5.52 5.83 7.64 5.34 60.8

Qwen-VL 4.13 4.32 6.44 4.02 47.3
InternVL2-8B 7.34 7.50 8.41 7.91 77.9

UI-Hawk-Minus 7.45 7.71 8.53 7.79 78.7
UI-Hawk 7.51 7.84 8.60 7.85 79.5

Table 7: Details of the evaluation for Chinese screen summarization. We evaluate from four perspectives:
content(0-10), structure(0-10), fluency(0-10) and authenticity(0-10). The final GPT-Score is 10× the average score.

(en) GPT4-V SeeClick UI-Hawk

IoU=0.1 27.4 62.1 85.5
IoU=0.5 2.3 29.6 63.9

|∆| 25.13 32.57 21.59

Table 8: Impact of IoU thresholds on grounding ac-
curacy. Obviously, a low IoU threshold exaggerates the
model’s performance, especially for those models with
inaccurate bounding box predictions.

to evaluate the action prediction accuracy. An1148

action is considered correct if both the action type1149

and the details (i.e. scroll direction, typed text,1150

clicked position and pressed button) match the1151

gold ones. Previous works take CLICK action as1152

correct if the predicted click point fall within a1153

14% screen distance from the gold gestures, which1154

is very inaccurate as shown in Figure 3. Therefore,1155

as our datasets contains the bounding boxes of the1156

elements, we define CLICK actions to be correct1157

if the predicted click point or the center of the1158

predicted bounding box falls within the ground1159

truth bounding box (Li et al., 2022; Zhang et al.,1160

2023). For SCROLL actions, we compare whether1161

the predicted direction matches the ground truth.1162

For TYPE actions, if the Average Normalized1163

Levenshtein Similarity (ANLS) between the1164

predicted text and the ground truth is lower than1165

0.5, we consider it correct. For PRESS actions, we1166

compare the predicted button with the ground truth1167

and consider it as correct if the two are exactly1168

the same. For DONE actions, we consider the1169

prediction correct as long as the action type is1170

accurately predicted.1171

D Further Analysis1172

D.1 Choice of Model Structure1173

We have explored the influence of different ar-1174

chitectures, together with the training settings in1175

our preliminary experiments to support both Chi-1176

nese and English screen understanding. As most1177

MLLMs have native support for English, we put1178

ViT LLM GRD-zh GUI-Zouwu

SigLip-SO InternLM1.0 63.8 45.3
SigLip-SO Qwen2 67.6 47.9
SigLip-SO InternLM2.5 67.9 47.4

Table 9: Influence of difference language backbones.

Unfreeze ViT GRD-zh GUI-Zouwu

× 62.5 42.0
✓ 67.9 47.4

Table 10: Comparison between freezing and unfreez-
ing the ViT during pre-traning.

the emphasis on Chinese performance. 1179

Language backbone We select three LLMs, 1180

including InternLM1.0 used by TextHawk, In- 1181

ternLM2.5 which is superior to InternLM1.0, and 1182

the most recent Qwen2 as the candidates. As shown 1183

in Table 9, Qwen2- and InternLM2.5-based agents 1184

show better grounding performance, with Qwen2- 1185

based agent excelling in sequential navigation tasks. 1186

Thus, UI-Hawk is built with Qwen2 backbone. 1187

Unfreezing ViT during pre-training We fol- 1188

low TextHawk (Yu et al., 2024) to use SigLip-SO 1189

as the visual encoder. Although TextHawk froze 1190

the ViT during the entire training process, several 1191

works have illustrated that train ViT is beneficial for 1192

obtaining advanced grounding capabilities (Chen 1193

et al., 2024c). Therefore, we conduct an ablation 1194

study. Table 10 validates that unfreezing ViT dur- 1195

ing pre-training leads to better grounding ability, 1196

and further improves the navigation performance. 1197

D.2 Impact of Screen Streams across MLLMs 1198

To further demonstrate the effectiveness of apply- 1199

ing screen streams into history, we have added two 1200

LoRA fine-tuned baseline models, Qwen2-VL and 1201

TextHawk. As shown in Table 11, under textual his- 1202

tory settings, UI-Hawk surpasses Qwen2-VL (they 1203

share the same Qwen2 language backbone), vali- 1204

dating our architecture advantages. Moreover, even 1205

T-history based UI-Hawk is better than V-history 1206
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Model FT? History Overall ClickAcc.

Qwen2-VL ✓ T 58.6 30.8
UI-Hawk ✓ T 73.9 69.3

OdyAgent ✓ V 70.8 43.8
TextHawk ✓ V 71.6 65.8
UI-Hawk ✓ V 79.4 76.3

Table 11: Comparison between the textual (T) and
visual (V) history across various agents fine-tuned
on GUI-Odyssey+ dataset.

based TextHawk, showing the significance of UI-1207

related training process. At the result, V-history1208

based UI-Hawk performs the best, validating the1209

effectiveness of both model and training strategies.1210
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Shared System Prompt

Your name is GUI-Expert, a user interface interaction assistant specifically designed for the
Android operating system.
- As a virtual assistant, you can interact with users through the operating system’s interface, assist
them in resolving requests, and provide descriptions of the content displayed in screenshots.

## Use Guidelines:
1. You are provided a screenshot of the current smartphone, along with a textual representation of
the current screen.
2. The textual representation is called “Screen Annotation", which is composed of a series of
detected UI elements.
3. Each UI element has a class, which is expressed in capital letter. The class is sometimes
followed by a description, and then 4 numbers between 0 and 999 represent the bounding box of
each element.

Your task is to respond to user requests by reviewing the screenshots of the mobile app
interface.

UI Grounding Prompt

Given the screenshot and the screen annotation, I need you to generate referring question-answer
pairs: Given a description of an element, provide the corresponding bounding box.

Based the provided referring question-answer pairs, you should convert the questions
and answers: While maintaining the original question-answer relationship, place the description
of the element into the question and respond with the element’s bounding box in the answer. Your
output must strictly adhere to the JSON format.

UI Referring Prompt

Given the screenshot and the screen annotation, I need you to generate referring question-answer
pairs: Given the bounding box of an element, describe the corresponding element.

## Requirements:
1. Question-answer pairs related to ICON: Users may ask questions about icons. Based
on elements classified as ICON in the screen annotation, generate potential questions and
corresponding answer pairs.
2. Question-answer pairs related to TEXT: The app interface contains a large amount of text.
Based on elements classified as TEXT and containing Chinese characters in the screen annotation,
generate potential user questions and provide the corresponding text from the screenshot.
3. Question-answer pairs related to WIDGET: The app interface consists of multiple basic
elements that form various interactive controls. Users may ask questions about the meaning or
functionality of these controls. Based on the higher-level elements identified as WIDGET in the
screen annotation, generate potential question-answer pairs.

## Response Format
{ “icon": [{“q": “...", “a": “..."}, ...], “text": [{“q": “...", “a": “..."}, ...], “widget": [{“q": “...",
“a": “..."}, ...] }

Figure 8: Data collection prompt for UI grounding and UI referring tasks. Note that we use the Chinese version
of above prompts to generate Chinese data.
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Shared System Prompt

Your name is GUI-Expert, a user interface interaction assistant specifically designed for the
Android operating system.
- As a virtual assistant, you can interact with users through the operating system’s interface, assist
them in resolving requests, and provide descriptions of the content displayed in screenshots.

## Use Guidelines:
1. You are provided a screenshot of the current smartphone, along with a textual representation of
the current screen.
2. The textual representation is called “Screen Annotation", which is composed of a series of
detected UI elements.
3. Each UI element has a class, which is expressed in capital letter. The class is sometimes
followed by a description, and then 4 numbers between 0 and 999 represent the bounding box of
each element.

Your task is to respond to user requests by reviewing the screenshots of the mobile app
interface.

Screen QA Prompt

Given the screenshot and the screen annotation, I need you to generate question-answer
pairs about the screen contents. You should consider this task from the following aspects:
{$screen_qa_types_and_examples}.
Please generate 10 potential questions and provide corresponding answers.

## Response Format: [{“q": “...", “a": “..."}, {“q": “...", “a": “..."}, {“q": “...", “a":
“..."}, ...]

Screen Summarization Prompt

Given the screenshot and the screen annotation, I need you to summarize the screen contents.
You should carefully observe the screenshot and summarize the contents. Ensure that your
description is clear and concise. Answer within threee sentences. The screen summarization
should include all important information on the screen and also focus on the screen layout,
describing the content in a top-to-bottom, left-to-right order. Note that:
1. For apps with specific names, directly use the app name instead of referring to it generically as

“the app."
2. Do not include inherent phone information, such as battery level, network signal, time, or
on-screen keyboard.

Figure 9: Data collection prompt for screen question-answering (QA) and screen summarization tasks. Note
that we use the Chinese version of above prompts to generate Chinese data.
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