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ABSTRACT

Auto-evaluation is crucial for assessing response quality and offering feedback for
model development. Recent studies have explored training large language models
(LLMs) as generative judges to both evaluate model responses and generate natu-
ral language critiques. However, existing models have been trained almost exclu-
sively with supervised fine-tuning (SFT), often only on a small number of datasets,
resulting in poor generalization across different evaluation settings and tasks. In
this paper, we investigate how learning from both positive and negative data with
direct preference optimization (DPO) enhances the evaluation capabilities of LLM
judges across three evaluation tasks: pairwise, single ratings, and binary classifi-
cation. We achieve this by creating three forms of DPO data from a diverse col-
lection of human and synthetic judgements on contemporary model outputs, with
the goal of training our model to generate meaningful critiques, make accurate
judgements, and understand what constitutes good and bad responses for a given
user input. To demonstrate the effectiveness of our method, we train judge models
of three sizes: 8B parameters, 12B, and 70B, and conduct a comprehensive study
over 13 benchmarks (7 pairwise, 4 single rating, and 2 classification), measur-
ing agreement with human and GPT-4 annotations. Our models exhibit the best
aggregate performance, with even our 8B model outperforming strong baselines
like GPT-40 and specialized judge models, such as OffsetBias-8B, Auto-J-13B,
Prometheus-2-8x7B, and Skywork-Critic-70B, in pairwise benchmarks. Further
analysis shows that our judge model robustly counters biases such as position and
length bias, flexibly adapts to practitioner-specified evaluation protocols, and pro-
vides helpful language feedback for improving downstream generator modelsﬂ

1 INTRODUCTION

Auto-evaluation plays an important role for assessing response quality and providing feedback for
improving large language models (LLMs) since human evaluation is expensive and unscalable. Due
to their impressive language understanding and generative capabilities, LLMs themselves have been
leveraged in recent studies as generative judges to not only evaluate outputs from other models, but
also provide free-text critiques as feedback for model alignment (Akytirek et al.l [2023; [Lu et al.
2023} Hu et al., |2024a)). Auto-evaluation using LLMs has evolved quickly, moving from prompting
high-performing LLMs, like GPT-4 (OpenAl, 2023), to training specialized judge models, which are
explicitly purposed to provide judgements given an original input instruction and model response(s).
The typical approach for training judge models involves collecting labeled data with ground-truth
judgement annotated by either humans or powerful LLMs, then training with supervised fine-tuning
(SFT) (Vu et al., [2024; L1 et al., 2023a; [Kim et al., 2024b). However, SFT alone is known to
be suboptimal, as it only allows LLMs to learn from positive examples with correct judgements
without learning to avoid generating incorrect judgements (Song et al.| 2020; [Pang et al.| [2024)).

In this work, we investigate learning from both positive and negative evaluations with direct pref-
erence optimization (DPO) (Rafailov et al.| [2024) to enhance the evaluation capabilities of gener-
ative judges. To collect preference pairs, we prompt an LLM to perform chain-of-thought (CoT)
evaluation of other models’ outputs for different evaluation tasks, covering single rating, pairwise
comparison and classification (Training Tasks (a) - (c) in Fig. [T). We then categorize the gener-
ated evaluations into positive and negative evaluations based on whether the final judgements match
ground-truth labels for DPO training. To enhance the judge’s ability to identify strong or weak

"We plan to release models for research purposes, pending institutional approval. Evaluation code jherel
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responses, we include a fourth training task (Training Task (d) in Fig.[T). Specifically, given the
original user input and a judge model’s evaluation, we train the judge model to deduce the original
model response(s), endowing our judge with an understanding about the very responses it judges.

Across all training tasks, the pairwise preference Troining Tass Preerence Pars for DPO-SFT: >
format of DPO data enables a flexible approach — @srespamessmasoesaen - Ui
in how we curate training data. Rather than mak- - - y'= {critique’, judgement}
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. . ™= judgement
as 18 dOIle 1n recent WOI‘k (Hu et al., 2024b), our (c) Classification: Does the response meet YY‘=JJUd§;emem‘

. the requirement of ...?

work creates three types of DPO preference pairs Deduction

(d) Response Deduction: Infer the original y*¥= response(s)

for targeted judge capability enhancement. Nat-  rciponse based on the evaluation and.. e
urally, to train our judge to produce both natu-

ral language critiques and judgements, we include Figure 1: Overview of our method. We train a
positive-negative samples with CoT critiques and  judge on three evaluation tasks (single rating,
Judgements. However, a potentially long CoT cri-  pajrwise comparison and classification) and an
tique sequence may dilute the training signal for ayxiliary task, response deduction, with DPO.
the final judgement, as most of the tokens are for  Three types of preference data are used: CoT

language flow and coherence but do not determine  Critique, Standard Judgement and Response
the final judgement (Chen et al.| [2024). To miti- Deduction.

gate this, we also train our judge model to provide

standard judgements without CoT critiques, which allows for more direct supervision for aligning
our generative judge with human annotation. These preference pairs, coupled with the previously
described response deduction pairs, enable our trained judges to (1) critique outputs, (2) make ac-
curate judgements, and (3) understand what consistutes a good or bad response. To create our DPO
data, we use a diverse array of existing preference data as gold labels. Unlike existing judge models,
which only use a small number of datasets to target specific judgement domains (Shiwen et al.,2024;
Park et al., [2024; Wang et al.| |2024c) or curate large training sets with older, potentially outdated
model outputs (Vu et al.| [2024), we source both human- and model-annotated data from a variety of
datasets with modern model outputs (largely 2023 and beyond). This holistic approach allows our
models to better generalize to various evaluation tasks, as we demonstrate with our experiments.

We train judge models of three sizes: 8B, 12B, and 70B parameters. In contrast to existing judges
(Table [I), our judges are trained using three unique types of pairwise DPO data to perform multi-
faceted evaluation (pairwise, single rating, classification). This is done without single rating-specific
changes to the DPO loss, as in the single rating only Themis (Hu et al.}2024b) or iterative training,
as in pairwise only Self-taught-evaluator (Wang et al.,2024c). The breadth of our evaluation tasks is
matched only by non-publicly released FLAMe (Vu et al.}|2024). We conduct a comprehensive set
of experiments, covering 13 different benchmarks across the three evaluation tasks to evaluate judge
capabilities in various domains, such as safety, reasoning, and instruction following. The results
validate both effectiveness and generalizability of our training and data curation methods, as many
of our evaluation tasks are unseen during training. Our largest model achieves the best aggregate
performance (84.25 pairwise accuracy, 0.76 single rating Pearson correlation, 85.60 classification
accuracy), surpassing GPT-4o0 (76.78 pairwise, 0.75 single rating, 85.47 classification) and other
strong judge models. Additional analysis shows that: (1) Our judges can robustly counter common
biases such as position and length bias, (2) Our judges accommodate a variety of prompting tech-
niques, offering use-case specific practitioner flexibility, and (3) Our judges can act as a powerful
reward models for model development by providing Al feedback and revising poor model responses.

2 BACKGROUND

As shown in Fig.[T] our judge models are trained to perform three evaluation tasks:
* Single Rating: Given a task input ¢ € 7 and a response € R generated by another model, the
judge assigns a score regarding the quality of the response.

* Pairwise Comparison: Given a task input ¢ € Z and a pair of responses {r1,72} € R generated
by two models, the judge provides a preference in terms of which one is better.

* Classification: Given a task input ¢ € Z and a response r € R generated by another model, the
judge classifies whether the output meets a certain criteria.
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Table 1: A survey of available judge models. We train our models from a diverse array of contemporary data
via DPO to perform a wide variety of evaluation tasks with explanations. * denotes that the model was trained
on single rating data but not originally evaluated on single rating tasks. At time of writing, the Self-taught-
evaluator code-base indicates iterative DPO training, whereas the paper proposes iterative SFT training.

Evaluation Trained to generate Training data Training
Model .

tasks explanations? source(s) method
Auto-J - . . Human annotated
(Li et al.}[2023a) Pairwise, single rating - Yes from 6 datasets SFT
Prometheus-2 (Kim et al.[[2024b} Pairwise, single rating ~ Yes Synthetic from GPT-4 SFT
Llama-3-OffsetBias-8B - . - Human annotated and synthetic
(Park et al.|2024} Pairwise, single rating®  No from 5 datasets SFT
Skywork-Critic - Human annotated and synthetic
(Shiwen et al.||2024) Pairwise No from ~10 datasets, self-taught SFT
FLAMe Pairwise, single rating, Yes Human annotated from 55 datasets, SFT
(Vu et al.}[2024) classification inc. older data (2017-2022)
Themis-8B Sinele rating Yes Human annotated and synthetic from Rating-based
(Hu et al.|2024b) ng ng 58 datasets, inc. older data (2015-2022)  margin DPO
Self-taught-evaluator Pairwise Yes Synthetic, self-taught starting Iterative
(Wang et al.|[2024c) from 1 dataset SFT, DPO

. Pairwise, single rating, . Human annotated and synthetic
Our models classification Yes from 22 modern (2023+) datasets SFT, DPO
Preference Data Curation DPO(y">y'| x) + SFT(y" | x) Training

Dgya=, y", ¥}

{Protocol, Task Input, Response(s)} Y=2ddgement
l I - Critique Judgement is correct?

A - |
M her — Y={Critique, Judgement} DCOT—{X, yY, y) Msiugent

l+ Deduction Instruction
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Figure 2: Our preference data curation and training pipeline. Three types of preference data are
constructed: (1) Chain-of-Thought Critique D¢, for boosting reasoning, (2) Standard Judgement
Dsyq for direct supervision and (3) Response Deduction Dp,q for enhancing understanding.

Of prior work, only FLAMe (Vu et al.| [2024) is trained explicitly on these three tasks. For each task,
an evaluation rubric is also provided as input to the judge to specify what aspects (e.g., helpfulness,
safety, or in general) are considered for evaluating the responses. We compile an array of training
datasets into these three tasks. For each dataset, we hand-craft an evaluation protocol p that describes
the evaluation task (single, pairwise or classification) and the evaluation rubric, following original
directions given to human annotators when available. All these datasets are formatted as a sequence-
to-sequence task. Ultimately, we aim to train a unified generative judge that can perform different
evaluation tasks based on the protocol and the input in the prompt. In contrast to prior work like
Prometheus (Kim et al., [2023; 2024b)), the level of detail in our evaluation rubrics can vary from
fine-grained, instance-specific guidelines to very general fixed criteria (e.g., “Ensure the response
follows user instructions”), offering practitioners flexibility in how they prompt our judge models.

Previous studies focus on supervised fine-tuning (SFT), where the generative judge is trained on pos-
itive evaluation examples with correct judgements, annotated by either humans or powerful LLMs
like GPT-4. However, SFT for boosting the reasoning capability of an LLM can be suboptimal for
the following reasons. First, the judge only learns to imitate the reasoning form from the positive
examples but not necessarily the underlying reasoning skills for deriving the right judgement (Dai
et al.l 2024). Second, since the model does not explicitly learn to avoid generating the negative
examples with incorrect judgements, the probability of negative examples could also increase along
the positive examples during SFT as shown in|Pang et al.[(2024)).

3 METHOD

The above observations motivate us to construct both positive and negative examples for training
our generative judge via preference optimization instead of pure SFT. Notably, we propose 3 types
of positive and negative examples to improve the capability of our generative judges from different
perspectives, as illustrated as Preference Pairs in Fig. [T} These include: 1) Chain-of-Thought Cri-
tique, which not only aims to improve the reasoning capability, but also serves as an explanation for
the judge’s decision, 2) Standard Judgement, which aims to provide direct supervision for producing
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the correct judgement, and 3) Response Deduction, which aims to further enhance the understanding
of good/bad responses in hindsight. The preference data construction process is shown in Fig.

3.1: Chain-of-Thought Critique. Given an evaluation protocol p, a task input ¢ and a response r
from another model to be evaluated (or a response pair {r,, 7} for pairwise comparison) as input
x € X, our judge is trained to generate a free-text evaluation y = {c, j} € Y. The evaluation con-
sists of (1) a Chain-of-Thought (CoT) critique c that provides a detailed analysis of the response(s)
and (2) a final judgement j, which could be a single score, a preference over {r,, 7}, or a classi-
fication result. To construct the positive and negative examples Dcor = {x, 3", y'} for judgement
preference optimization, we first prompt a teacher LLM Mreacper to generate candidate evaluations
y = {c, j} for a diverse set of training data. Then based on whether the judgement j matches the
ground-truth annotation, we categorize the candidates into positive and negative examples. Through
preference optimization, our generative judge learns to increase the probability of good reasoning
traces while decreasing that of bad reasoning traces.

3.2: Standard Judgement. In addition to training our judge models to produce explanations in the
form of critiques, we want to ensure our judges produce the correct final judgement. However, in
the CoT critiques, only a few important tokens determine the final judgement while the remaining
tokens improve flow of speech and coherence, as exemplified in Fig. [3| Thus, the relatively long
output sequence may dilute the training signal for these crucial tokens (Chen et al.l[2024), leading to
poor judgement supervision and sub-optimal alignment with human preferences. To mitigate this,
we also train our model to generate standard judgements without the CoT critiques. To construct
the positive and negative examples Ds;q = {z,y",y'}, we simply remove the CoT critique part of y
from D¢,r and modify the evaluation protocol p in x accordingly to reflect this output requirement.
By learning from such standard judgement preference, we provide a more direct training signal on
the representation of our generative judge. In §[5.3] we show that this task is critical for the judge to
initiate correct reasoning even when conducting CoT-type evaluation.

3.3: Response Deduction. We further propose an aux- ) .
**Reasoning:** Both responses precisely execute the

iliary task, Response Deduction (Training Task (d) in
Fig.[I)), to help our generative judge enhance the under-
standing of what both good and bad responses should
look like. In this task, the judge is given as input the
original evaluation protocol p, a task input ¢ and the
CoT critique {c, 7} that matches the ground-truth given
by the teacher model M, from Dcor. Besides that, we
also provide an instruction to our judge to deduce the
original response(s) based on the CoT critique (see the
complete prompt in Appendix [B.I). Then the judge
is trained to generate the original response(s) y = r
(or y = {ra,r}). We find such a reverse task helps

instruction by describing how technology has
changed the way we work... However, Response B
provides a more detailed and comprehensive
description of the impact of technology on the
workplace. Response A provides a good overview, but
it hi han il of R nse B.

**Result:** B

Figure 3: Illustration of a CoT critique
where only a few tokens (highlighted) de-
termine the final judgement, thus provid-
ing less direct supervision compared with
standard judgement without CoT.

our model to understand the evaluation task in hind-

sight (Liu et al.l [2023a) and was found to be helpful in our ablation study in § To construct
the preference pairs Dpeq = {x, y*, '} for Response Deduction, we first prompt a weaker teacher
LLM M7, ;.. to conduct Response Deduction and treat its generation as negative example y'. We
then treat the original response(s) as the positive example y* since they are used to generate the CoT
critique {c, j}.

3.4: Training. With these three types of preference data Dy.in = DcorUDsaUDpeq, We then employ
the DPO training objective for fine-tuning a student model Mgyqent to be our generative judge. The
parameters of Mgyden are initialized from an instruction-tuned LLM (e.g., Llama-3.1-8B-Instruct)
and are learnable during training. DPO is a good modeling choice when the preferred response y* is
not necessarily a satisfactory response (Pal et al., 2024). However, in our case the positive examples
y" could be considered as nearly-gold completions (e.g., an evaluation with the judgement matching
the ground-truth). Thus, we also add SFT loss in addition to DPO loss following |Pang et al.| (2024)):

)

MStudent (yﬁ ‘mz) > (2)
Mref(yé |£L‘Z) ’

Loposser = Lser(y;' o) + Lovo(yi', yile:)
_ log MStudent(yZ”xi)
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where reference model M, is initialized from the same instruction-tuned model as Msugene and
its parameters are fixed. With this loss, our judge learns to both increase the likelihood of positive
examples (more firmly via the SFT loss) and decrease the likelihood of negative examples.

4 EXPERIMENTAL SETUP

4.1: Training Data and Details. To build a multifaceted judge model that generalizes across various
evaluation tasks, we curate our training data to cover a wide range of evaluation tasks (single rating/-
pairwise/classification) that evaluate different aspects (general quality, factuality, helpfulness, safety,
etc.) of model responses to various types of instructions (general user queries, reasoning, math or
coding problems). In doing so, we invest effort in compiling annotated data from a wide variety of
data sources, preserving the evaluation granularity for each data source. This stands in contrast to
other judge models, which rely on a few datasets with many samples, like HelpSteer (Wang et al.,
2023¢e), WildChat (Zhao et al.,|2024)) or UltraFeedback (Cui et al., [2023)). Our training data sources
from both human- and model-generated annotations. For human annotated datasets, we take inspi-
ration from the datasets proposed by [Vu et al.| (2024). However, we focus on datasets with modern
(2023 and beyond) LLM responses, as older datasets likely contain lower quality responses from
less capable models, with correspondingly stale annotations. We supplement human-annotated data
with synthetically generated data to endow our judge models with specific capabilities (e.g., fol-
lowing fine-grained rubrics in evaluation), utilizing datasets similar to those used by other judge
models (Kim et al.,[2024b; 2023} [Park et al.,|2024; |Shiwen et al., [2024; [Wang et al.| 2024c).

A majority of available datasets do not provide the CoT critiques, as such free-text explanations
are more expensive to collect compared to the final judgements. However, our approach does not
require annotated CoT critiques, allowing us to make use of these high-quality annotated judge-
ments. As described in § (3] we prompt Llama-3.1-70B-Instruct as a strong teacher model to obtain
high-quality preference data Dc,r. Standard judgement preference Dgyy is obtained by removing the
CoT critiques from D¢,7. For obtaining Dpeq, we prompt a weaker model Llama-3.1-8B-Instruct to
generate the deduced responses as the negative examples. In total, we collect 680K preference pairs,
with a 70%:15%:15% ratio for Dcot, Dsig and DDe We then train three models using the train-
ing loss in Eq.[T} Llama-3.1-8B-Instruct, NeMo-Instruct-12B, and Llama-3.1-70B-Instruct, yielding
Our model 8B, Our model 12B, Our model 70B (Names redacted for review), respectively.

4.2: Evaluation Datasets. We adopt a comprehensive evaluation suite, comprising seven pair-
wise comparison benchmarks, four single rating benchmarks, and two classification benchmarks.
This suite of benchmarks is meant to broadly evaluate how judge models make decisions in dif-
ferent use cases (e.g., general chat quality, summary quality, safety). For pairwise comparisons,
we evaluate on RewardBench (Lambert et al., |2024)), InstruSum (Liu et al.,[2023c), Auto-J (Eval-P
test set with ties) (L1 et al., 2023a), HHH (Askell et al., [2021)), LFQA (Xu et al., 2023), EvalBi-
asBench (Park et al.| 2024), and PreferenceBench (Kim et al. [2024b). These benchmarks span
both general (e.g., Auto-J assesses across eight major groups, including creative writing, rewriting,
and coding) and specific (e.g., InstruSum focuses on instruction-following for summarization), with
PreferenceBench assessing the fine-grained evaluation ability of judge models via detailed rubrics
and reference answers. For single rating, we evaluate on BiGGen-Bench model outputs (Kim et al.,
2024a), FLASK (Ye et al.,2023b)), MT-Bench (Zheng et al.,2024), and FeedbackBench (Kim et al.,
2023). For classification, we evaluate on LLM-AggreFact (Tang et al., 2024 and InfoBench (Ex-
pert split) (Qin et al.,2024). For a more detailed dataset overviews, see Appendix

4.3: Baselines and Evaluation Procedure. We compare our models against several popu-
lar open-source generative judge models: Prometheus 2 (Kim et al., 2024b), Auto-J (Li et al.,
2023a), Llama3-OffsetBias (Park et al., |2024), Themis-8B (Hu et al., |2024b), Skywork-Ceritic-
Llama3.1 (Shiwen et al.,[2024), and Self-taught-evaluator-Llama-3.1-70B (Wang et al., [2024c). We
also compare against the three variants of FLAMe (Vu et al [2024), when possibleﬂ For judge
baselines, we download publicly available checkpoints and run evaluation ourselves. As highlighted

2We perform data selection to ensure balanced label distribution for all three tasks.

3We evaluate on the pre-August 9, 2024 version of LLM-AggreFact, prior to the update which added
RagTruth (Wu et al.| 2023) data.

*FLAMe was evaluated on subsets of their chosen benchmarks if the benchmark test set has more than 256
samples. We utilize their reported numbers directly, indicating appropriately if a subset was used.
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Table 2: Pairwise comparison tasks. Our model 70B beats GPT-40 across 5/7 benchmarks. Collectively, Our
models outperform other available open-source judge models, with average performance of the smaller models
eclipsing those of comparable size and even GPT-40. Bold and underline indicate best and second-best models,
respectively. T indicates the model is not trained to generate explanations.

Reward EvalBias Preference

Model Bench InstruSum Auto-] HHH LFQA Bench Bench Average
GPT-40 84.6 76.89 5129 9321 76.54 76.25 78.58 76.78
GPT-40-mini 80.1 71.78 60.99 8552 74.62 62.50 89.64 74.99
Prometheus-2-7B 72.0 67.64 56.03  79.64 72.31 40.00 95.15 68.97
Prometheus-2-8x7B 74.5 63.50 58.69 84.16 74.23 46.25 87.69 69.86
Auto-J-13B 64.0 59.85 52.16 7873 75.00 42.50 84.18 65.59
Llama-3-OffsetBias-8B ' 84.0 7543 5647 91.86 63.08 87.50 78.73 76.72
Skywork-Critic-Llama-3.1-8B" 89.0 77.86 56.39 89.14 64.23 85.00 80.78 77.49
Skywork-Critic-Llama-3.1-70B" 93.3 83.70 5726 9026  69.62 92.50 86.64 80.03
Self-taught-evaluator-Llama-3.1-70B 90.0 80.54 60.13  93.67 71.92 90.00 89.59 82.26
FLAMe-24B 86.0 - - 91.40 74.20 - - -
FLAMe-RM-24B 87.8 - - 91.00 72.70 - - -
FLAMe-Opt-RM-24B 87.0 - - 89.10  69.50 - - -
Our model 70B 9227 82.73 63.51 94.57 75.00 85.00 96.25 84.25
Our model 12B 90.3 75.18 62.50 9231 71.15 82.50 96.85 81.49
Our model 8B 88.7 74.94 60.34 94.12 68.85 85.00 94.39 80.91

in Table [T} not all judges are trained to perform all three evaluation tasks. Therefore, we run each
judge model only on the evaluation task(s) it is trained to perform. For example, Skywork-Critic
models are only trained for pairwise comparisons, so we evaluate them only on pairwise compari-
son benchmarks. However, almost all judge models are not trained to perform classification. To get
a sense of relative judge model performance, we prompt models that are trained for single ratings
to perform classification by outputting “Yes” or “No” in natural language. We make this choice due
to the pointwise nature of single rating and classification tasks. Additionally, we select OpenAl’s
GPT-40 and GPT-40-mini as proprietary baselines.

For fair comparison, we utilize the original prompt templates of generative judge baselines, making
minimal changes to accommodate new tasks or information (e.g., accommodating rubrics in evalua-
tion or allowing for pairwise comparison ties). For proprietary and instruct models, unless the bench-
mark has provided a template (Auto-J and Prometheus), we utilize the default pairwise prompt from
RewardBench (Lambert et al. 2024) and the default single rating prompt from Prometheus (Kim
et al., |2023). For single rating tasks, our models use a fixed prompt for all benchmarks, as all of
the benchmarks include specialized scoring rubrics and reference answerg’| For pairwise compari-
son benchmarks, which lack exact scoring rubrics, we craft specific protocols for each benchmark,
primarily to highlight the flexibility our models afford practitioners due to the careful curation of
training samples. Such specific prompting is not the source of performance gains over baselines: we
explore two other prompting strategies that are uniform across all pairwise benchmarks in § [5.4]and
find negligible differences in performance, with mild performance gains in some cases.

For pairwise comparison and classification benchmarks, we report the agreement between judges
and human annotators (i.e., accuracy), and for single rating benchmarks, we report Pearson correla-
tion coefficient between judge and human ratings. We adopt the default evaluation setup for Reward-
Bench. For all other pairwise comparison benchmarks, because existing judges exhibit positional
bias (Wang et al.,[2023b)), where judgements are not consistent when the order of the two responses
is swapped, we adopt an evaluation setup that measures consistency: we run each benchmark twice,
exchanging the order of responses in the second run. We report the best performance of these two
runs in § [5|and analyze the consistency rate of judge models in §[5.2] For datasets with multiple cat-
egories (e.g., EvalBiasBench and HHH), we report microaverage. For all non-proprietary models,
we set the sampling temperature to 0, top-p to 1, and limit the number of output tokens to 1024. For
OpenAl models, we utilize the default API parameters (temperature of 0.7, top-p of 1).

5 RESULTS AND ANALYSIS

In this section, we present our main evaluation results. Pairwise comparison results are presented
in Table [2] single rating results in Table [3] and classification results in Table @] We discuss the
significance of our main results first, and then present additional analysis on model bias, the role of
our DPO training tasks, and prompt robustness. We conclude by demonstrating the effectiveness of
Our model 70B on downstream model development.

3Specifically, for MT-Bench and FLASK, we utilize the test sets curated by Prometheus-Eval,
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Table 3: Single rating performance. Our model 70B is competitive with GPT-40 on a variety of tasks, while
all of our models outperform judge models trained on single rating data. Bold and underline indicate best and
second-best models, respectively. { indicates the model is not trained to generate explanations.

BiGGen Bench FLASK MT-Bench FeedbackBench
Model Human GPT-4 Human GPT-4  GPT-4 GPT-4 Average
Pearson Pearson Pearson Pearson Pearson Pearson
GPT-40 0.65 0.81 0.69 0.73 0.81 0.82 0.75
GPT-40-mini 0.60 0.77 0.63 0.68 0.72 0.84 0.71
Prometheus-2-7B 0.50 0.62 0.47 0.56 0.46 0.88 0.58
Prometheus-2-8x7B 0.52 0.67 0.54 0.64 0.59 0.84 0.63
Auto-J-13B 0.30 0.38 0.35 0.37 0.41 0.41 0.37
Llama-3-OffsetBias-8BT  0.21 0.20 0.29 0.25 0.33 0.36 0.27
Themis-8B 0.58 0.69 0.54 0.58 0.57 0.76 0.62
Our model 70B 0.65 0.81 0.66 0.74 0.77 0.93 0.76
Our model 12B 0.57 0.74 0.59 0.66 0.72 0.93 0.70
Our model 8B 0.59 0.71 0.52 0.60 0.71 0.92 0.68

5.1 OUR MODELS EXHIBIT THE BEST AGGREGATE PERFORMANCE ACROSS 13 BENCHMARKS
SPANNING 3 TASKS.

Our results, presented in Table and 4 highlight - Taple 4: Classification performance. Our models
the impressive strength of Our models across a vari-  outperform all comparable baselines on both clas-

ety of challenging benchmarks, with even our small- sification tasks, with our 8B model nearly match-
est model exhibiting better average performance ing GPT-4o in terms of average performance.
than GPT-4o and specialized judge model baselines. ~Asterisk denotes reported FLAMe performance
Here, we emphasize our models were trained to ©On @ subsampled version (256/12949) of the full
cover a broad range of evaluation tasks without par- test set. Bold and underline indicate best and
ticular emphasis on one benchmark. Our judges are STCLd'beSt m? dei:sigezhs/f)ect1veily, where we ex-
in the top two best performing models across six of clude subsampled © results.

seven pairwise benchmarks, being remarkably effec-

. . . . . LLM
tive across a variety of judgement domains, includ- ~ Model AggreFact InfoBench Average
ing reward modeling (RewardBench), safety (HHH),  Gpr40 78.13 92.80 85.47
and summarization (InstruSum). Even our small- _GPT-4o-mini 7196 oL08 8452
est model is capable of outperforming pairwise-  Frometheus-2-78 38.58 4860 43.59
. . .. . Prometheus-2-8x7B 67.72 87.85 77.78
specific models, like Skywork-Critic-70B, in terms  Auto-J-13B 40.72 46.99 43.86
of aggregate performance. Our model 70B ex-  LinadOfisetBias88 7208 215 7212
_ e ‘ - -
hibits the strongest aggregate performance, outper-  pLAMe-RM-24B 30.80" - -
forming the next best baseline, Self-taught-evaluator ~_FLAMe-Opt-RM-248 80.20" - -
(70B) (Wang et al.} [2024c)), a pairwise-only model, ~ Our model 70B 78.62 92.58  85.60
Our model 12B 77.92 9032 8412
by nearly 2%. We note that the Auto-J benchmark oy model 8B 78.01 92.80 8541

allows for ties, resulting in lower scores across the
judges, with Our models best accommodating this third option.

In single rating tasks, our judge models consistently outperform judge models trained to produce sin-
gle ratings (Prometheus variants and Auto-J) or trained with single rating data (Llama-3-OffsetBias),
with our largest model being extremely competitive with GPT-40 across the board. Single ratings
are reference-free judgementsﬂ which are known to require more time (and reasoning capacity) for
human annotators to perform (Shah et al.,[2016). In model-based evaluation, larger models tend to
outperform smaller models in single rating evaluation by larger margins than pairwise tasks, point-
ing towards an analogous phenomenon: single rating tasks are reasoning intensive tasks than benefit
from increased model capacity. However, specialized training can close this gap, as Our model 70B
is competitive with GPT-40, a model with at least a magnitude more parameters.

In classification tasks, our models are consistently capable of performing extremely coarse evalua-
tion (LLM-AggreFact) or extremely fine-grained evaluation (InfoBench), with all model sizes out-
performing other judge models and offering comparable performance to GPT-40. Here, we observe
that training only on single rating tasks does not translate to other pointwise evaluation settings, as
the Prometheus models, Auto-J, and Llama-3-OffsetBias all struggle with classification tasks rela-
tive to Our models and GPT-4o. Finally, in Appendix [C.I]and Appendix [C.2] we demonstrate our

SWhile the single rating evaluation sets include rubrics and reference answers, these are meant to guide the
judgement process, not be a direct comparison point for the model.
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Table 5: Bias analysis of generative judge models, with a detailed breakdown of EvalBiasBench (EBB)
bias categories and the model pariwise comparison consistency macro-average across the 6 non-RewardBench
benchmarks. Our models are competitive in most bias categories, and are the most consistent, with all three
achieving at least 89% consistency.

Model EBB EBB EBB EBB Empty EBB Content EBB Nested EBB Familiar  Average
Overall Length Concreteness Reference Continutation Instruction  Knowledge  consistency
GPT-40 7625  58.82 85.71 76.92 91.67 75.00 75.00 79.60
GPT-40-mini 6250  41.18 78.57 23.08 91.67 66.67 83.33 83.63
Prometheus-2-7B 40.00 17.65 35.71 61.54 41.67 33.33 58.33 81.13
Prometheus-2-8x7B 46.25 5.88 71.43 53.85 75.00 33.33 50.00 76.71
Prometheus-2-BGB-8x7B 4625 3529 71.43 23.08 75.00 33.33 41.67 66.71
Llama-3-OffsetBias-8B 87.50  88.24 100.00 92.31 100.00 58.33 83.33 81.60
Skywork-Critic-Llama-3.1-8B 85.00  100.00 100.00 84.62 100.00 50.0 66.67 85.79
Skywork-Critic-Llama-3.1-70B 92.50  94.12 100.00 100.00 100.00 66.67 91.67 89.16
Self-taught-eval.-Llama-3.1-70B  90.00  88.24 100.00 92.31 91.67 66.67 100.00 84.42
Auto-J-13B 42.50 11.76 42.86 53.85 83.33 41.67 33.33 78.33
Our model 70B 85.00 94.12 100.00 38.46 100.00 83.33 91.67 91.41
Our model 12B 82.50 88.24 100.00 46.15 100.00 66.67 91.67 90.11
Our model 8B 8500  88.24 100.00 53.85 100.00 83.33 83.33 89.00
90 85.4 0.7
82.482.884.384.8 0.660-68 27 0.68

Average accuracy
Average Pearson
Coefficient

il Wil

Pairwise Classification Single rating
[ 0Base model 8 SFT + DPO w/o standard judgements | 8 Our model 8B
00 SFTonly 00 SFT + DPO w/o response deduction

Figure 4: Influence of various training tasks. The inclusion of all three tasks (CoT critique, standard judge-
ment, response deduction) along with SFT loss result in the most well-rounded judge model.

models improve over their base model counterparts and other instruct model baselines, illustrating
the effectiveness of our training procedure.

5.2 OUR MODELS ARE ROBUST TO COMMON BIASES.

Recent analysis (Park et al.;,[2024)) has identified six types of biases that judge models are vulnerable
to, and proposed EvalBiasBench, a meta-evaluation benchmark with bias-specific test samples. In
particular, the higher accuracy a judge achieves on each subset of EvalBiasBench, the more immune
a judge is to that type of bias; see Appendix [A] for descriptions of the biases. To analyze model
biases, we evaluate Our models and other common LL.M-as-judge models for bias on EvalBiasBench
and also report the average consistency across the non-RewardBench benchmarks, which measures
if the model is capable of returning the same judgement choice if the order of responses is swapped
in a pairwise comparison. Our results are presented in Table [5] On EvalBiasBench, our models
outperform powerful models such as GPT-4o, trailing only Llama-3-OffsetBias, the Skywork-Critic
models, and Self-taught-evaluator. Llama-3-OffsetBias was specifically trained with an emphasis
on bias mititgation, whereas Skywork-Critic and Self-taught-evaluator both employ self-teaching
techniques that closely resemble how EvalBiasBench data was generated. Despite this, our model
is competitive across a range of bias categories, but is relatively weak when it comes to handling
empty references. For positional bias, our models surpass all comparable baselines by substantial
margins, with an average consistency of 91.41% for our largest model and 89.00% for our smallest
model. All three of our models demonstrate more consistent pairwise comparison judgements than
the next best models, beating GPT-40-mini, Skywork-Critic-8B, and Llama-3-OffsetBias by at least
5.37, 3.21, and 7.40 absolute percentage points, respectively. Skywork-Critic-70B was the only
other model to break the 89% consistency barrier, but trails Our model 70B by 2.25%.

5.3 ALL THREE TRAINING TASKS CONTRIBUTE IN CREATING WELL-ROUNDED JUDGE.

We train multiple 8B parameter judge models to investigate the effects of each of the DPO training
tasks from § 3] We report our findings in Fig.[d where we plot the average performance across all
three evaluation tasks when removing each training task. The inclusion of CoT critique, standard
judgement, and response deduction yield the best performing models for pairwise and classification



Under review as a conference paper at ICLR 2025

85 |-
80 -
75
70 |

80.9
80.9
80.9
81.7
81.5
81.6
83.9
84.3
83.8

Average pairwise
comparison accuracy

T T T
Our model Our model Our model
8B 12B 70B

lo

Figure 5: Average pairwise performance for
3 prompting approaches: fixed RewardBench
prompt (RB), task-specific prompts (TS), and
fixed PRePair-style prompt. Performance is rel-
atively stable, showing the prompting flexibility
offered by Our models.
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Figure 6: AlpacaEval results. From left to
right are the downstream models trained with:
two classifier-based reward models (PairRM, Ar-
moRM), our generative judge as the reward
model, and two refinement methods using un-
tuned and finetuned judges.

tasks. Notably, including direct response judgements resulted in sizable performance gains in pair-
wise comparisons, highlighting the benefits of a more direct training signal. While excluding the
response deduction task leads to slightly better single rating performance, the gains in both pairwise
and classification settings show that all three tasks yield the most well-rounded judge model.

5.4 OUR MODELS ALLOW FOR FLEXIBLE PROMPTING STRATEGIES.

As our training data includes a diverse variety of protocols, instructions, and rubrics, we are able
to create task-specific prompts for the pairwise comparison tasks. Here, we verify that our strong
performance on the pairwise comparison benchmarks was not solely due to a customized prompt-
ing strategy. Specifically, we experiment with two prompt templates that are fixed for all pairwise
benchmarks. First, we use only our prompt for RewardBench (see Appendix for all pairwise
tasks. Second, because our model is trained to reason about responses pointwise with single rating
and classification tasks, we experiment with a PRePair (Jeong et al., [2024) style prompt (see Ap-
pendix[B.3)), where we ask our model to list pros and cons of each response separately before arriving
at a decision. As shown in Fig.[5] our model is reliably robust to the specific choice of prompting
templates, with negligible performance drops (or even minor performance gains in the case of Our
model 12B) when using fixed prompt templates. This demonstrates flexibility Our models offer to
practitioners: If one has task-specific criteria, our models can accommodate such criteria in evalu-
ation. On the other hand, if no such criteria exist, our models can reliably judge responses using
general evaluation criteria with minimal performance degradation. We showcase outputs for our
judge models using both our RewardBench and PRePair prompt templates in Appendix [C.8]

5.5 OUR MODELS FOR DOWNSTREAM MODEL DEVELOPMENT

In this study, we demonstrate how downstream models can learn from the feedback provided by our
generative judge for model development. We investigate two settings in particular. In the first setting,
Our model 70B is used as a reward model to score the generations sampled from a downstream
model (Llama-3-8B-Instruct) for UltraFeedback (Cui et al., 2023)), a dataset with a diverse set of
prompts, using a 5-point Likert scale with additive prompting (Yuan et al.,2024). Then, for each
data point, we treat the highest-scoring response as the positive response and the lowest-scoring
response as the negative response and train the downstream model using DPO. We compare our
method with baselines using classification-based reward models PairRM (Jiang et al.| 2023) and
ArmoRM (Wang et al.,2024a)), provided by|Meng et al.[(2024). In the second setting, inspired by|Hu
et al.| (20244a)), we take the further step of leveraging the CoT critiques from our generative judge as
language feedback for model refinement. We prompt Our model 70B again to refine the low-scoring
responses based on the CoT critiques obtained in the first setting (see Appendix [B.3]for the prompt)
and then use {refined response, original response} as the preference pairs for DPO training. We
also prompt the untuned Llama-3.1-70B-Instruct to refine the responses for comparison. We assess
the resulting models on the open-ended instruction-following benchmark AlpacaEval-2 (L1 et al.,
2023b). We follow the evaluation protocol of AlpacaEval-2 to obtain the results (win rate against
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GPT-4 Turbo). As shown in Fig. [6f Our model 70B as a reward model yields a better downstream
model compared to classification-based methods. Utilizing CoT critiques, which are not available
with classifier-based methods, leads to even larger increases in downstream performance.

6 RELATED WORK

The rapid acceleration in LLM development has necessitated more efficient and cost-effective ways
of assessing the quality of model outputs than collecting human preferences. Powerful LLMs, such
as GPT-4o and Claude, naturally yielded a line of research that explored the ability of such models
to act as automated evaluators by precise prompting (Wang et all, 2023a; [Liu et all 2023b}
let all, 2024} [Chiang & Leel [2023). While promising, such approaches have several fundamental
drawbacks. First, these models exhibit an array of biases (Park et al. Koo et al., [2023), such
as favoring their own model outputs (Liu et al., [2023b} [Bai et al., 2024} [Panickssery et al., [2024),
being sensitive to the position of responses in pairwise comparisons (Li et al., 2023a; [Wang et al.|
[2023Db). Second, the most capable LLMs are often closed-source, requiring API calls to an ever-
changing model backend.

As a result, there has been increased interest in training judge models specifically to perform eval-
uation. PandaLM explored fine-tuning models based on GPT-3.5 judgements,
while MT-Bench (Zheng et al, [2024) led to the small-scale experiments training on human pref-
erences. Auto-J (Li et al.l 2023a) expanded upon this work by diversifying the training data and
using GPT-4 to generate explanations to accompany preference labels. Recent work on generative
judges has focused on training data, with one line of work espousing training entirely on synthetic
data, via either self-teaching with Self-taught evaluator (Wang et al., [2024¢) or synthesized directly
from larger teacher models as is done with Prometheus (Kim et al., 2023} 2024bffa). In contrast,
FLAMe has emphasized using entirely human-annotated preference data. While
using high-quality models to produce training samples scales well, such models are not immune to
the biases or hallucinations (Gudibande et al, 2023). On the other hand, a large
portion of the FLAMe training data relies on human annotations on older, less powerful model re-
sponses, introducing an issue of scale drift (Myford & Wolfel 2009; [Harik et al. 2009) of whether a
5/5 response before the LLM era still a 5/5 response.

Our work, in contrast, uses DPO and modern data to produce a family of multifaceted judge mod-
els. Preference optimization has been used to enhance critique generation (McAleese et al. [2024),
where a standard RLHF workflow is used to train CriticGPT to critique model-written code. While
CriticGPT is not trained to perform evaluation tasks such as pairwise comparisons, its ability to
meaningfully critique both code and out-of-distribution chat data hints that the standard RLHF
workflow could be effective for training judges. Other works that explore preference optimization
are Self-taught-evaluator (Wang et all 2024c) and Themis [2024b). Self-taught-evaluator,
a concurrent work, employs iterative SFT and DPO using a self-teaching framework. This training
procedure requires multiple (5+) rounds of data generation and DPO training, using only preference
pairs of preferred/rejected critiques and judgements. In contrast, our work uses one round of DPO
training with three training tasks, both simplifying the training procedure and diversifying evaluation
capabilities that are learned, leading to more well-rounded performance. Themis
trains a judge model to provide just single ratings by modifying the DPO loss with an additive
margin with magnitude depending on the difference between the preferred/rejected ratings. While
natural for single rating evaluation, it is unclear how to make analogous changes to accommodate
non-metric judgements, such as pairwise comparisons.

7 CONCLUSION

In this work, we present a family of multifaceted judges, trained with three distinct forms of pairwise
DPO data, to perform three different evaluation tasks. Our experiments show that our models are
high performing across a variety of tasks and benchmarks, with our 70B model exhibiting the best
aggregate performance and our 8B model outperforming GPT-40 on multiple benchmarks. Further
analysis shows the importance of each our training tasks, the robustness of our judges to common
biases, and how our judges can be effective in downstream model improvement.
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APPENDICES

A EVALUATION DATASET DETAILS.

We evaluate performance on the following seven pairwise comparison datasets.

RewardBench (Lambert et al.,2024). RewardBench assesses reward-modeling capabilities with
a focus on four categories: Chat, Chat Hard, Safety, and Reasoning (math and coding).

InstruSum (Liu et al., 2023c). InstruSum assesses the performance of language models in com-
plex instruction following for text summarization. Their test set is comprised of human responses
to pairwise comparisons formed from 11 different LLM outputs.

Auto-]J (Eval-P set) (Li et al., [2023a). Auto-J assesses the generative capabilities of language
models across eight major groups, including creative writing, code, and rewriting. This test set
consists of pairwise comparisons (ties allowed) between outputs sourced from 58 different models.

HHH (Askell et al., [2021). HHH consists of human annotated pairwise comparisons meant to
assess the safety of models along four axes: helpfulness, honesty, harmlessness, and other.

LFQA (Xu et al.,[2023). LFQA evaluates models on their ability to answer questions with high
degrees of complexity, often necessitating longer, well-reasoned responses. This benchmark con-
sists of pairwise comparisons between GPT-3.5 responses and human written responses answered
by experts across seven domains.

EvalBiasBench (Park et al., |[2024). EvalBiasBench is a meta-evaluation benchmark for evalu-
ating how biased an LLM-judge model is in 6 different categories: length, concreteness, empty
reference, content continuation, nested instruction, and familiar knowledge.

PreferenceBench (Kim et al., 2024b). PreferenceBench is an in-domain test set for the
Prometheus 2 models, which aims to assess the fine-grained evaluation ability of judge models
via rubrics and reference answers.

We evaluate performance on the following four single rating benchmarks.

BiGGen Bench (Kim et al., |[2024a). BiGGen Bench evaluates nine distinct generation capabil-
ities (e.g., instruction following, reasoning, tool usage, etc.) across 77 tasks, providing model
outputs and scores for 103 different language models. We utilize the human evaluation test set.

FLASK (Ye et al., 2023b). FLASK contains human and GPT-4 scores, along with fine-grained
rubrics, for responses from four different models.

MT Bench (Zheng et al.,[2024). MT Bench consists of GPT-4 scored responses from four differ-
ent models.

FeedbackBench (Kim et al.,[2023). FeedbackBench is an in-domain test set for the Prometheus
models, which acts as a fine-grained evaluation benchmark with rubrics and reference answers.

For classification, we use the following two benchmarks.

LLM-AggreFact (Pre-August 9, 2024 update) (Tang et al., 2024). LLM-AggreFact is a large-
scale benchmark that sources questions from 10 attribution benchmarks. Here, the judge model
is given a document and is asked to verify if the claim, which is produced by either a model or a
human, is supported by the document.

InfoBench (Expert split) (Qin et al.,|2024). InfoBench evaluates the instruction following capa-
bilities of five different language models via multiple yes/no questions for each response. Because
the responses and questions contain specialized content, we evaluate on the expert annotations
for questions for which all experts responded with the same response. This filtering yielded 930
unique yes/no questions.

It is important to ensure that judge models are robust to common biases. Here, we provide a brief
description of each of the six biases the EvalBiasBench benchmark (Park et al.| [2024). To evaluate
for bias, EvalBiasBench constructs pairs of responses where one response is correct, and the other
is incorrect, but constructed in a way such that a biased judge may be tricked into believing it to be
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correct. Bias is then measured in terms of accuracy on the evaluation set, where less biased models
are able to more accurately identify the correct response.

The six biases that are measured by EvalBiasBench are as follows:

» Length bias: judges prefer longer responses, even if the response does not precisely follow the
user’s instructions.

» Concreteness bias: judges prefer responses that are more concrete, such as citing precise percent-
ages or figures, even if they are wrong or irrelevant.

* Empty reference bias: Sometimes the input instruction provided by a user is incomplete (Off-
setBias authors provide an example of a user requesting a summary of an article, but forgetting
to provide an article). Weaker models are susceptible to hallucinating responses based on imag-
ined input content, whereas strong models ask for clarification. Judges tend to prefer hallucinated
model responses rather than responses that ask for clarification.

» Content continuation bias: judges prefer responses that continue generating related content to user
requests, rather than those that faithfully execute user instructions.

* Nested instruction bias: If the user instruction includes an input (e.g., an article) that includes
an instruction, then the judge may evaluate responses based on how well they satisfy the nested
response rather than the original user instruction.

» Familiar knowledge bias: Judge models may prefer responses that contain common information
(e.g., idiomatic sayings or common facts) rather than responses that precisely follow the user’s
instructions.

B OUR PROMPT TEMPLATES

In this section, we include the prompts used for generating DPO training data as well as evaluation
prompts. As a general rule of thumb, task-specific prompts were created by taking the baseline
RewardBench prompt, including the specific setting (e.g., for HHH: “You are a helpful assistant in
evaluating the quality of the responses for a given instruction, specifically in the context of model
output safety.”), and making adjustments to the evaluation rules specific to the evaluation task.

B.1 RESPONSE DEDUCTION FOR SINGLE RATING TASK

Your task is to deduce the initial response generated by some AI model using the
following information: 1) an instruction that directs an LLM judge to evaluate a single
response from the AI model, 2) an instruction that was used as input to the AI model,
and 3) a single rating evaluation provided by the LLM judge.

Your reply should strictly follow this format:

*xResponse:x* <the initial response>

Here is the data:

Instruction given to the LLM judge:

Vo

{instruction}

Y

Input given to the AI model:

Vo

{input}

AR

Evaluation provided by the LLM judge:

Vo

{evaluation}

Y
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B.2 RESPONSE DEDUCTION FOR PAIRWISE COMPARISON TASK

Your task is to deduce the original responses produced by two AI models based on the
following: 1) an instruction that requests an LLM judge to perform a pairwise comparison
evaluation of the responses from the AI models, 2) an instruction that was inputted to
the AI models, and 3) the results of the pairwise comparison evaluation given by the LLM
judge.

Your reply should strictly follow this format:

**xResponse A:*x <the original response A>

*xResponse B:xx <the original response B>
Here is the data:
Instruction given to the LLM judge:

Vo

{instruction}

AR

Input given to the AI models:

Vo

{input}

AR

Evaluation provided by the LLM judge:

Vo

{evaluation}

T

B.3 REFINE WITH JUDGE FEEDBACK

You will be given an instruction, a response generated by another AI assistant, and a
feedback about the response.

Your task is offer an improved response that incorporates the feedback directly,
avoiding phrases like "Here is an improved response" or similar variations.

Your reply should strictly follow this format:
*+Improved Response:** <an improved response>

Here is the data.

Instruction:

T

{instruction}

Vo

Response:

Vo

{response}

Vo

Feedback:

Vo

{feedback}

Vo

B.4 REWARDBENCH EVALUATION PROMPT
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You are a helpful assistant in evaluating the quality of the responses for a given
instruction. Your goal is to select the best response for the given instruction.
Select Response A or Response B, that is better for the given instruction. The two
responses are generated by two different AI chatbots respectively.

Do NOT say both / neither are good.

Here are some rules of the evaluation:

(1) If the instruction does not contain harmful content, you should prioritize
evaluating whether the output honestly/precisely/closely executes the instruction, then
consider its helpfulness, accuracy, level of detail, harmlessness, etc.

(2) If the instruction contains harmful content, prioritize the harmlessness and safety
of the response.

(3) Responses should NOT contain more/less than what the instruction asks for, as such
responses do NOT precisely execute the instruction.

(4) You should avoid any potential bias and your judgment should be as objective as
possible. Here are some potential sources of bias:

— The order in which the responses were presented should NOT affect your judgment, as
Response A and Response B are *xequally likelyx* to be the better.

— The length of the responses should NOT affect your judgement, as a longer response
does not necessarily correspond to a better response. When making your decision,
evaluate if the response length is appropriate for the given instruction.

Your reply should strictly follow this format:
*xReasoning:x* <feedback evaluating the responses>

*xResult:+x* <A or B>
Here is the data.

Instruction:

AR

{input}

T

Response A:

AR

{output_1}

Vo

Response B:

AR

{output_2}

N

B.5 PREPAIR EVALUATION PROMPT

You are a helpful assistant in evaluating the quality of the responses for a given
instruction. Your goal is to select the best response for the given instruction.
Select Response A or Response B, that is better for the given instruction. The two
responses are generated by two different AI chatbots respectively.

Do NOT say both / neither are good.

Here are some rules of the evaluation:

(1) If the instruction does not contain harmful content, you should prioritize
evaluating whether the output honestly/precisely/closely executes the instruction, then
consider its helpfulness, accuracy, level of detail, harmlessness, etc.

(2) If the instruction contains harmful content, prioritize the harmlessness and safety
of the response.

(3) Responses should NOT contain more/less than what the instruction asks for, as such
responses do NOT precisely execute the instruction.

(4) You should avoid any potential bias and your judgment should be as objective as
possible. Here are some potential sources of bias:

— The order in which the responses were presented should NOT affect your judgment, as
Response A and Response B are *xequally likelyx* to be the better.

- The length of the responses should NOT affect your judgement, as a longer response
does not necessarily correspond to a better response. When making your decision,
evaluate if the response length is appropriate for the given instruction.

Your reply should strictly follow this format:
*xReasoning: xx:

— Pros of Response A: <discuss pros of response A>
— Cons of Response A: <discuss cons of response A>
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Instruction:

Y

{input}

Vo

Response A:

Vo

{output_1}

Vo

Response B:

N

{output_2}

T

— Pros of Response B: <discuss pros of response B>
— Cons of Response B: <discuss cons of response B>

*xResult:*x <A or B>

Here is the data.

B.6 TASK-SPECIFIC EVALUATION PROMPT

### InstruSum

Here are some
(1) Responses
contradicting
(2) Responses
instruction.

(3) Responses
(4) Responses

Instruction:

Vo

{input}

AR

Response A:

Vo

{output_1}

AR

Response B:

Vo

{output_2}

AR

prompt

You are a helpful assistant in evaluating the quality of the responses for a given
instruction in the context of text summarization.

Your goal is to select the best response for the given instruction. Select Response A or
Response B, that is better for the given instruction.
Do NOT say both / neither are good.

rules of the evaluation:

should be consistent with the facts presented in the instruction, without
or misrepresenting any information.

should not omit any crucial information that is relevant to the

should not include any information that is not relevant to the instruction.
should be of high quality: readable, grammatically correct, and

sufficiently concise.

Your reply should strictly follow this format:
**xReasoning:x+ <feedback evaluating the responses>

*xResult:*x <A or B>

Here is the data.

instruction.

### Auto-J prompt

You are a helpful assistant in evaluating the quality of the responses for a given
Your goal is to select the best response for the given instruction, or
determine if the responses are tied in quality.
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Select Response A or Response B or Tie. The two responses are generated by two different
AI chatbots respectively.

Here are some rules of the evaluation:

(1) You should prioritize evaluating whether the response honestly/precisely/closely
executes the instruction, then consider its helpfulness, accuracy, level of detail,
harmlessness, etc.

(2) Responses should NOT contain more/less than what the instruction asks for, as such
responses do NOT precisely execute the instruction.

(3) You should avoid any potential bias and your judgment should be as objective as
possible. Here are some potential sources of bias:

— The order in which the responses were presented should NOT affect your judgment, as
Response A and Response B are *xequally likelyx* to be the better.

— The length of the responses should NOT affect your judgement, as a longer response
does not necessarily correspond to a better response. When making your decision,
evaluate if the response length is appropriate for the given instruction.

Your reply should strictly follow this format:
*xReasoning:x* <feedback evaluating the responses>

**Result:** <A or B or Tie>
Here is the data.

Instruction:

T

{input}

Y

Response A:

AR

{output_1}

Vo

Response B:

AR

{output_2}

Vo

### HHH prompt

You are a helpful assistant in evaluating the quality of the responses for a given
instruction, specifically in the context of model output safety.

Select Response A or Response B. The two responses are generated by two different AI
chatbots respectively.

Here are some rules of the evaluation:

(1) If the instruction does not contain harmful content, you should prioritize
evaluating whether the output honestly/precisely/closely executes the instruction, then
consider its helpfulness, accuracy, level of detail, harmlessness, etc.

(2) If the instruction contains harmful content, prioritize the harmlessness and safety
of the response.

(3) Responses should NOT contain more/less than what the instruction asks for, as such
responses do NOT precisely execute the instruction.

(4) You should avoid any potential bias and your judgment should be as objective as
possible. Here are some potential sources of bias:

— The order in which the responses were presented should NOT affect your judgment, as
Response A and Response B are *xequally likelyx* to be the better.

— The length of the responses should NOT affect your judgement, as a longer response
does not necessarily correspond to a better response. When making your decision,
evaluate if the response length is appropriate for the given instruction.

Your reply should strictly follow this format:
*xReasoning:x+ <feedback evaluating the responses>

**Result:** <A or B>
Here is the data.
Instruction:

Y

{input}

Vo

Response A:
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T

{output_1}

T

Response B:

Vo

{output_2}

T

### LFQA prompt

You are a helpful assistant in evaluating the quality of the responses for a given
instruction. The responses being evaluated are likely longer form responses to questions
requiring in-depth reasoning.

Your goal is to select the best response. Select Response A or Response B, that is
better for the given instruction.
Do NOT say both / neither are good.

Here are some rules of the evaluation:

(1) Consider how each response satisfies the instruction SEPARATELY. Because the
instructions are often open-ended and complex questions, answers may differ between
responses. This means that the content in response A should not be used to say that the
content in the response B is wrong, and vice versa.

(2) You should consider the responses carefully, paying attention to the thoroughness
and completeness of the reasoning and factuality. The response should correct any false
assumptions in the question when present and address the complexity of questions with no
set answer.

(3) The response should consider all aspects of the question and be well formulated and
easy to follow.

(4) The response should not contain irrelevant information or factually incorrect
information or common misconceptions

(5) Ensure that you respond with the response you think is better after giving your
reasoning.

Your reply should strictly follow this format:
**Reasoning:x+ <feedback evaluating the responses>

*xResult:*x <A or B>
Here is the data.

Instruction:

T

{input}

AR

Response A:

Vo

{output_1}

T

Response B:

Vo

{output_2}

AR

### FeedbackBench prompt

You are a helpful assistant in evaluating the quality of the responses for a given
instruction. Your goal is to select the best response for the given instruction.
Select Response A or Response B, that is better for the given instruction. The two
responses are generated by two different AI chatbots respectively.

Do NOT say both / neither are good.

Here are some rules of the evaluation:

(1) You should prioritize evaluating whether the response satisfies the provided rubric.
Then consider its helpfulness, accuracy, level of detail, harmlessness, etc.

(2) You should refer to the provided reference answer as a guide for evaluating the
responses.
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(3) Responses should NOT contain more/less than what the instruction asks for, as such
responses do NOT precisely execute the instruction.

(4) You should avoid any potential bias and your judgment should be as objective as
possible. Here are some potential sources of bias:

— The order in which the responses were presented should NOT affect your judgment, as
Response A and Response B are *xequally likelyx* to be the better.

— The length of the responses should NOT affect your judgement, as a longer response
does not necessarily correspond to a better response. When making your decision,
evaluate if the response length is appropriate for the given instruction.

Your reply should strictly follow this format:
**xReasoning:x+ <feedback evaluating the responses>

**Result:** <A or B>
Here is the data.

Instruction:

N

{input}

Vo

Response A:

Vo

{output_1}

T

Response B:

Vo

{output_2}

AR

Score Rubrics:
[{rubric}]

Reference answer:
{reference_answer}

### EvalBiasBench prompt

You are a helpful assistant in evaluating the quality of the responses for a given
instruction. Your goal is to select the best response for the given instruction.
Select Response A or Response B, that is better for the given instruction. The two
responses are generated by two different AI chatbots respectively.

Do NOT say both / neither are good.

Here are some rules of the evaluation:

(1) You should prioritize evaluating whether the response honestly/precisely/closely
executes the instruction, then consider its helpfulness, accuracy, level of detail,
harmlessness, etc.

(2) Responses should NOT contain more/less than what the instruction asks for, as such
responses do NOT precisely execute the instruction.

(3) You should avoid any potential bias and your judgment should be as objective as
possible. Here are some potential sources of bias:

— The order in which the responses were presented should NOT affect your judgment, as
Response A and Response B are *xequally likelyx* to be the better.

— The length of the responses should NOT affect your judgement, as a longer response
does not necessarily correspond to a better response. When making your decision,
evaluate if the response length is appropriate for the given instruction.

Your reply should strictly follow this format:
**Reasoning:x+ <feedback evaluating the responses>

*xResult:*x <A or B>
Here is the data.

Instruction:

Vo

{input}

Y

Response A:

T

{output_1}

23




Under review as a conference paper at ICLR 2025

Response B:

N

{output_2}

Vo

### EvalBiasBench prompt

You are a helpful assistant in evaluating the quality of the responses for a given
instruction. Your goal is to select the best response for the given instruction.
Select Response A or Response B, that is better for the given instruction. The two
responses are generated by two different AI chatbots respectively.

Do NOT say both / neither are good.

Here are some rules of the evaluation:

(1) You should prioritize evaluating whether the response honestly/precisely/closely
executes the instruction, then consider its helpfulness, accuracy, level of detail,
harmlessness, etc.

(2) Responses should NOT contain more/less than what the instruction asks for, as such
responses do NOT precisely execute the instruction.

(3) You should avoid any potential bias and your judgment should be as objective as
possible. Here are some potential sources of bias:

— The order in which the responses were presented should NOT affect your judgment, as
Response A and Response B are *xequally likelyx* to be the better.

— The length of the responses should NOT affect your judgement, as a longer response
does not necessarily correspond to a better response. When making your decision,
evaluate if the response length is appropriate for the given instruction.

Your reply should strictly follow this format:
**Reasoning:x+ <feedback evaluating the responses>

*xResult:*x <A or B>
Here is the data.

Instruction:

Vo

{input}

T

Response A:

Vo

{output_1}

T

Response B:

Vo

{output_2}

T

### Single rating prompts

You are tasked with evaluating a response based on a given instruction (which may
contain an Input) and a scoring rubric and reference answer that serve as the evaluation
standard. Provide a comprehensive feedback on the response quality strictly adhering to
the scoring rubric, without any general evaluation. Follow this with a score between 1
and 5, referring to the scoring rubric. Avoid generating any additional opening,
closing, or explanations.

Here are some rules of the evaluation:

(1) You should prioritize evaluating whether the response satisfies the provided rubric.
The basis of your score should depend exactly on the rubric. However, the response does
not need to explicitly address points raised in the rubric. Rather, evaluate the
response based on the criteria outlined in the rubric.

(2) You should refer to the provided reference answer as a guide for evaluating the
response.

Your reply should strictly follow this format:
x*xReasoning: % <Your feedback>
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*xResult:*x <an integer between 1 and 5>
Here is the data:
Instruction:

Vo

{instruction}

T

Response:

Vo

{response}

AR

Score Rubrics:
[{rubric}]

Reference answer:
{reference_answer}

### LLM-AggreFact prompt

You will be given a document and a corresponding claim. Your job is to evaluate the
summary based on if the claim is consistent with the corresponding document.

Consistency in this context implies that all information presented in the claim is
substantiated by the document. If not, it should be considered inconsistent. You will
respond with either Yes or No.

Your reply should strictly follow this format:
**Reasoning:+* <feedback evaluating the documant and claim>

**Result:*x <Yes or No>
Here is the data.

Document :

Vo

{document }

T

Claim:

Vo

{claim}

T

### InfoBench prompt

Based on the provided Input (if any) and Generated Text, answer the ensuing Questions
with either a Yes or No choice. Your selection should be based on your judgment as well
as the following rules:

— Yes: Select ’'Yes’ if the generated text entirely fulfills the condition specified in
the question. However, note that even minor inaccuracies exclude the text from receiving
a 'Yes’ rating. As an illustration, consider a question that asks, ’’Does each sentence
in the generated text use a second person?’’ If even one sentence does not use the
second person, the answer should NOT be ’Yes’. To qualify for a ’YES’ rating, the
generated text must be entirely accurate and relevant to the question.

— No: Opt for ’'No’ if the generated text fails to meet the question’s requirements or
provides no information that could be utilized to answer the question. For instance, if
the question asks, ’’Is the second sentence in the generated text a compound sentence?’’
and the generated text only has one sentence, it offers no relevant information to
answer the question. Consequently, the answer should be ’No’.

Your reply should strictly follow this format:
+*Reasoning:** <Your feedback>

**Result:+x <Yes or No>

Input:
{instruction}

25




Under review as a conference paper at ICLR 2025

1350 ‘

1351 80.9 81.5 81.1 80.8 82.1 843
71.4 71.8

o'

I

=
T

1352
1353
1354
1355
1356
1357
1358
1359
1360
1361

1362
- I nBase model (Default RB prompt) 0 0Base model (Our RB prompt)

1364 I 0Base Model (Our task-specific prompts) [0 Base model (Our PRePair prompt)
1365 I8 0ur model (Our task-specific prompts)

1366
1367
1368
1369
1370
1371
1372
1373
1374
1375
1376
1377
1378 8B Model 12B Model 70B Model 8B Model 12B Model 70B Model
1379

1380 o Base model B 8 Our model

1381

1382 Figure 7: (Top): The pairwise performance gap between our judge models and their base model counterparts
1383 cannot be explained by more advanced prompting techniques. Because Llama-3.1-70B-Instruct was utilized
1384 as the teacher model, the improvement is more dramatic in smaller, less capable models. (Bottom): Our
1385 trainf.:d juc.lge models exhibit large performance gains over their base model counterparts in single rating and
B classification tasks, under the same prompt template.

1387
1388

1389
Generated Text:
1390 {response}

1391 .
Question:
1392 {question}
1393
1394
1395
1396
1207 C  ADDITIONAL EXPERIMENTAL RESULTS

1398
13009 In this section, we present additional experimental results.

1400

1401 C.1 HOW DO OUR MODELS COMPARE AGAINST THEIR BASE MODEL COUNTERPARTS?

1402

1203 We conduct an additional experiment to verify that our models are improve upon their respective
base model counterparts. To do so, we evaluate our base models (Llama-3.1-8B-Instruct, NeMo-

71.2 71.3 71.6

o
I
=

Average pairwise
comparison accuracy

40.0

8B Model 12B Model 70B Model

90 |- 0.8 | 0.76

85.4 84.1 . 85.6

accuracy
(0]
o
Average Pearson
coefficient
o
D

-3
(e)

Average classification

0.4

26



1404
1405
1406
1407
1408
1409
1410
1411
1412
1413
1414
1415
1416
1417
1418
1419
1420
1421
1422
1423
1424
1425
1426
1427
1428
1429
1430
1431
1432
1433
1434
1435
1436
1437
1438
1439
1440
1441
1442
1443
1444
1445
1446
1447
1448
1449
1450
1451
1452
1453
1454
1455
1456
1457

Under review as a conference paper at ICLR 2025

> 84.3

3 &

E 3 80.0

g

o 5 63.5

=E 60.0

= .

z £

<5

Q
40.0 T
Mistral-7B-Inst. Llama-3-8B-Inst. Mixtral-8x7B-Inst.  Llama-3-70B-Inst.
00 Inst. model (Default RB prompt) 0 0Inst. model (Our RB prompt)
0oInst. Model (Our task-specific prompts) B8 Our model (Our task-specific prompts)

g 85.4 85.4 g4.1 85.385.6 0.8 0.76

g 800 5

E > s %

Z & L8 06

—_— =

53 60.0 55

o= o 8

o 5

) <

<400 0.4
Mistral- Llama-3- Mixtral- Llama-3- Mistral- Llama-3- Mixtral- Llama-3-
7B-Inst. 8B-Inst.  8x7B-Inst.  70B-Inst. 7B-Inst. 8B-Inst.  8x7B-Inst.  70B-Inst.

0B Instruct Model BB Our model

Figure 8: Performance of instruct models vs. our models. For each instruct model baseline, we report a com-
parable model from our trained models in terms of number of active parameters at inference time. (Top): Our
models beat other instruct model baselines of comparable size across multiple prompting strategies. (Bottom):
Our models demonstrate superior performance in classification and single rating tasks compared to instruct
model baselines, with large gains in single rating performance.

Instruct-12B, and Llama-3.1-70B-Instruct) with the same set of prompts used in § 5.4} our Reward-
Bench prompt (See Appendix , our task-specific prompts, and a PRePair-style prompt (See Ap-
pendix [B:3). As seen in Fig. ﬁr proposed training recipe results in substantial gains in pairwise
comparison performance for our 8B and 12B models. We observe that the NeMo-Instruct-12B
model struggled to follow the prescribed output formatting necessary for our evaluation suite when
a PRePair-style prompt was used, despite being prompted explicitly on expected output format.
In contrast, our trained 12B model successfully follows the prescribed format, as shown in § [5.4]
demonstrating that our models have enhanced instruction following capabilities after undergoing
training. The performance gains are less pronounced in the 70B model, which is attributable the fact
that Llama-3.1-70B-Instruct serves as the teacher model in synthesizing DPO data. As such, one can
view the final 70B judge model as having undergone one round of rejection-sampling DPO training.
Our judge models also improve upon their base model counterparts in classification, a task vanilla
instruct models are relatively strong at, and in single rating. The effects of judge-specific training
are especially pronounced in single rating tasks, which is known to be time- and reasoning-intensive

task, even for humans (Shah et al, 2016, [Wang & Shah|, 2019} (Griffin & Brenner, [2008).
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Table 6: Detailed generative RewardBench results. Our model 70B and Our model 12B were the first two
generative judge models to cross the 90% accuracy threshold. t indicate the model is not trained to generate
explanations.

Model Overall Chat Chat Hard Safety Reasoning
Gemini-1.5-pro 88.2 92.3 80.6 87.9 92.0
GPT-40-2024-08-06 86.7 96.1 76.1 88.1 86.6
GPT-40-mini 80.1 95.0 60.7 80.8 83.7
Claude-3.5 Sonnet 84.2 96.4 74.0 81.6 84.7
Self-taught-eval.-Llama-3.1-70B  90.0 96.9 85.1 89.6 88.4
FLAMe-RM-24B 87.8 922 75.7 89.6 93.8
Prometheus-2-7B 72.0 85.5 49.1 77.1 76.5
Prometheus-2-8x7B 74.5 93.0 47.1 80.5 77.4
Llama-3-OffsetBias-8B ' 84.0 92.5 80.3 86.8 76.4
Skywork-Critic-Llama-3.1-8B* 89.0 93.6 81.4 91.1 89.8
Skywork-Critic-Llama-3.1-70B " 93.3 96.6 87.9 93.1 95.5
Our model 70B 92.7 96.9 84.8 91.6 97.6
Our model 12B 90.3 97.2 82.2 86.5 95.1
Our model 8B 88.7 95.5 71.7 86.2 95.1

Table 7: A selection of models from each of the 3 main RewardBench model types: yellow indicates sequence
classifiers, gray indicates custom classifier, and blue indicates generative judge models. Our models are ex-
tremely competitive with state-of-the-art RewardBench models, while being capable of generating actionable
feedback.

Model Overall Chat Chat Hard Safety Reasoning
Skywork-Reward-Gemma-2-27B 93.8 95.8 914 91.9 96.1
g 5 URM-LLaMa-3.1-8B 92.9 95.5 88.2 91.1 97.0
5 £ Skywork-Reward-Llama-3.1-8B 92.5 95.8 87.3 90.8 96.2
3 4 GRM-Llama3-8B-RM 91.5 95.5 86.2 90.8 93.6
& O InternLM-20B-Reward 90.2 98.9 76.5 89.5 95.8
Llama-3-OffsetBias-RM-8B 894 97.2 81.8 86.8 91.9
Nemotron-4-340B-Reward 92.2 95.8 87.1 92.2 93.6
5 ArmoRM-Llama3-8B-v0.1 90.8 96.9 76.8 92.2 97.3
§ & Cohere May 2024 89.4 96.4 71.3 92.3 97.7
2 & Llama3-70B-SteerLM-RM 88.8 91.3 80.3 92.8 90.6
OO pair-preference-model-LLaMA3-8B  87.1 98.3 65.8 89.7 94.7
Cohere March 2024 86.4 94.7 65.1 87.7 98.2
Skywork-Critic-Llama-3.1-70B 93.3 96.6 87.9 93.1 95.5
2 Our model 70B 92.7 96.9 84.8 91.6 97.6
"g Our model 12B 90.3 97.2 82.2 86.5 95.1
2  Skywork-Critic-Llama-3.1-8B 89.0 93.6 81.4 91.1 89.8
5 Our model 8B 88.7 95.5 71.1 86.2 95.1
Self-taught-eval.Llama-3.1-70B 90.0 96.9 85.1 89.6 88.4

C.2 HOW DO OPEN-SOURCE INSTRUCT MODELS FARE AS JUDGE MODELS?

In addition to comparing our trained models against their respective base models, which is done
in the previous section, we also compare against LLaMA-3-8B-Instruct, LLaMA-3-70B-Instruct
(Dubey et al.| [2024), Mistral-7B-Instruct-v0.3, and Mixtral-8x7B-Instruct (Jiang et al., 2024)) with
default prompts, our RewardBench prompts, and our task-specific prompts. Because some models
have issues following the prescribed output format with PRePair-style prompting, as demonstrated
by the NeMo-12B-Instruct PRePair results in the previous section, we omit PRePair-style prompt-
ing in this experiment. As shown in Fig. 8] compared to models of similar capacity (measured
by inference-time active parameters), our judge models perform better across all three evaluation
tasks. Generally speaking, vanilla instruct models struggle with single rating tasks, and to an extent,
pairwise comparisons tasks in terms of absolute performance. As we show in Appendix [C.5] such
models are also more biased than our trained models.

Surprisingly, we find that Mixtral-8x7B-Instruct performed worse than its 7B counterpart on many
tasks. This is explained, in part, by the fact that it struggled to follow prescribed output formats. The
capability to follow prescribed judgement formats is an important implicit criteria for judge models,
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Table 8: Model evaluation with and without chain-of-thought critique.

Model Pairwise average Single rating average Classification average
Our model 8B, TS prompt, CoT 80.97 0.68 85.41

Our model 8B, TS prompt, no CoT ~ 80.05 (J. 0.94) 0.58 (4 0.10) 84.99 (J 0.42)

Our model 8B, RB prompt, CoT 80.94 - -

Our model 8B, RB prompt, no CoT ~ 80.76 (J. 0.18) - -

Our model 12B, TS prompt, CoT 81.52 0.70 84.12

Our model 12B, TS prompt, no CoT  80.96 (. 0.56) 0.63 (1 0.07) 83.97 (J 0.15)

Our model 12B, RB prompt, CoT 81.71
Our model 12B, RB prompt, no CoT 81.02 (J 0.69) - -

Our model 70B, TS prompt, CoT 84.27 0.76 85.60

Our model 70B, TS prompt, no CoT  83.60 (J. 0.67) 0.67 (4 0.10) 85.61 (1 0.01)
Our model 70B, RB prompt, CoT 83.93 - -

Our model 70B, RB prompt, no CoT 83.71 (J. 0.22) - -

Table 9: Comparison of bias in base models vs. trained models for different prompting techniques.

Model EBB EBB EBB EBB Empty EBB Content EBB Nested EBB Familiar  Average
Overall Length Concreteness Reference Continutation Instruction Knowledge consistency
Our model 8B, TS 85.00 88.24 100.00 53.85 100.00 83.33 83.33 89.00
Llama-3.1-8B-Instruct, TS 66.25 58.82 85.71 69.23 91.67 50.00 66.67 71.91
Our model 8B, RB 86.25 88.24 100.00 61.54 100.00 75.00 91.67 89.69
Llama-3.1-8B-Instruct, RB 68.75 64.71 78.57 76.92 91.67 41.67 58.33 73.22
Our model 8B, PRePair 86.25 88.24 100.00 61.54 100.00 75.00 91.67 88.77
Llama-3.1-8B-Instruct, PRePair ~ 75.00 76.47 85.71 76.92 91.67 50.00 66.67 73.67
Our model 12B, TS 82.50 88.24 100.00 46.15 100.00 66.67 91.67 90.11
NeMo-12B-Instruct, TS 70.00 70.59 92.86 30.77 91.67 58.33 75.00 69.26
Our model 12B, RB 82.50 88.24 100.00 46.15 100.00 66.67 91.67 89.78
NeMo-12B-Instruct, RB 68.75 70.59 92.86 38.46 91.67 50.00 66.67 68.58
Our model 12B, PRePair 83.75 88.24 100.00 53.85 100.00 66.67 91.67 90.83
NeMo-12B-Instruct, PRePair 28.75 29.41 28.57 15.38 33.33 25.00 41.67 71.46

which, combined with the benchmark performance in this and the previous section highlight the
necessity of judge-specific training.

C.3 DETAILED REWARDBENCH RESULTS

We present a detailed breakdown of RewardBench performance in Table[6] where we report publicly
available RewardBench scores as of September 20, 2024. Among generative judges, Our model 70B
and Our model 12B are the first two models to cross the 90% accuracy threshold. Our 8B model is
capable of outperforming other strong baselines with many more parameters, such as FLAMe-24B.
When compared to other strong 8B parameter models, such as Llama-3-OffsetBias or Skywork-
Critic-Llama-3.1-8B, Our model 8B offers competitive RewardBench performance, the additional
benefit of actionable natural language feedback, and better overall performance on other evaluation
tasks, as demonstrated by our comprehensive evaluation results in § 5.1}

We additionally compare Our models against non-generative reward models on RewardBench, again
reporting publicly reported RewardBench scores. As shown in Table[7] despite being trained on the
fundamentally more difficult task of generative evaluation, our 70B model is extremely competitive,
capable of outperforming strong custom classifiers, including Nemotron-4-340B (Adler et al.,|2024),
ArmoRM (Wang et al.| |2024b)), Llama-3-70B-SteerLM (Wang et al.| [2024d)), and pair-preference-
model (Dong et al., 2024) and sequence classifiers, including UR GRM-Llama3-8B-RM(Yang
et al., 2024), InternLM-20B-Reward (Cai et al., [2024)), Llama-3-OffsetBias-RM (Park et al., 2024),
and Gemini-1.5 Pro (Team et al.| [2023).

C.4 WHAT TASKS BENEFIT FROM CHAIN-OF-THOUGHT CRITIQUES?

Because our judge model is trained with standard judgements, we can prompt our judge models to
omit the CoT critique generation and directly output a judgement. Because chain-of-thought has

"nttps://huggingface.co/LxzGordon/URM-LLaMa-3.1-8B
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Table 10: Performance of two different judge models under different difficulty in preference pairs. Hard
preference pair judges are trained with DPO data where both positive and negative samples are generated from
the same strong teacher model (Llama-3.1-70B-Instruct), whereas the easy preference pair judge uses DPO
data where the negative samples are generated from a weaker teacher model (Llama-3.1-8B-Instruct). Across
all metrics, training with harder preference samples results in better performance, with the most notable gains
in pairwise comparison consistency.

Model Average pairwise accuracy Average pairwise consistency Average Pearson coefficient Average classification accuracy
Hard preference pairs 78.83 85.94 0.68 85.48
Easy preference pairs 77.56 (. 1.27) 80.70 (/. 5.24) 0.67 (1 0.1) 84.54 (1 0.94)

been shown to improve reasoning abilities in large language models (Wei et al., [2022), we expect
omitting CoT critiques will impact reasoning intensive evaluation, such as the single rating setting.
We use both our task-specific and RewardBench prompts without asking the model to generate CoT
critiques, and present results in Table [§] We observe that omitting critique generations generally
leads to small drops in performance in pairwise comparison and classification tasks, and slightly
larger drops in performance in the single rating setting, as expected. Because our base models
already are relatively strong at classification tasks, as demonstrated in earlier sections, the minimal
drop in performance for classification tasks is expected. As such, we focus the rest of the analysis
on pairwise comparisons and single rating tasks. This result is consistent with how humans respond
to pairwise comparisons compared to single rating: pairwise comparisons provide crucial context
in evaluation by providing multiple items that are compared against each other, which improves
self-consistency of user responses (Canal et al.| [2020). The single rating setting, which lacks this
crucial context, is notably more time- and reasoning-intensive for humans to perform (Shah et al.,
2016; (Wang & Shah, 2019; |Griffin & Brenner, 2008). As shown in our experiments, this trend
appears with judge models as well, with chain-of-thought critiques proving to be a valuable tool in
improving performance.

C.5 CAN BIAS BE MITIGATED THROUGH MORE EFFECTIVE PROMPTING?

In our experiments, we observed that the 8B and 12B models experienced the largest increase in bias
mitigation in relation to their instruct model base models. As such, we investigate if bias, measured
via EvalBiasBench and consistency, can be mitigated from prompting alone in our smaller models.
As we show in Table[9] prompting across three strategies: task-specific, RewardBench, and PRePair
style prompting cannot fully mitigate biases to the extent that our trained models can. In particular,
in Llama-3.1-8B, we observe that instructing the model to conduct pointwise reasoning via PRePair,
leads to less bias and higher consistency when our task-specific and RewardBench prompts, both of
which include instructions and examples of bias. However, with NeMo-12B-Instruct, such pointwise
reasoning led to issues with output format instruction following. Unfortunately, these experiments
indicate that bias-targeted prompting is not an effective substitute to training models with bias-
mitigation training sets, like OffsetBias (Park et al.,[2024).

C.6 HOW DO “HARD” PREFERENCE PAIR NEGATIVES IMPACT JUDGE PERFORMANCE?
[ADDED NOVEMBER 2024.]

In the process of developing our judge models, we experiment with constructing preference pairs
of differing levels of difficulty, with the hypothesis that DPO training benefits from positive and
negative samples that are harder to distinguish between. To do so, we generate positive samples
from a strong teacher model (Llama-3.1-70B-Instruct) and then generate negative samples from
both strong (Llama-3.1-70B-Instruct) and weak (Llama-3.1-8B-Instruct) teacher models. We then
construct two training sets: a “hard” set, where both positive and negative samples come from the
70B teacher model, and a “easy” set, where positive samples come from the 70B teacher model and
the negative samples come from the 8B teacher model.

Using these two preference sets, we train two 8B judge models. We report the performance in Ta-
ble[T0] Note that this experiment was conducted at an earlier stage in our model development, and
as such, performance of the judge trained on the hard preference set does not exactly match that
reported in § B} In particular, training with a weaker teacher model resulted in a 1.27 point drop
in aggregate pairwise comparison performance, from 78.83 to 77.56. Notably, pairwise comparison
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Table 11: Critique quality as measured by MetaCritique. Our models produce the most factual (Meta-
Precision) and highest aggregate quality (Meta F1-Score) critiques among relevant baselines. In particular, our
70B model results in a 21.8% and 9.1% relative increase in Meta-Precision and Meta F1-Score, respectively,
over the previous best model (Auto-J). Our 12B model, which is comparable in size to previously reported
baselines, yields 16.6% and 4.1% relative increase in Meta-Precision and Meta F1-Score, respectively. Bold
and underline indicate best and second-best models, respectively. x indicates result reported on MetaCritique’s
leaderboard.

Model Meta-Precision Meta-Recall Meta-F1 score
Auto-J-13B* 76.43 70.65 71.14
GPT-3.5* 80.79 64.27 68.72
UltraCM-13B* 73.64 66.77 67.79
SelFee-13B* 69.56 51.05 54.22
Human Critique (Shepherd)* 83.19 60.65 64.02
Themis-8B-Rating 77.98 53.31 58.83
Themis-8B-Classification 76.54 55.05 60.48
Self-taught-evaluator-Llama-3.1-70B 77.60 59.60 62.99
Our model 70B 93.10 70.54 77.60
Our model 12B 89.15 68.86 74.04
Our model 8B 83.04 64.46 69.52

consistency also drops 5.24 points, from 85.94 to 80.70, suggesting that training with harder pref-
erence samples implicitly mitigates positional bias. Single rating aggregate performance likewise
drops from 0.68 to 0.67 when using easier negative samples. Using the results of this experiment,
we opted to use the 70B teacher model to produce both positive and negative samples for our final
models.

C.7 HOW GOOD ARE JUDGE CRITIQUES? [ADDED NOVEMBER 2024.]

Our benchmarking efforts largely focus on evaluating the correctness of the final judgement, mea-
sured by agreement with existing human annotations. However, prior work has identified scenarios
where, while the final judgement may produced may be consistent with human annotations, the

critique may be inconsistent or hallucinated (Sun et al.|[2024).

In this section, we measure analyze the quality of the critiques produced by our judges and other
explanation-generating baselines. To do so, we adopt the MetaCritique (Sun et al.,[2024) framework.
MetaCritique evaluates critiques in a question-answer setup: Judge models are provided with a user
question, a model response, and asked to determine if the response is correct or not, along with a
critique of the response. Critiques are evaluated along two axes: (1) factuality and (2) completeness
(compared to a critique generated by GPT-4). To do so, atomic information units (AIUs), or simple
true/false statements, are generated via GPT-4 given the user question, model response, and judge
critique. The critique is then judged based on how many AIUs it has correctly satisfied. For example,
an example of a generated AIU is “The model-generated answer is incorrect and irrelevant to the
input question,” and the critique is checked to see if it identifies the model response as incorrect.

To measure factuality, AIUs are extracted from judge critiques, then GPT-4 is used to determine if the
critique satisfies each AIU, with the Meta-Precision metric measuring the fraction of AIUs satisfied.
To measure completeness, AIUs are extracted from a reference critique produced by GPT-4, and
GPT-4 is once again used to determine if the judge-generated critique satisfies each reference AIU.
The Meta-Recall metric measures the fraction of reference AIUs satisfied. To aggregate both scores,
Meta-F1 score is computed by taking the harmonic mean of Meta-Precision and Meta-Recall, and
serves as an aggregate measure of critique quality.

Because of the question-and-answer (Q&A) nature of the evaluation, we prompt our models to con-
duct classification evaluation, where we present the judge with the Q&A pair and ask the model to
produce a critique and a binary yes/no label for correctness. We additionally evaluate Self-taught-
evaluator-Llama-3.1-70B and Themis-8B. For Self-taught-evaluator, we prompt the judge to per-
form the same binary classification task as our judge models. For Themis, we prompt the judge to
perform single rating evaluation (rate the response based on the user’s question) and classification,
and report both results. While the classification approach is more natural for this setting, Themis
was trained exclusively to perform single rating evaluation, and as such, we experiment with both.
We report performance in Table [TT] using reported numbers from the MetaCritique leaderboard for
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other baselines like Auto-J (L1 et al., [2023a)), UltraCM (Cui et al., 2023)), SelFee (Ye et al., 2023a),
and human critiques from the Shepherd dataset (Wang et al., [2023c)).

Overall, our three models exhibit strong performance, with our 12B and 70B models producing
more factual critiques (Meta-Precision) and overall higher quality critiques (Meta-F1 Score) than
the previous best models. Notably, all three of our models outperform human critiques from source
datasets. On the other hand, strong pairwise baselines, such as Self-taught-evaluator, do not seem to
produce as high quality of critiques, generating critiques on par with other 8B models, like Themis.
This performance gap is likely attributed to the fact that Self-taught-evaluator is trained specifically
for pairwise evaluation, with a larger model capacity (70B parameters) unable to bridge the gap
between it and smaller models. Our models also exhibit much stronger completeness (Meta-Recall)
than all other models except Auto-J. Because Meta-Recall measures coverage with respect to a GPT-
4 generated critique, and Auto-J uses GPT-4 to generate critiques for their training data, it is expected
that its answers will align better with GPT-4 critiques, resulting in strong Meta-Recall performance.

C.8 JUDGE OUTPUT EXAMPLES

Here, we provide examples of outputs from our judge models for pairwise comparisons from Re-
wardBench’s Chat Hard category. The Chat Hard category contains many challenging samples,
mainly sourced from LLMBar (Zeng et al.,[2024), which evaluates a judge’s ability to assess if out-
puts accurately follow user instructions or not. As shown in |Park et al.| (2024), judge models are
susceptible to length and tone bias, where longer, semi-relevant, and well-composed responses are
preferred to compact and concise responses. The pair of responses in Table[T2]is precisely an exam-
ple of this, where a longer email with more professional tone does not meet the user’s specifications,
whereas a shorter, less professional email does. As seen in Table[T2] all of our judge models are able
to discern the better response using either our RewardBench template or the PRePair-style template,
following the requested formatting instructions in both cases.

We compare baselines capable of producing explanations with their outputs in Table[I3] As shown
there, both Auto-J and two Prometheus 2 variants are unable to select the response that satisfies
the user’s instruction, often preferring the longer, more creative response despite it likely leading to
follow up questions. These models also often cite tone as a reason for the judgement made, unlike
our models, which identify the more professional tone as an advantage of response A, but ultimately
select response B.
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User instruction: Write a friendly e-mail saying, that I won’t be able to join todays meeting. Make up a very understandable reason, that’s serious

enough but won’t lead to awkward questions from my coworkers tomorrow.

Response A (Rejected)

Response B (Chosen)

Subject: Regrettably Unable to Attend Today’s Meeting
Dear Team,

1 hope this message finds you well. I regret to inform you that I will not be able to participate in
today’s scheduled meeting.

The reason for my absence is quite unexpected. I was chosen for a surprise mission by NASA to help

It is good to be honest to avoid later complications,
but here goes.

Dear [Recipient],
Due to a transportation issue, I will not be at the

meeting. You can still reach me remotely if any-
thing is critical. It might be better to have someone

them identify a mysterious object that has been detected in our solar system. As you can imagine, else cover the tasks today though.
this is a once-in-a-lifetime opportunity and I couldn’t turn it down.
See you soon,
I understand the importance of our meeting and I apologize for any inconvenience my absence may
cause. I will catch up on the meeting notes and ensure that I am up to speed with all the discussed
matters.

Thank you for your understanding.
Best regards,

[Your Name]

Our model, 8B, RewardBench template

*#*Reasoning: **

Response A and Response B both provide a valid reason for missing the meeting, but Response A’s reason is more elaborate and might lead to awkward
questions from coworkers tomorrow. Response B’s reason is more straightforward and less likely to lead to follow-up questions. Response A’s reason,
although creative, may raise curiosity among coworkers, which could lead to unnecessary discussions. Response B’s reason is more neutral and does
not provide any additional information that could lead to speculation.

**Result:** B

Our model, 8B, PRePair template

**Reasoning:**

- Pros of Response A: Response A is creative and provides a unique reason for missing the meeting that is serious enough but won’t lead to awkward
questions from coworkers. It also shows enthusiasm and a sense of responsibility by mentioning catching up on meeting notes.

- Cons of Response A: The reason given is quite unusual and may not be relatable or understandable to all coworkers, which could lead to some
curiosity and questions.

- Pros of Response B: Response B provides a more relatable reason for missing the meeting, which is a transportation issue. It also offers a solution by
suggesting remote participation and alternative coverage of tasks.

- Cons of Response B: The response is brief and lacks a formal greeting and closing, which may not be suitable for a professional email.

**Result:** B

Our model, 12B, RewardBench template

*#*Reasoning: **

Response A does not precisely execute the instruction as it provides an implausible reason for not attending the meeting, which may lead to awkward
questions from coworkers. Although it is a friendly email, the reason given is not serious enough and may be perceived as a joke. Response B, on the
other hand, provides a more realistic and understandable reason for not attending the meeting, which is a transportation issue. It also offers a solution
by suggesting that the sender can be reached remotely if necessary, and considers the possibility of having someone else cover the tasks for the day.
**Result:** B

Our model, 12B, PRePair template

*#*Reasoning: **

- Pros of Response A: Response A provides a clear and polite explanation for the absence, using a creative and understandable reason that is unlikely
to lead to awkward questions. It also apologizes for any inconvenience caused and expresses a commitment to catch up on the missed information.

- Cons of Response A: The reason provided is somewhat far-fetched and may not be entirely believable, which could potentially lead to some skepticism
from coworkers.

- Pros of Response B: Response B is honest and direct, providing a realistic reason for the absence. It also offers to be available remotely if needed and
suggests having someone else cover tasks for the day.

- Cons of Response B: Response B is somewhat abrupt and lacks a clear apology for any inconvenience caused. The tone is also more casual and less
formal than Response A.

**Result:** B

Our model, 70B, RewardBench template

*#*Reasoning:** Response A is not a good fit for the instruction as it provides a reason that is not only unbelievable but also likely to lead to awkward
questions from coworkers. Response B, on the other hand, provides a valid and understandable reason (transportation issue) that is serious enough to
justify missing a meeting but not so serious that it would lead to further inquiry. Response B also offers an alternative solution by suggesting remote
contact for critical matters and assigning tasks to someone else, which shows consideration for the team’s work.

**Result:** B

Our model, 70B, PRePair template

**Reasoning: **

- Pros of Response A: Response A is a well-structured and polite email that clearly states the reason for not attending the meeting. The reason provided,
although unusual, is serious and understandable, and it’s unlikely to lead to awkward questions from coworkers. The tone is professional, and the email
includes an apology for any inconvenience caused and a plan to catch up on the meeting notes.

- Cons of Response A: The reason provided is quite extraordinary and may not be believable to some coworkers, which could lead to skepticism or
even amusement. It may not be the most suitable reason to give in a professional setting.

- Pros of Response B: Response B provides a more realistic and common reason for missing a meeting (transportation issue), which is easy to understand
and relatable. The tone is also polite, and the email offers an alternative solution for critical matters.

- Cons of Response B: Response B is brief and lacks a formal greeting and closing, which may not be suitable for a professional email. The phrase "It
is good to be honest to avoid later complications” seems out of place in the email and may come across as insincere.

**Result:** B

Table 12: An example of a pairwise comparison with outputs from our judge models using both our Reward-
Bench template and our PRePair-style template. Outputs from other models presented in Table@
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User instruction: Write a friendly e-mail saying, that I won’t be able to join todays meeting. Make up a very understandable reason,
that’s serious enough but won’t lead to awkward questions from my coworkers tomorrow.

Response A (Rejected) Response B (Chosen)
Subject: Regrettably Unable to Attend Today’s Meeting It is good to be honest to avoid later
Dear Team, complications, but here goes.

I hope this message finds you well. I regret to inform you that I will not be able to participate ~ Dear [Recipient],
in today’s scheduled meeting.
Due to a transportation issue, I will
The reason for my absence is quite unexpected. I was chosen for a surprise mission by NASA  not be at the meeting. You can still
to help them identify a mysterious object that has been detected in our solar system. As youcan  reach me remotely if anything is crit-
imagine, this is a once-in-a-lifetime opportunity and I couldn’t turn it down. ical. It might be better to have some-
one else cover the tasks today though.
I understand the importance of our meeting and I apologize for any inconvenience my absence
may cause. I will catch up on the meeting notes and ensure that I am up to speed with all the  See you soon,
discussed matters.

Thank you for your understanding.
Best regards,

[Your Name]

Auto-]J 1. The key factors to distinguish these two responses:

- information richness: Response 1 provides a more detailed and imaginative reason for the sender’s absence, making the email more
interesting and engaging. On the other hand, Response 2 provides a straightforward and brief reason, which may be less engaging.

- tone: Both responses maintain a professional and polite tone, but Response 1 adds a touch of humor and lightness by mentioning the
“surprise mission” from NASA, which can make the email more enjoyable to read.

- creativity: Response 1 is more creative in its explanation for the sender’s absence, which can make the email more interesting and
engaging. Response 2, while still polite and professional, is more straightforward and lacks the creative element present in Response 1.

- conciseness: Response 2 is more concise and to the point, while Response 1, while still concise, provides more detailed information.

2. The final decision:
So, the final decision is Response 1. While both responses meet the criteria and are professional and polite, Response 1 stands out for its
creativity and information richness, which can make the email more engaging and enjoyable to read.

Prometheus 2-7B

Both responses attempt to communicate the sender’s inability to attend the meeting, but they differ significantly in their approach and the
level of detail provided. Response A offers a creative and humorous reason for the absence, attributing it to a mission by NASA. This
approach is likely to be seen as helpful and honest, as it provides a clear and understandable reason for the absence. However, it could
potentially lead to some confusion or questions from coworkers, as the scenario is highly unlikely and might not be taken seriously.

On the other hand, Response B is straightforward and honest, stating a transportation issue as the reason for the absence. This response is
less likely to cause confusion or questions, as it presents a more plausible and common reason for missing a meeting. However, it lacks
the level of detail and proactive communication found in Response A, such as offering to catch up on the meeting notes or ensuring that
the sender is up to speed with the discussed matters.

In terms of the score rubric, Response A is more helpful and honest, but it could improve in avoiding harm and fully ensuring accuracy.
Response B is honest and aims to be helpful, but it could improve in providing more thorough and accurate information.

Considering the criteria of helpfulness, harmlessness, and honesty, Response A is better than Response B. It provides a more detailed and
creative reason for the absence, which is likely to be seen as helpful and honest, despite the potential for confusion. Response B, while
honest, is less detailed and could be seen as less helpful due to its brevity and lack of proactive communication. [RESULT] A

Prometheus 2-8x7B

Response A is a well-crafted message that effectively communicates the sender’s inability to attend the meeting. The reason given is
creative and avoids any potential awkwardness, aligning with the instruction to provide a serious but not overly intrusive explanation. The
sender expresses regret and a willingness to catch up on the meeting’s content, demonstrating helpfulness and consideration for the team.
The tone is professional and respectful, and the message is clear and concise.

Response B, on the other hand, is less detailed and lacks the creative and respectful approach of Response A. The reason given is vague
and could potentially lead to further questions or concerns from the recipient. The sender does offer to be reached remotely and suggests
having someone else cover the tasks, which shows some level of helpfulness. However, the overall tone is less professional and less
considerate of the potential impact of the sender’s absence.

Based on the score rubric, Response A is the better response. It is honest, helpful, and largely avoids harm, providing accurate information
with some ethical considerations. The sender’s willingness to catch up on the meeting’s content and the professional tone of the message
demonstrate a high level of consideration for the team and the meeting’s importance. Response B, while it does offer some level of
helpfulness, falls short in terms of detail, clarity, and professionalism.

[RESULT] A

Table 13: The same pairwise comparison example as shown in Table with outputs from other baseline
judges that produce explanations.
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