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Abstract001

The paper explores the performance of LLMs002
in the context of multi-dimensional analytic003
writing assessments, i.e. their ability to provide004
both scores and comments based on multiple005
assessment criteria. Using a corpus of litera-006
ture reviews written by L2 graduate students007
and assessed by human experts against 9 ana-008
lytic criteria, we prompt several popular LLMs009
to perform the same task under various condi-010
tions. To evaluate the quality of feedback com-011
ments, we apply a novel feedback comment012
quality evaluation framework. This framework013
is interpretable, cost-efficient, scalable, and re-014
producible, compared to existing methods that015
rely on manual judgments. We find that LLMs016
can generate reasonably good and generally re-017
liable multi-dimensional analytic assessments.018
We release our corpus for reproducibility.019

1 Introduction020

Assessing the writing quality of essays manually021

is both time-consuming and labor-intensive. This022

task becomes even more demanding and challeng-023

ing due to high cognitive load (Cai, 2015), when024

assessors have to assign scores and provide com-025

ments based on multi-dimensional analytic criteria,026

referred to here as multi-dimensional analytic as-027

sessments (see Fig. 1 for an illustration). For evalu-028

ation of non-native language (L2) learners’ writing,029

such precise and multi-dimensional assessments030

are highly valuable and desirable, but they are of-031

ten not provided, due to the significant time, cost,032

and expertise required to produce them. This is also033

evidenced by the dearth of publicly available L2034

writing corpora annotated with multi-dimensional035

analytic assessments (Banno et al., 2024).036

In recent years, large language models (LLMs)037

have emerged as promising tools for self-regulated038

writing assessments among L2 learners. A growing039

number of studies (Chiang and Lee, 2023; Mizu-040

moto and Eguchi, 2023; Han et al., 2024; Yancey041

Figure 1: Multi-dimensional analytic assessments,
where each assessment contains a score and a comment.

et al., 2023, i.a.) have indicated the general use- 042

fulness of LLMs for automated writing assess- 043

ments. Given their increasing use for this task, 044

the following question remains understudied: can 045

LLMs provide reasonably good multi-dimensional 046

analytic writing assessments? We use the phrase 047

“reasonably good” intentionally, given the open- 048

ended nature of the task, particularly generating 049

essay-level feedback comments. 050

To address this question, we utilize an English- 051

language corpus of literature reviews written by 052

L2 graduate students and assessed by human ex- 053

perts on 9 analytic assessment criteria. We prompt 054

various popular LLMs to assess the corpus using 055

the same criteria under various conditions, and we 056

examine the quality of their generated assessments 057

compared to human-generated assessments. 058

Our study makes three primary contributions: 059

1. We provide comprehensive and reproducible 060

evidence that LLMs can generate reasonably 061

good and generally reliable multi-dimensional 062

analytic writing assessments. This is the pri- 063

mary goal of this study; we do not argue in 064

favor of a specific LLM, nor do we advocate 065

replacing humans with LLMs for this task. 066
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2. We release a corpus1 of L2 English graduate-067

level literature reviews, annotated with multi-068

dimensional analytic assessments, which will069

facilitate future studies.070

3. We propose and validate a novel LLM-based071

framework for evaluating the quality of feed-072

back comments. This framework is time- and073

cost-efficient, scalable, and reproducible, com-074

pared to manual judgments. It is also inter-075

pretable, compared to direct quality ratings.076

2 Related Work077

Automated Writing Evaluation (AWE) We use078

AWE to include both automated essay scoring079

(AES)2 and feedback comment generation (Sher-080

mis and Burstein, 2013). AWE systems have ex-081

isted since the 1960s (Page, 1966) and have evolved082

over time with a predominant focus on AES (Ke083

and Ng, 2019; Hussein et al., 2019; Zhang and Zou,084

2020; Uto, 2021; Lagakis and Demetriadis, 2021).085

Modern AWE systems use deep neural networks086

for scoring (Taghipour and Ng, 2016; Alikaniotis087

et al., 2016; Dong et al., 2017; Rodriguez et al.,088

2019; Yang et al., 2020; Xie et al., 2022) and feed-089

back comment generation (Nagata, 2019; Han et al.,090

2019; Babakov et al., 2023). The latter task typi-091

cally focuses on sentence-level grammatical error092

identification and correction (Behzad et al., 2024b).093

Existing non-LLM AWE systems mainly provide094

holistic assessment, with some specialized systems095

offering uni-dimensional analytic assessment based096

on a specific dimension of writing quality (Ke and097

Ng, 2019; Jong et al., 2023; Banno et al., 2024).098

LLMs used for AWE Unlike prior AWE sys-099

tems, LLMs can be prompted in natural language100

to jointly score and comment on a given essay. A101

growing body of research has explored the use of102

LLMs for assessing L2 writing. For AES, LLMs103

have been examined for holistic scoring (Mizumoto104

and Eguchi, 2023; Yancey et al., 2023; Wang and105

Gayed, 2024), discourse coherence scoring (Nai-106

smith et al., 2023), and multi-dimensional analytic107

scoring (Yavuz et al., 2024; Banno et al., 2024).108

For feedback comment generation, LLMs have109

been studied for generating corrective feedback110

(Mizumoto et al., 2024; Song et al., 2024), holis-111

tic feedback (Behzad et al., 2024a,b), and multi-112

dimensional analytic feedback (Guo and Wang,113

1Corpus will be released upon acceptance.
2AES is sometimes conflated with AWE in the literature

(Hockly, 2019). We distinguish them.

2024; Behzad et al., 2024a; Han et al., 2024). Stahl 114

et al. (2024) is the only study we know of which ex- 115

plores LLMs jointly performing scoring and feed- 116

back comment generation, but holistically. More- 117

over, their corpus contains short essays by native 118

speakers and has no human reference comments. 119

Related Corpora Major L2 writing corpora in- 120

clude TOEFL11 (Blanchard et al., 2013), which 121

contains scored essays from TOEFL tests, and 122

CLC-FCE (Yannakoudakis et al., 2011), which in- 123

cludes error-annotated short texts in response to 124

exam prompts. Other notable corpora are derived 125

from online language learning platforms, such as 126

EFCAMDAT (van Rooy, 2015), Write & Improve 127

(Yannakoudakis et al., 2018), and LEAF (Behzad 128

et al., 2024b), focusing on scoring, grammatical 129

error correction, and personalized feedback, respec- 130

tively. We are not aware of any publicly available 131

corpora annotated with multi-dimensional analytic 132

scores and comments jointly. 133

3 Corpus 134

Overview Our corpus3 consists of 141 literature 135

reviews written in English by 51 L2 graduate stu- 136

dents, with an average word count of 1321 (930 ex- 137

cluding references). The reviews cover five broad 138

topics from the humanities and social sciences, 139

chosen to minimize the need for specialized dis- 140

ciplinary knowledge: (1) the social consequences 141

of legalized cannabis, (2) the Canadian linguistic 142

landscape, (3) online learning, (4) lessons from the 143

COVID-19 pandemic, and (5) pacifism. 144

The corpus is a result of a large research project 145

conducted at a Canadian university in 2021 with 146

an aim to examine the developmental trajectory of 147

literature review writing skills among L2 gradu- 148

ate students. The project involved three rounds of 149

a 5-unit online tutorial series conducted over the 150

course of 2021, with each round lasting 13 weeks 151

(see Appendix A for details). Participation was vol- 152

untary, with 31 participants completing all five writ- 153

ing tasks across all rounds, and 20 further students 154

completing at least one task before withdrawing. 155

Essay Authors The corpus authors comprise a 156

diverse group of L2 learners, representing a wide 157

range of first languages and enrolled in graduate 158

programs across various disciplines at multiple 159

3The corpus was used in our previous studies with a differ-
ent focus and has never been made public. We omit citations
for these studies for anonymity.
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Code Role Rounds Topics # Essays

A Graduate RA 1 1-5 27
B Graduate RA 1-3 1-5 141
C Faculty Member 1-3 1, 2, 5 93
D Faculty Member 1 2 4
E Faculty Member 1-3 3, 4 43
F Graduate RA 2, 3 1-5 106

Table 1: Anonymized information for the six assessors
(A–F). The columns “Rounds” and “Topics” indicate
the specific rounds and writing topics they participated
in. Assessors C and E never co-assessed together.

Canadian universities. Their English proficiency160

ranged from upper-intermediate to advanced, with161

an average score equivalent to IELTS Band 7 based162

on conversions from various standardized English163

language tests. Scores varied from IELTS 6.5 to164

8.5, with a standard deviation of 0.55.165

Human Assessments Most essays in the corpus166

were assessed by three (94.3%) or two (5.0%) inde-167

pendent human experts. As illustrated in Fig. 1, the168

assessments consist of scores on a 10-point scale169

and comments based on 9 analytic assessment cri-170

teria (see Appendix A.3 for details). While scores171

were required, comments were optional for the as-172

sessors. A total of six assessors with professional173

experience in English language teaching partici-174

pated at different stages of the research project.175

Table 1 provides basic information about them.176

Assessment Quality The 31 students who com-177

pleted all writing tasks evaluated the quality of178

human assessments on a 4-point scale in an anony-179

mous final project survey. Based on the 30 submit-180

ted survey responses, all participants agreed that181

the assessments were at least “useful” (rating = 3),182

with 24 participants (80%) rating them as “very183

useful” (rating = 4).184

Data Contamination Since the corpus was cre-185

ated prior to the release of ChatGPT and has never186

been made public, it contains no LLM-generated187

contents and is free from the risk of data contamina-188

tion (Jacovi et al., 2023; Sainz et al., 2023), making189

it an ideal resource for LLM evaluation.190

4 A Novel Feedback Comment Quality191

Evaluation Framework192

A common approach to evaluating feedback com-193

ment quality for an essay uses manual judgments194

(e.g., rating on a Likert scale), since generating195

essay-level feedback is an open-ended task. How-196

ever, this approach is expensive, time-consuming, 197

not scalable, and may not always be reproducible. 198

For L2-related feedback comments, common cri- 199

teria for assessing comment quality include speci- 200

ficity, relevance, helpfulness (Han et al., 2024; 201

Stahl et al., 2024; Behzad et al., 2024a,b), and the 202

ability to identify writing problems (Stahl et al., 203

2024; Behzad et al., 2024a,b). These criteria reflect 204

a common and practical need of L2 learners to be 205

shown specific problems in their essays and how to 206

correct them to improve their writing quality. 207

To address the issues of manual judgment, we 208

propose an automatic evaluation framework that 209

evaluates the quality of a feedback comment in 210

terms of its ability to effectively identify relevant 211

writing problems within the assessed essay. As 212

illustrated in Fig. 2 (left), the framework utilizes 213

LLMs to extract problems identified in assessment 214

comments and to characterize their specificity and 215

potential helpfulness. The framework consists of 216

the following three steps.4 217

Problem Extraction We start out by extracting 218

any writing problems stated or implied in assess- 219

ment comments, along with any relevant contextual 220

information for each problem, such as further ex- 221

planations, suggestions for improvement, concrete 222

corrections, or clarifying questions. We define a 223

problem as any writing-related issue that affects 224

the quality of the writing, such as citation errors, 225

logical flaws, or grammatical mistakes. 226

Problem Classification The extracted problems 227

are further characterized along three dimensions: 228

whether an extracted problem (1) points to a spe- 229

cific part of the essay, (2) includes any form of 230

suggestion (general or specific), and (3) provides 231

a concrete correction that can be directly applied 232

to fix an identified problem. These classifications 233

offer a way to assess the specificity and potential 234

helpfulness of related comments. 235

Correction Relevance Check We perform a san- 236

ity check to determine whether the proposed correc- 237

tion (and thus the comment) is in fact relevant to the 238

original essay. The Correction Relevance Check 239

also contains three binary classification questions 240

for a more nuanced relevance analysis: (1) does 241

the problem indicated in the correction exist in the 242

essay? (2) is the indicated problem related to the 243

given assessment question? and (3) is the correc- 244

tion correct? 245

4See Appendix B for additional details and explanations.
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Figure 2: Left: Pipeline of the proposed feedback comment quality evaluation framework. The input and output for
each step of the pipeline are illustrated using a human-generated comment on the use of academic vocabulary, with
related tasks performed by an LLM. Answers to the 6 classification questions from the last two steps are highlighted
in bold. Right: Validation results for the pipeline, where IAA (inter-annotator agreement) and exact match rate are
measured between raw annotations by two annotators. See Appendix B for further details.

The results show that both human- and LLM-246

provided corrections are highly relevant, with an-247

swers to those three questions being “Yes” typically248

above 90% time (see Appendix B.3). We thus focus249

on the Problem Classification results when compar-250

ing human- and LLM-identified problems in the251

subsequent sections.252

Validating the Proposed Framework The first253

author and a paid graduate student in Linguistics254

(native speaker) first annotated some held-out sam-255

ples for training and developing the annotation256

guidelines. Each then independently annotated at257

least another 200 samples containing human- and258

LLM-generated comments or problems for Prob-259

lem Extraction and Problem Classification. After-260

ward, they met to resolve disagreements before the261

inter-annotator agreement (IAA) was calculated.262

We measure IAA using Cohen’s Kappa. As is263

known (Feinstein and Cicchetti, 1990), Cohen’s264

Kappa can provide misleading values with highly265

imbalanced class distributions. We therefore also266

provide exact match rates which have not been cor-267

rected for random agreement. Fig. 2 (right) shows268

that the IAA is typically high. When the Cohen’s269

Kappa is low due to class imbalance (i.e., problems270

being incorrectly or not extracted is uncommon or271

rare and nearly all extracted problems contain a272

suggestion), the exact match rates are high. LLM273

task performance, evaluated based on the resolved274

annotations, is also notably high.275

We automatically evaluate LLM performance on276

the Correction Relevance Check by assuming that277

human-identified corrections are generally relevant. 278

Specifically, we assess whether the LLM classi- 279

fies these corrections as mostly relevant when pre- 280

sented with their corresponding essays and assess- 281

ment questions (positive samples), and as mostly 282

irrelevant when paired with random essays and 283

questions (negative samples). As shown in Fig. 2 284

(right), our results confirm this expectation. 285

5 Experiments 286

This sections describes and presents the main ex- 287

periments conducted and the results obtained. 288

5.1 LLM Prompting 289

List of LLMs We evaluate variants of three popu- 290

lar LLMS: GPT-4O-2024-08-06 (GPT-4o, OpenAI 291

et al., 2024a), GEMINI-1.5-FLASH (Gemini-1.5, 292

Gemini Team et al., 2024), and LLAMA-3 70B- 293

INSTRUCT (Llama-3, Grattafiori et al., 2024). 294

Default Prompt Setting All prompts contain 295

a system prompt, an input essay, and an assess- 296

ment instruction. There are four default conditions. 297

(1) The system prompt contains not only essential 298

background information, such as writing topic, but 299

also helpful information regarding the L2 nature of 300

the input essay, year of writing, the same general 301

assessment guidance used by human assessors. (2) 302

The input essay always includes references. (3) 303

LLMs are instructed to produce a score before an 304

optional comment for each assessment question (4) 305

via greedy decoding, i.e., with temperature set to 0. 306

Conditions 1-3 are used to maximize the alignment 307

4



between human and LLM assessment conditions.308

Interaction Modes We consider three possible309

user-LLM interaction modes, depending on how310

the 9 assessment questions are presented. In Inter-311

action Mode 1 (IM 1), all questions are prompted at312

once in a single-turn conversation, where all LLM313

assessments are generated in a single response. In314

Interaction Mode 2 (IM 2), the questions are asked315

one at a time, with an LLM generating answers316

to each question in corresponding turns in a multi-317

turn conversation. In Interaction Mode 3 (IM 3),318

however, the assessment questions are provided in-319

dependently of one another in 9 separate prompts320

to elicit 9 separate outputs from an LLM.321

5.2 Baselines322

Given the open-ended nature of the task, we com-323

pare raw assessments produced across individual324

assessors to understand the assessment patterns and325

behaviors of humans and LLMs. For a more robust326

statistical analysis, we only consider raw assess-327

ments made by assessors B, C, and F, since the328

essays they each assessed and co-assessed both329

cover at least half of the corpus.330

5.3 Evaluation of Scores331

Quadratic Weighted Kappa (QWK) This is a332

metric for rating inter-rater agreement. It ranges333

from 0 (random agreement) to 1 (perfect agree-334

ment), though it can be negative when agreement is335

worse than chance. QWK places higher penalties336

for larger score mismatches, but can yield mislead-337

ingly high or low values due to chance correction338

when the distribution of scores is highly skewed339

(Yannakoudakis and Cummins, 2015).340

Adjacent Agreement Rate (AAR) AAR mea-341

sures the percentage of scores (from two raters)342

that lie within a specified threshold k of one an-343

other. When k = 0, it assesses exact matches. For344

this study, we set k = 1 (AAR1), meaning raters’345

scores are treated as matching as long as they differ346

by no greater than 1.347

We use AAR1 in addition to QWK to account348

for the limitation of QWK’s chance correction, as349

we observe that both human- and LLM-assigned350

scores are highly biased toward the respective351

means. AAR1 also helps address observed scoring352

inconsistency issues (often by 1 point) by humans.353

See Appendix C.1 for more details and discussions.354

Figure 3: Heatmaps of overall QWK (bottom, green)
and AAR1 (top, blue) among assessors. Darker shades
indicate a higher degree of agreement.

5.4 Results 355

We compare human- and LLM-generated assess- 356

ments in terms of scores, comments, and the inter- 357

action between scores and comments. 358

5.4.1 Scores 359

Figure 3 illustrates the overall scoring agreement 360

between all pairs of assessors. 361

Humans score more like humans and LLMs 362

score more like LLMs. More concretely, human- 363

human QWK and AAR1 are almost always higher 364

than the corresponding human-LLM agreement. 365

Similarly, LLM-LLM agreement exceeds human- 366

LLM agreement in virtually all cases, with a much 367

larger margin, suggesting that LLMs may resemble 368

each other in scoring more closely than humans 369

resemble each other. Criterion-level agreement 370

between human/LLM assessors shows similar pat- 371

terns, as shown in Fig. 4. 372

LLMs can score approximately like humans. 373

The best human-LLM AAR1 for the three LLMs 374

ranges from 0.59 to 0.88, with all LLMs achieving 375

an AAR1 above 0.5 with assessor F (Fig. 3). More- 376

over, the AAR1 scores between GPT-4o and asses- 377

sor B and between Llama-3 and assessors B and C 378

are always greater than 0.5. Overall, it shows that 379

LLMs can generate sensible or reasonably good 380

scores, often differing by no more than 1 point from 381

the corresponding human-generated scores. 382
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Figure 4: Criterion-level AAR1 between average human
scores (“Human Avg”) and human or LLM assessors.
See Appendix C.1 for full results for QWK and AAR1.

Human-LLM agreement tends to be higher383

when LLMs respond to each assessment crite-384

rion separately under IM 3. This is particularly385

true compared to when LLMs respond to all criteria386

at once under IM 1, since IM 3 exhibits a gener-387

ally higher agreement level (Fig. 3). This result388

may imply that, while human assessors score the389

9 assessment criteria sequentially, they effectively390

make independent scoring decisions based on the391

specifics of each assessment question.392

That said, the effect of interaction modes is over-393

all limited, given the fairly close scores (i.e., high394

QWK/AAR1) assigned across them for each LLM.395

Therefore, we average human-LLM agreement for396

each LLM across the three interaction modes to397

obtain human-LLM agreement in Fig. 4.398

The degree of human-LLM agreement varies399

across assessment criteria. For example, Fig. 4400

shows that LLM-assigned scores are relatively401

closer to human-assigned scores on assessment402

criteria C1 (material selection), C2 (material in-403

tegration and citation), C8 (grammar and sentence404

structure), and C9 (academic vocabulary) than the405

other criteria. Among criteria C3-C7, LLMs and406

humans agree rather poorly on C7 (use of con-407

nectors), with LLMs consistently assigning scores408

more than 1 point away from human-assigned ones.409

5.4.2 Comments410

Table 2 shows the percentage of time an assessor411

provided a comment, and when they did, the aver-412

age length of these comments, the percentage of413

comments identifying a problem, and the average414

number of problems identified in each comment.415

Avg Comment Avg Problem Avg Corr
Assessor Rate Len Rate Num Score - Cmt

Human B 0.24 104±85 0.97 3.8±3.5 -0.20 / -0.17
Human C 1.00 62±85 0.56 1.3±1.8 -0.40 / -0.46
Human F 0.90 47±58 0.63 1.3±1.6 -0.37 / -0.47

GPT-4o (IM 1) 1.00 65±14 1.00 2.1±0.9 -0.11 / -0.48
Gemini-1.5 (IM 1) 1.00 97±33 1.00 2.4±1.00 -0.05 / -0.46
Llama-3 (IM 1) 1.00 68±20 1.00 2.2±0.8 0.01 / -0.27

GPT-4o (IM 2) 1.00 347±46 1.00 5.0±1.2 -0.37 / -0.38
Gemini-1.5 (IM 2) 1.00 477±698 1.00 5.9±2.7 -0.29 / -0.56
Llama-3 (IM 2) 1.00 370±112 1.00 6.6±2.8 -0.04 / -0.42

GPT-4o (IM 3) 1.00 381±65 1.00 6.1±2.0 -0.34 / -0.51
Gemini-1.5 (IM 3) 1.00 571±182 1.00 8.2±3.3 -0.21 / -0.48
Llama-3 (IM 3) 1.00 399±67 1.00 6.4±2.3 -0.04 / -0.23

Table 2: Overall statistics of feedback comments gen-
erated by human and LLM assessors. The last column
shows the Spearman Rank correlations measured be-
tween scores and related comments (length / number
of identified problems). Stronger negative correlations
(smaller numbers) in each number pair are in bold.

LLMs always provide comments and identify 416

problems, but humans do not. This is an appar- 417

ent advantage of LLMs since, unlike humans, they 418

do not experience practical constraints like men- 419

tal fatigue and limited time for writing comments. 420

While humans show different tendencies in com- 421

ment writing, they tend to write more comments 422

and/or identify more problems (with longer com- 423

ments) on criteria that are technical and objective, 424

including C2, C8, and C9, also mentioned in the 425

end of Section 5.4.1. See Appendix C.2 for details. 426

Interacting with LLMs one question at a time 427

leads to more elaborate, specific, and helpful 428

comments. LLM comments are much longer and 429

identify more problems in IM 2 and IM 3 than in 430

IM 1 (see Table 2). Additionally, Fig. 5 shows that 431

comments generated in IM 1 are also less likely to 432

refer to a specific essay part and offer a concrete 433

correction than those generated in IM 2 and IM 3 434

or human-generated comments. This suggests that 435

IM 2 and IM 3 provide higher levels of elaboration 436

than IM 1. Furthermore, IM 3 produces more cor- 437

rections than both IM 2 and humans across all as- 438

sessment criteria, except C1, for which a correction 439

is unlikely since it is about evaluating the relevance 440

of cited references. In other words, LLMs can be 441

more elaborate, specific, and potentially helpful 442

than humans in their comments. 443

LLMs can be more specific than humans on as- 444

sessing subjective criteria. While humans and 445

LLMs (in IM 3) are comparably likely to include 446

a correction in their comments for objective crite- 447

ria C2, C8, and C9, LLMs’ comments (in IM 3) 448
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Figure 5: Percentage of comments identifying a problem that mentions a specific essay part (left), offers a comment
(middle), and offers a concrete correction (right) across assessment criteria by different assessors.

tend to offer more corrections on other subjective449

criteria (e.g., C3: quality of key components, C4:450

logic of structure etc.), except for C1 (see above).451

This aligns with the observation that humans tend452

to comment more on objective criteria, since com-453

menting on subjective criteria requires more expla-454

nations and can thus be more demanding to do.455

5.4.3 Score-Comment Interaction456

Since lower scores reflect a perception of more457

writing problems, an assessor typically needs to458

provide a more extensive feedback comment to459

both cover the identified problems and justify their460

low scores. We highlight this score-comment in-461

teraction by measuring the correlations between462

scores and the token counts of or the numbers of463

identified problems in the related comments.464

As expected, the last column in Table 2465

shows strongly negative score-comment correla-466

tions across both human- and LLM-generated as-467

sessments. The fact that these negative correlations468

are generally much stronger when measured with469

the number of identified problems suggests that it470

is a more fine-grained metric than comment length471

and also indicates the usefulness of our framework472

proposed in Section 4.473

5.5 Summary474

We show that LLMs can generate sensible scores,475

typically within 1 point of human-generated ones476

on a 10-point scale, and feedback comments that477

identify more writing problems than human asses-478

sors that are specific, and potentially helpful. This479

is particularly true when LLMs are prompted in IM480

3 where each assessment question is asked indepen-481

dently of each other. Moreover, like humans, LLMs482

also generate assessments that exhibit an expected483

and negative score-comment correlation, justifying 484

the validity of their assessments. Overall, these re- 485

sults highlight that LLMs can generate reasonably 486

good multi-dimensional analytic assessments. 487

6 Further Analyses 488

6.1 Re-examining Our Assumption about 489

Feedback Comment Quality 490

Our proposed feedback comment quality evaluation 491

framework assumes that the quality of a feedback 492

comment is related to how well it identifies rele- 493

vant writing problems of an assessed essay. The 494

framework extracts and characterizes problems of 495

assessed essays identified in comments to evaluate 496

the specificity and helpfulness of these comments. 497

To assess this assumption, we adopt an LLM-as- 498

a-judge approach (Zheng et al., 2023), prompting 499

OPENAI-O1-MINI-2024-09-12 (o1-mini, OpenAI 500

et al., 2024b) to directly assess the specificity and 501

helpfulness of a feedback comment, given the cor- 502

responding essay and assessment question on a 503

10-point scale. We do not define specificity and 504

helpfulness to avoid injecting biases and choose all 505

comments, generated by humans and LLMs, from 506

one subjective criterion (C6: coherence or flow of 507

ideas) and one objective criterion (C9: academic 508

vocabulary) to balance our examination. We then 509

calculate the corrections between these two scores 510

produced by o1-mini and the number of different 511

types of problems identified by our framework. 512

The results in Table 3 shows that the characteris- 513

tics extractable from applying the framework corre- 514

late very well with the o1-mini-assigned specificity 515

and helpfulness scores. In particular, the number 516

of problems that mention specific essay parts and 517

offer corrections appears to be overall stronger sig- 518
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#Problems #Specific #Corrections
Condition

Humans Specificity 0.57 0.66 0.63
Helpfulness 0.65 0.70 0.62

LLMs Specificity 0.62 0.80 0.61
Helpfulness 0.64 0.77 0.58

C6 Specificity 0.68 0.78 0.51
Helpfulness 0.72 0.74 0.48

C9 Specificity 0.59 0.79 0.77
Helpfulness 0.64 0.76 0.74

IM 1 Specificity -0.02 0.63 0.43
Helpfulness -0.03 0.50 0.44

IM 2 Specificity -0.02 0.63 0.43
Helpfulness 0.09 0.48 0.38

IM 3 Specificity 0.22 0.33 0.31
Helpfulness 0.23 0.30 0.24

Table 3: Spearman Rank correlations between the speci-
ficity and helpfulness scores and the number of different
types of problems identified by our framework under
different conditions. Corrections with number of prob-
lems making a suggestion are omitted as they are nearly
identical to those with “#Problems.”

nals of specificity and helpfulness than the mere519

number of problems, which shows negligible cor-520

relations for comments from IM 1 or IM 2. This521

shows the potential of our framework in providing522

a more fine-grained and interpretable measurement523

of specificity and helpfulness levels of comments.524

6.2 Reliability of LLM-generated Assessments525

We evaluate the reliability of LLM-generated as-526

sessments across different realistic conditions that527

mirror potential real-world use cases. To prevent528

experimental confounding, we change only one529

condition at a time for a given LLM in a specific in-530

teraction mode, assuming that users tend to interact531

with their chosen LLM in a consistent manner.532

First, we consider GPT-4O-2024-08-06 (GPT-533

4o-Aug) in IM 1 with the default prompt setting534

from Section 5.1 as the baseline. To test the ef-535

fect of model variant, we run the same experiment536

but with GPT-4O-2024-05-13 (GPT-4o-May). We537

also prompt GPT-4o-Aug while varying one of the538

four conditions in the default prompt setting (see539

Section 5.1) by (1) removing the helpful informa-540

tion from the system prompt, (2) excluding refer-541

ences in the input essays, (3) instructing LLMs to542

produce a comment before a score, or (4) setting543

temperature to 1 to increase output randomness.544

To ensure the comprehensiveness of our experi-545

ments, we prompt GPT-4o-May in IM 2 and IM 3546

under default prompt setting to study the effect of547

model variant under other interaction modes. We548

also prompt Llama-3 in IM 1 changing the first549

three conditions in the default prompt setting men-550

Scores Comments

GPT-4o-May 0.82 / 0.98 0.21 / 0.39 / 0.70
SP Simplification 0.78 / 0.98 0.24 / 0.43 / 0.72
Exclusion of References 0.69 / 0.95 0.26 / 0.44 / 0.73
Comment First 0.75 / 0.96 0.19 / 0.32 / 0.58
Temperature=1, run#1 0.73 / 0.96 0.10 / 0.30 / 0.67
Temperature=1, run#2 0.79 / 0.98 0.10 / 0.31 / 0.67

GPT-4o-May (IM 2) 0.81 / 0.99 0.15 / 0.29 / 0.70
GPT-4o-May (IM 3) 0.83 / 1.00 0.20 / 0.31 / 0.71

Llama3: SP Simplification 0.66 / 0.88 0.25 / 0.44 / 0.73
Llama3: Exclusion of Refs 0.71 / 0.90 0.25 / 0.44 / 0.74
Llama3: Comment First 0.51 / 0.81 0.24 / 0.44 / 0.72

Table 4: Reliability tests results. “QWK / AAR1” and
“BLEU / ROUGE-L / BERTScore” are used to measure
score stability and comment similarity, respectively.

tioned in the last paragraph. The baselines here are 551

GPT-4o-Aug and Llama-3 prompted under respec- 552

tive interaction modes from Section 5.1. 553

We use QWK and AAR1 and three widely 554

adopted machine translation metrics, i.e., BLEU 555

(Papineni et al., 2002), ROUGE-L (Lin, 2004), and 556

BERTScore (Zhang et al., 2020), to evaluate the 557

reliability of the generated scores and comments 558

between contrastive condition pairs, respectively. 559

The results in Table 4 show that LLMs are ca- 560

pable of generating highly stable scores, with an 561

AAR1 score at least 0.81 and mostly above 0.9 562

across all conditions. Their generated comments 563

are also decently similar with BERTScore typically 564

no lower than 0.67. A small-scale manual check 565

and a correlation analysis performed in Appendix D 566

further verify the validity of BERTScore. 567

7 Conclusion 568

This study provides evidence that LLMs can gen- 569

erate reasonably good and generally reliable multi- 570

dimensional analytic assessments. Our findings 571

highlight the promising role of LLMs in assessing 572

academic English writing, especially for graduate- 573

level literature reviews, which is a highly technical 574

genre. In short, LLMs show strong pedagogical po- 575

tential, benefiting both L2 learners and instructors 576

for self-regulated learning or teaching assistance. 577

We propose and validate a novel feedback comment 578

quality framework to facilitate our analysis. 579

Looking ahead, future studies could further char- 580

acterize and compare the writing problems identi- 581

fied by human- versus LLM-generated comments, 582

offering deeper qualitative insights. Additionally, it 583

would be valuable to develop a metric grounded in 584

our proposed framework that can directly compare 585

the relative quality of two sets of comments. 586
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Limitations587

Generality of Findings This study focuses on L2588

graduate-level academic writing, specifically litera-589

ture reviews in the humanities and social sciences.590

While this domain represents a significant subset591

of academic writing, the findings may not general-592

ize to other genres (e.g., technical reports, creative593

writing) or proficiency levels (e.g., undergraduate594

or professional writers). Additionally, our study is595

limited to English, a high-resource language, which596

means our results may not be indicative of LLMs’597

capabilities in other languages, particularly low-598

resource ones. Future research should explore the599

applicability of our findings across diverse writing600

contexts and linguistic backgrounds.601

Weakness of Our Assumption About Feedback602

Quality A key limitation of our approach is that603

it does not account for other factors that may influ-604

ence the perceived quality of a feedback comment,605

such as politeness (e.g., rude comments may not606

be well received) or the logical coherence of the607

argument (e.g., illogical comments could be mis-608

leading). However, this concern is less pronounced609

for LLM-generated feedback comments, as LLMs610

are trained to align with human preferences and so-611

cial norms (Ouyang et al., 2022). Moreover, these612

factors could potentially be incorporated into our613

framework by adding additional steps focused on614

politeness and argumentation etc.615

Indirect Evaluation of Feedback Quality616

While our approach to measuring the general qual-617

ity of LLM-generated assessments is intuitive and618

simple, it is inherently indirect. A large-scale man-619

ual evaluation remains necessary to more accu-620

rately assess and compare the quality of human-621

and LLM-generated multi-dimensional analytic as-622

sessments. Due to resource constraints, we leave623

this investigation to future studies.624

Limited Validation and Reliability Testing Due625

to time and resource constraints, we were unable to626

comprehensively validate our proposed feedback627

comment quality evaluation framework. As a result,628

we may have overlooked some potential issues with629

the framework or the LLM outputs. Similarly, the630

reliability assessments we conducted are limited,631

with only one factor being changed at a time in each632

evaluation. More extensive experiments are needed633

to further validate our claim that LLM-generated634

assessments are generally reliable and to explore635

the conditions influencing this reliability.636

Ethical Considerations 637

Corpus Creation The research project that led 638

to the construction of the corpus was ethically re- 639

viewed and received approval from a Canadian in- 640

stitution for involving human participants. Partici- 641

pants provided informed consent to allow the use 642

of their materials, with the option to withdraw at 643

any time. 644

Human Annotations We compensated the hired 645

annotator at a rate of approximately US$25 per 646

hour, which exceeds the minimum wage in the 647

region where the annotations took place. 648

Potential Biases in LLM Assessments LLMs 649

are trained on large-scale datasets that may contain 650

inherent biases, which can be reflected in their as- 651

sessments. For example, they might systematically 652

favor certain writing styles, linguistic structures, or 653

cultural conventions, leading to biased evaluations. 654

However, we argue that in contexts where human 655

assessments are not readily accessible, the benefits 656

of LLM-generated feedback – particularly for L2 657

learners – may outweigh potential biases. Further- 658

more, bias mitigation strategies, such as improved 659

prompting techniques or advancements in LLM 660

development, could help reduce these concerns. 661
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T1 T2 T3 T4 T5

# Essays 50 16 31 13 31
Avg WC (w/o refs) 845 1169 926 1079 887
Avg WC (w/ refs) 1232 1583 1347 1666 1159

Table 5: Basic statistics of the corpus. “T” in each
column stands for “Topic.” “WC” means “word count.”
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A Corpus944

A.1 Basic Corpus Statistics945

Table 5 provides the basic statistics of the corpus.946

Note that throughout this study, we use the de-947

fault word tokenizer of NLTK to compute word948

counts. See: https://www.nltk.org/api/nltk.949

tokenize.html.950

A.2 Details of the 5-Unit Tutorial Series951

Table 6 presents details of the 5-unit tutorial series,952

including the themes, notions, activities, duration,953

and writing task for each unit.954

To support their writing, the authors were pro- 955

vided with a short, curated bibliography for each 956

task, designed to help them focus on literature re- 957

view writing while minimizing the effort required 958

for bibliographic searches. Prior to submitting their 959

final writing samples for expert assessments, the 960

authors engaged in peer reviews (for topics 1, 3, 961

and 5) or group collaboration (for topics 2 and 4). 962

A.3 Assessment Criteria 963

The 9 assessment criteria/questions provided to 964

human assessors are detailed in Table 7. 965

B Feedback Comment Quality Evaluation 966

Framework 967

B.1 Implementation 968

The framework is implemented using LLMs. More 969

concretely, we used GPT-4O-2024-11-20 for Prob- 970

lem Extraction and Problem Classification, and 971

GPT-4-TURBO-2024-04-09 for Correction Rele- 972

vance Check. An example implementation of our 973

framework can be found in Table 8. 974

Related prompts used for implementing our 975

framework can be found in Appendix E.1. 976

B.2 Annotation 977

Guidelines Table 9 provides explanations and 978

examples of what is considered as a problem for 979

Problem Extraction, and the three characteristics 980

relevant to Problem Classification: whether an ex- 981

tracted problem (1) refers to a specific part of the 982

essay, (2) provides a suggestion (general or spe- 983

cific), and (3) offers a concrete correction. 984

Samples for Problem Extraction We employed 985

stratified sampling to randomly select 100 human- 986

generated feedback comments and 108 LLM- 987

generated feedback comments. In total, there are 988

208 comments for manual annotations. 989

For LLM-generated comments, half of them 990

were generated under Interaction Mode 1 and the 991

other half under Interaction Modes 2 and 3. Com- 992

ments from Interaction Modes 2 and 3 were sam- 993

pled together to reduce manual annotation effort, as 994

these comments tend to be lengthy. The sampling 995

covered the 9 assessment criteria, with 2 comments 996

from each of the 3 LLMs used, resulting in 9 * 3 * 997

2 = 54 comments from Interaction Mode 1 and an- 998

other 54 comments from the combined Interaction 999

Modes 2 and 3. 1000
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Unit Key notions Activities Duration Writing task

1. Genre of literature
review

Components in literature review
writing, material selection, citation
practices

Interactive e-book, Peer-
review, Discussion forum, quiz

3 weeks Individual writing on the social con-
sequences of legalized cannabis

2. Structure and
logic in literature re-
view

Types of logic structure, terms and
abbreviations, Coherence, Cohesion

Interactive e-book, Discussion
forum, quiz

2 weeks Collaborative writing on Canadian
linguistic landscape

3. Sentence struc-
tures

Sentence structures and variety,
nominalization, Phrase bank and
Swales’ CARS (Creating a Research
Space) model

Interactive e-book, Peer-
review, Discussion forum, quiz

3 weeks Individual writing on the pros and
cons of online learning

4. Academic vocab-
ulary

(academic) formulaic expressions
and their functions

Interactive e-book, Discussion
forum, quiz

2 weeks Collaborative writing on lessons
from the COVID- 19 pandemic

5. Grammar of re-
ported speech

Direct vs. indirect speech, reporting
verbs and expressions, verb tenses,
modal verbs

Interactive e-book, Peer-
review, Discussion forum, quiz

3 weeks Individual writing on pacifism,
peace-making, or just/justifiable war

Table 6: Details of the 5-unit online tutorial series.

Aspect Criterion Question

Selection
of
materials
and
citation
practices

1. Material selection On a scale of 10 (1: Very poor, 10: Excellent), how would you
evaluate the author’s selection of source materials in terms of
relevance, quality, and quantity of the materials? Note: “If the
draft has a noticeable issue regarding the number or the quality
of the papers reviewed, please comment on the issue."

2. Material integration
and citation

On a scale of 10 (1: Very poor, 10: Excellent), how would
you evaluate the writing for its integration of source materials
(e.g., clarity of presenting information) and citation practices
(e.g., use of APA or other style in both in-text citations and
reference list)?

Overall
structure

3. Quality of key components On a scale of 10 (1: Very poor, 10: Excellent), how would you
evaluate the writing for the quality or effectiveness of each
component (i.e., Introduction, Body, and Conclusions)? Note:
The introduction is expected to introduce a research area, iden-
tify issue(s), and/or state the significance of the issue(s). The
body of literature review should present the relevant ideas or
findings of the reviewed studies and/or identify a research gap.
The conclusion(s) may identify research trends or controver-
sies and highlight the contribution of this literature review.

4. Logic of structure On a scale of 10 (1: Very poor, 10: Excellent), how would you
evaluate the logical structure of this literature review?

5. Content and clarity of ideas On a scale of 10 (1: Very poor, 10: Excellent), how would
you evaluate the content and clarity of ideas expressed in this
literature review?

Coherence
and
cohesion

6. Coherence On a scale of 10 (1: Very poor, 10: Excellent), how would you
evaluate the literature review for the quality of coherence (e.g.,
the connectivity and the naturalness of the flow of ideas in this
draft)?

7. Cohesion On a scale of 10 (1: Very poor, 10: Excellent), how would you
evaluate the literature review for the use of connectors (e.g.,
‘because,’ ‘therefore,’ ‘however,’ ‘likewise’, and ‘similarly’) to
link sentences in this draft?

Grammar
and
vocabulary

8. Grammatical and sentence
structure

On a scale of 10 (1: Very poor, 10: Excellent), how would you
evaluate the draft for grammatical accuracy, sentence length
and sentence type variety?

9. Academy vocabulary On a scale of 10 (1: Very poor, 10: Excellent), how would you
evaluate the draft for vocabulary quality (e.g., use of academic
expressions, the correctness of word choice, the naturalness of
collocations, the complexity of vocabulary, the use of stylis-
tically acceptable vocabulary—not too colloquial, not exces-
sively formal or not overusing terms)?

Table 7: The 9 assessment criteria/questions, reflecting 4 general aspects of writing quality.
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Comment Problem Extraction Problem Classification Correction Relevance Check

The author has generally done
a good job of integrating
the source materials into the
text, with clear summaries and
explanations of the findings.
However, there are some ar-
eas where the citation practices
could be improved. For ex-
ample, some of the in-text ci-
tations are not formatted cor-
rectly (e.g., "Wilkinson ST, et
al., 2015" should be "Wilkin-
son et al., 2015"), and there are
some inconsistencies in the ref-
erence list (e.g., some sources
have DOIs, while others do
not). Additionally, the author
could benefit from using more
precise language when describ-
ing the findings of the studies,
rather than relying on general
statements.

There are some areas where the
citation practices could be im-
proved. For example, some of
the in-text citations are not for-
matted correctly (e.g., "Wilkin-
son ST, et al., 2015" should be
"Wilkinson et al., 2015").

1. Yes. The excerpt refers to a specific
part of the essay by mentioning the
in-text citation "Wilkinson ST, et al.,
2015" and how it should be formatted.
2. Yes. The excerpt offers a suggestion
by indicating that the in-text citation
formatting should be corrected.
3. Yes. The excerpt provides a concrete
correction by specifying the correct
format for the citation as "Wilkinson et
al., 2015."

Final answers: Yes, Yes, Yes

1. Yes, the problem pointed out in the excerpt exists
in the corresponding essay. The excerpt mentions
that the citation "Wilkinson ST, et al., 2015" is
incorrectly formatted and should be "Wilkinson
et al., 2015". In the essay, the citation appears
as "Wilkinson ST, et al., 2015", which is indeed
not formatted correctly according to APA style
guidelines that recommend omitting the first names
and middle initials of authors in in-text citations.

2. Yes, the problem pointed out in the excerpt is
relevant to the corresponding assessment question.
The assessment question asks to evaluate the essay
based on the integration of source materials and
citation practices. The excerpt directly addresses an
issue with citation practices, which is a key aspect
of the assessment question.

3. Yes, the correction of the problem pointed out in
the excerpt is correct. The suggested correction to
change "Wilkinson ST, et al., 2015" to "Wilkinson
et al., 2015" aligns with APA style guidelines,
which recommend using only the surname of the
first author followed by "et al." for works authored
by multiple people, without including initials unless
necessary to distinguish between authors with the
same surname.

Final answers: Yes, Yes, Yes

There are some inconsistencies
in the reference list (e.g., some
sources have DOIs, while oth-
ers do not).

1. No - The excerpt does not refer to a
specific part of the essay, as it does not
point to a particular location or provide a
specific example from the reference list.
2. Yes - The excerpt suggests that the
student should address the inconsisten-
cies in the reference list, such as ensuring
uniformity in the inclusion of DOIs.
3. No - The excerpt does not provide a
concrete correction, as it does not specify
exactly how to fix the inconsistencies or
what the corrected references should look
like.

Final answers: No, Yes, No

The author could benefit from
using more precise language
when describing the findings of
the studies, rather than relying
on general statements.

1. No - The excerpt does not refer to
a specific part of the essay. It does not
mention a concrete location or provide
any referencable details about where the
issue occurs.
2. Yes - The excerpt offers a general
suggestion for improvement by advising
the author to use more precise language
when describing the findings of the
studies.
3. No - The excerpt does not provide a
concrete correction or specific example
of how to fix the issue.

Final answers: No, Yes, No

Table 8: An example of implementing our framework on a feedback comment on the second assessment criteria, i.e.,
material integration & citation, which is about citation practices. Our framework correctly identifies three problems
identified in the comment and performs Problem Classification on each one of them, of which the first problem
offers a concrete correction. The Correction Relevance Check is thus only performed on the first extracted problem.
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Samples for Problem Classification We ran-1001

domly sampled 100 problems extracted from both1002

human- and LLM-generated comments, resulting1003

in 200 problems for annotations.1004

Since the distribution of extracted problems1005

across the nine assessment criteria are highly1006

skewed, we ensured that there were at least 5 prob-1007

lems for each assessment criterion.1008

Problem Extraction For each feedback com-1009

ment, the two annotators were provided with LLM-1010

extracted problems and asked to identify the num-1011

ber of correctly extracted problems (true positives),1012

the number of incorrectly extracted problems (false1013

positives), and the number of problems not ex-1014

tracted (false negatives). The number of true neg-1015

atives is always set to 0, as there is no negative1016

prediction in problem extraction.1017

A problem is considered correctly extracted if1018

the LLM output contains the exact or paraphrased1019

problem stated or implied in the feedback comment.1020

It is acceptable if additional information relevant1021

to the problem, such as elaborations, suggestions,1022

clarifying questions, or quoted text from the as-1023

sessed essay, is not included in the LLM-identified1024

problems, which appears to be uncommon based1025

on our annotations. However, if the problem and1026

relevant additional information are extracted as sep-1027

arate problems, only the stated or implied problem1028

is counted as a true positive, and the relevant in-1029

formation is treated as a false positive. This over-1030

segmentation is the primary source of errors in1031

LLM-extracted problems.1032

Problem Classification For each extracted prob-1033

lem, the two annotators were asked to answer the1034

three classification problems based on Table 9.1035

B.3 Correction Relevance Check1036

Table 10 demonstrates that comments generated by1037

both humans and LLMs are overall highly relevant.1038

However, human-generated comments tend to ex-1039

hibit slightly lower relevance—either broadly or1040

strictly—compared to those generated by LLMs.1041

We conducted a small-scale error analysis to in-1042

vestigate the reasons behind the 8%, 15%, and 9%1043

of human-identified problems that GPT-4 incor-1044

rectly classified as not present in the essays, not1045

adhering to the assessment criteria, and being in-1046

correct, respectively.1047

Problems not Present in Essays We randomly1048

selected 10 problems identified by GPT-4 as not1049

present in the assessed essays. Upon reviewing 1050

each human-identified problem in the original es- 1051

say, we found that 6 of these problems were indeed 1052

present, while 4 were not. Of the 4 problems that 1053

did not exist in the essays, 3 appeared to be mis- 1054

assigned comments (2 of these 3 were extracted 1055

from the same comment), while the remaining one 1056

seemed to be an assessor error. Among the 6 prob- 1057

lems that GPT-4 misclassified, 4 were due to GPT-4 1058

misunderstanding the identified problems, 1 was 1059

due to GPT-4 failing to locate a quoted word in 1060

the essay, and 1 was because GPT-4 mistakenly 1061

deemed the identified problem not to be a problem, 1062

despite its presence in the essay. 1063

Problems not Adherent to the Assessment Crite- 1064

ria We randomly selected 10 problems identified 1065

by GPT-4 as not adhering to the assessment criteria. 1066

Of these, 9 were related to C8 (grammar & sen- 1067

tence structure), and 1 was related to C9 (academic 1068

vocabulary). Our manual validation showed that 7 1069

of the problems were less related to grammar and 1070

sentence structure but more related to word choice 1071

or clarity of expression. The remaining 3 were mis- 1072

classified by GPT-4, mostly due to its requirement 1073

that problems be explicitly related to both grammar 1074

and sentence structure in order to adhere to C8. 1075

Correction being Incorrect We randomly se- 1076

lected 10 problems containing corrections identi- 1077

fied by GPT-4 as incorrect. We found that 5 of these 1078

problems involved accurate corrections, all related 1079

to grammar. There were 2 corrections proposed to 1080

be suggestions and 3 corrections that require sub- 1081

jective judgments to determine their correctness. 1082

Remarks Based on this error analysis, we can 1083

attributed the discrepancy in relevance to two pri- 1084

mary reasons: (1) human comments often include 1085

(inconsistent use of) diacritics that complicate prob- 1086

lem extraction and characterization, and (2) hu- 1087

man assessors may occasionally deviate from in- 1088

structions, providing corrections unrelated to the 1089

assessment question. These issues are less fre- 1090

quent in LLM-generated comments, which benefit 1091

from their strong adherence to instructions and the 1092

ability to handle extended context windows. That 1093

said, both human- and LLM-identified problems 1094

are highly relevant. 1095
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Characteristic Explanation Examples

If a problem is stated
or implied in a com-
ment

A problem is any writing-related
issue that affects the quality of
the writing, such as citation er-
rors, logical flaws, coherence
issues, grammatical mistakes,
or inappropriate word choices,
among others. The problem can
be mentioned or implied in a
given comment.

Positive Examples

• Specify what the abbreviation “THC” stands for. (Im-
plied problem: “THC” is unspecified)

• There was a redundant use of “the legalization of
cannabis”.

Negative Examples

• Great grammatical skills, well done!
• Final references are well formatted. In-text references

are well integrated.

If a problem points to
a specific part of the
essay

A specific part refers to a part of
the essay that is easily locatable.
(1) It can be a specific word,
phrase, sentence, paragraph, ref-
erence etc. used in the essay.
(2) It can be a concrete location,
such as “sentence 2 in paragraph
2,” “in paragraph 6,” “the first
citation,” or “the first sentence
of the paper” and so on. (3) A
less concrete location, such as
“the introduction,” or “the con-
clusion,” is also considered a
specific part if it is accompanied
by some referenceable details.

Positive Examples

• In Paragraph 2, the word “decay” is likely a mistake
and should be replaced with “decade”.

• The sentence “This theory still is under debate even
with many authors provide a justification for that” con-
tains a grammatical error. The verb “provide” should
be corrected to “providing.”

Negative Examples

• Some of the sentences are a bit too long and fall apart
a little.

• Your paper would benefit from the use of expressions
such as “as a result” or “the result” where cause and
consequence are important.

If a problem offers
some form of sugges-
tions, general or spe-
cific

A suggestion indicates or im-
plies ares of improvement. If
the problem only contains a
problem statement and it is un-
clear what direction the student
should take to improve it, then
there is no suggestion. A con-
crete correction is always con-
sidered a suggestion.

Positive Examples

• Some sentences could be a bit shorter.
• The use of a topic sentence for each paragraph in the

main body could be improved.

Negative Examples

• The beginning of the literature review could be
changed slightly.

• The first sentence of the paper is confusing.

If a problem provides
a concrete correction
for an identified writ-
ing issue

A concrete correction is some-
thing that can be directly applied
to an essay to fix a writing prob-
lem. Corrections should not re-
quire thinking to implement, i.e.
text that can be copy-pasted, or
actions that can be taken follow-
ing an instruction (e.g., capital-
ize the first letter).

Positive Examples

• The citation “(Toronto Star December 2016)” should
be revised to “(Toronto Star 2016)” to align with
proper citation practices.

• “The advance of technologies” should be corrected to
“the advancement of technologies”.

Negative Examples

• The significance of South Australian policy is unclear,
as it is the first citation and the only one in the Intro-
duction.

• The conclusion is a little too short.

Table 9: Explanations and illustrative examples of “problems” and their characterizations.
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Assessor In Essay In Question Is Correct Broadly Relevant Strictly Revelant

Human B 87.9 79.4 85.1 84.4 72.8
Human C 94.9 91.8 94.5 93.8 89.0
Human F 96.3 86.7 91.4 90.9 82.3

GPT-4o (IM 1) 100.0 100.0 100.0 100.0 100.0
Gemini-1.5 (IM 1) 95.6 99.6 98.0 95.6 95.2
Llama-3 (IM 1) 97.8 97.8 97.8 97.8 97.8

GPT-4o (IM 2) 99.6 100.0 100.0 99.6 99.6
Gemini-1.5 (IM 2) 98.3 98.8 97.5 97.1 96.6
Llama-3 (IM 2) 94.7 96.2 96.2 94.4 92.5

GPT-4o (IM 3) 100.0 99.5 99.8 99.8 99.2
Gemini-1.5 (IM 3) 98.8 97.8 99.0 98.8 96.8
Llama-3 (IM 3) 98.7 98.7 98.5 98.5 97.5

Table 10: Overall Correction Relevance Check results (%), representing the percentage of instances each attribute is
true for corrections made by an assessor. “In Essay”: whether the problem indicated in the correction exists in the
essay. “In Question”: whether the correction relates to the assessment question. “Is Correct”: whether the correction
is correct. “Broadly Relevant”: applicable when both “In Essay” and “Is Correct” are true. “Strictly Revelant”:
applicable when both “Broadly Relevant” and “In Question” are true.

C Results1096

C.1 Scores1097

Scoring Ranges Table 11 summarizes the scor-1098

ing ranges, in the form of means and standard devi-1099

ations for each assessment criterion, as produced by1100

three human assessors and the three LLMs under1101

three interaction modes.1102

Full QWK/AAR1 Table 12 presents the full re-1103

sults for Quadratic Weighted Kappa (QWK) and1104

Table 13 presents the full results for AAR1.1105

Inconsistencies in Scoring by Human Assessors1106

First, there is an instance in the corpus, where as-1107

sessor B accidentally assessed the same essay twice1108

on separate days.5 While assessor B provided iden-1109

tical scores for 5 out of the 9 assessment criteria,1110

discrepancies of 1 point occurred for the remaining1111

4 criteria, with scores alternating between (8, 7), (8,1112

7), (4, 5), and (7, 8).1113

Second, we observe that human assessors as-1114

signed different scores to identical or similar com-1115

ments, mostly within 1-point differences. For ex-1116

ample, assessor F gave the same comment “Decent1117

number of citations” three times but assigned three1118

different scores: 6, 7, and 8. Similarly, assessor C1119

assigned scores of 7 and 8 to the comment “Appro-1120

priate use of connectors.” However, when the same1121

comment is repeated, scores tend to be very close,1122

typically within one point. For instance, assessor A1123

assigned a score of 8 to the comment “Great use of1124

5Four days apart and assessor B had no access to their
earlier assessments.

academic words and formal tone” five times, with 1125

only one instance where the score was 9. 1126

C.2 Comments 1127

Table 14 presents the general statistics of feed- 1128

back comments generated by human assessors and 1129

LLMs under the three interaction modes. 1130

C.3 Score-Comment Interaction 1131

Fig. 6 provides the full results of the correlations 1132

measured between scores and the token counts of 1133

or the numbers of identified problems in the related 1134

comments. 1135

D Further Analyses 1136

Table 15 provides five random example comment 1137

pairs sampled from GPT-4o-Aug and GPT-4o-May 1138

prompted under default prompt setting specified 1139

in Section 5.1. We find that when BERTScore is 1140

low (the last row), the comment pair is less similar 1141

compared to other pairs. While other two met- 1142

rics (BLEU and ROUGE-L) are highly correlated 1143

with BERTScore (BLUE: 0.78, ROUGE-L: 0.88, 1144

Pearson), they consistently yield lower values than 1145

BERTScore. This indicates that these two lexi- 1146

cal overlap-based metrics may be less effective at 1147

measuring comment reliability compared to the 1148

semantic similarity captured by BERTScore. 1149

E Prompts 1150

Note that, any word followed by a dollar sign “$” 1151

is a placeholder for all prompt templates included 1152
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Assessor C1 C2 C3 C4 C5 C6 C7 C8 C9

Human B 6.7±0.9 6.5±1.2 7.5±1.2 7.7±1.1 7.7±1.1 7.6±1.1 7.3±1.1 7.2±1.1 7.5±1.1

Human C 7.8±1.3 7.6±1.3 7.9±1.0 7.8±1.3 7.8±1.1 7.9±1.1 8.1±0.9 7.7±1.1 8.2±0.9

Human F 7.0±1.0 6.6±1.0 6.9±0.9 7.0±0.8 7.1±0.8 7.1±0.8 7.2±0.8 7.3±0.7 7.0±0.8

GPT-4o (IM 1) 7.4±0.7 6.4±0.7 5.7±0.8 5.7±0.9 6.3±0.7 5.4±0.7 5.5±0.8 6.4±0.9 6.7±0.8

GPT-4o (IM 2) 6.9±0.7 6.0±0.8 6.0±0.8 5.6±1.1 6.2±0.8 5.4±0.9 4.9±0.8 6.2±0.9 6.8±0.9

GPT-4o (IM 3) 6.9±0.7 6.4±0.7 6.0±0.7 6.2±0.7 6.4±0.6 6.1±0.7 6.0±0.7 6.7±0.7 6.8±0.6

Gemini-1.5 (IM 1) 6.3±0.8 5.4±0.7 5.5±0.7 5.5±1.0 6.0±0.8 4.9±0.8 4.5±0.9 5.7±0.8 6.1±0.8

Gemini-1.5 (IM 2) 6.4±0.6 6.3±0.9 5.5±0.7 5.8±0.8 6.0±0.5 5.4±0.7 5.2±0.8 6.4±0.6 6.5±0.6

Gemini-1.5 (IM 3) 6.4±0.6 5.8±0.6 5.5±0.6 5.6±0.5 5.7±0.5 5.5±0.6 5.4±0.5 6.0±0.6 6.1±0.6

Llama-3 (IM 1) 7.5±0.5 7.4±0.7 6.4±0.9 6.4±1.2 7.1±0.7 6.2±0.8 5.2±0.7 7.8±0.5 7.1±0.7

Llama-3 (IM 2) 7.2±0.6 6.8±1.0 6.1±1.1 6.4±1.4 6.7±1.1 6.2±1.4 4.9±1.4 7.3±0.9 7.2±0.8

Llama-3 (IM 3) 7.2±0.5 6.9±0.5 6.4±0.6 6.7±0.6 6.8±0.4 6.7±0.6 5.9±0.6 6.8±0.4 6.8±0.5

Table 11: Means and standard deviations of scores assigned by three human assessors and three LLMs prompted
under three interaction modes (IM), denoted by “IM” in parentheses. C1: Material selection. C2: Material
integration and citation; C3: Quality of key components. C4: Logic of structure. C5: Content and clarity of ideas.
C6: Coherence (flow of ideas). C7: Cohesion (use of connectors). C8: Grammar and sentence structure. C9:
Academic vocabulary.

Figure 6: Heatmaps showing score-comment correlations between scores and the length of the related comments
(left) and between scores and the number of problems identified in the related comments (right). Darker blue shades
indicate a stronger negative correlation and darker orange shades a stronger positive correlation, with gray-ish colors
indicating negligible correlations. To ensure meaningful analysis, correlations are calculated only when at least 10
score-comment pairs are available. C1: Material selection. C2: Material integration and citation; C3: Quality of key
components. C4: Logic of structure. C5: Content and clarity of ideas. C6: Coherence (flow of ideas). C7: Cohesion
(use of connectors). C8: Grammar and sentence structure. C9: Academic vocabulary.
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Assessor C1 C2 C3 C4 C5 C6 C7 C8 C9 Overall

Human B vs. Human F 0.36 0.32 0.18 0.12 0.11 0.09 0.20 0.24 0.26 0.25
Human B vs. Human C 0.41 0.39 0.34 0.36 0.43 0.51 0.40 0.36 0.43 0.41
Human F vs. Human C 0.52 0.29 0.29 0.24 0.23 0.24 0.17 0.28 0.20 0.30

Human B vs. GPT-4o (IM 1) 0.23 0.29 0.08 0.06 0.11 0.05 0.06 0.25 0.10 0.03
Human B vs. GPT-4o (IM 2) 0.33 0.20 0.08 0.05 0.12 0.05 0.06 0.20 0.15 0.06
Human B vs. GPT-4o (IM 3) 0.26 0.30 0.09 0.07 0.14 0.07 0.09 0.28 0.18 0.10

Human B vs. Gemini-1.5 (IM 1) 0.29 0.15 0.08 0.07 0.10 0.04 0.05 0.12 0.08 0.07
Human B vs. Gemini-1.5 (IM 2) 0.25 0.22 0.08 0.05 0.05 0.05 0.05 0.16 0.10 0.04
Human B vs. Gemini-1.5 (IM 3) 0.25 0.18 0.06 0.06 0.06 0.04 0.05 0.09 0.03 0.04

Human B vs. Llama-3 (IM 1) 0.10 0.04 0.07 -0.03 0.03 0.01 0.03 0.06 0.08 -0.06
Human B vs. Llama-3 (IM 2) 0.27 0.23 0.16 0.14 0.22 0.11 0.06 0.25 0.13 0.10
Human B vs. Llama-3 (IM 3) 0.26 0.18 0.07 0.13 0.14 0.14 0.07 0.09 0.06 0.07

Human C vs. GPT-4o (IM 1) 0.36 0.28 0.10 0.12 0.17 0.07 0.03 0.22 0.15 0.13
Human C vs. GPT-4o (IM 2) 0.27 0.21 0.14 0.07 0.15 0.05 0.04 0.20 0.16 0.11
Human C vs. GPT-4o (IM 3) 0.23 0.25 0.09 0.13 0.19 0.08 0.06 0.30 0.17 0.15

Human C vs. Gemini-1.5 (IM 1) 0.19 0.11 0.09 0.11 0.14 0.06 0.03 0.10 0.09 0.08
Human C vs. Gemini-1.5 (IM 2) 0.12 0.21 0.08 0.05 0.08 0.06 0.04 0.15 0.10 0.08
Human C vs. Gemini-1.5 (IM 3) 0.12 0.15 0.08 0.07 0.08 0.07 0.01 0.11 0.05 0.07

Human C vs. Llama-3 (IM 1) 0.24 0.16 0.09 0.08 0.21 0.08 0.02 0.22 0.10 0.06
Human C vs. Llama-3 (IM 2) 0.27 0.36 0.11 0.19 0.28 0.10 0.04 0.43 0.13 0.14
Human C vs. Llama-3 (IM 3) 0.27 0.30 0.10 0.15 0.17 0.16 0.06 0.20 0.12 0.14

Human F vs. GPT-4o (IM 1) 0.44 0.32 0.24 0.17 0.22 0.09 0.07 0.14 0.26 0.17
Human F vs. GPT-4o (IM 2) 0.51 0.30 0.36 0.17 0.25 0.12 0.06 0.10 0.27 0.17
Human F vs. GPT-4o (IM 3) 0.47 0.29 0.25 0.29 0.25 0.19 0.07 0.14 0.32 0.24

Human F vs. Gemini-1.5 (IM 1) 0.37 0.16 0.22 0.11 0.18 0.08 0.03 0.05 0.13 0.11
Human F vs. Gemini-1.5 (IM 2) 0.29 0.16 0.14 0.14 0.10 0.09 0.05 0.12 0.21 0.11
Human F vs. Gemini-1.5 (IM 3) 0.29 0.12 0.17 0.14 0.09 0.09 0.05 0.03 0.09 0.10

Human F vs. Llama-3 (IM 1) 0.32 0.07 0.28 0.24 0.18 0.19 0.04 0.10 0.23 0.13
Human F vs. Llama-3 (IM 2) 0.50 0.18 0.23 0.22 0.21 0.22 0.05 0.07 0.26 0.16
Human F vs. Llama-3 (IM 3) 0.50 0.21 0.27 0.35 0.19 0.25 0.04 0.05 0.12 0.18

GPT-4o (IM 1) vs. Llama-3 (IM 1) 0.59 0.01 0.35 0.30 0.28 0.20 0.36 0.07 0.41 0.45
GPT-4o (IM 1) vs. Gemini-1.5 (IM 1) 0.33 0.38 0.65 0.64 0.59 0.58 0.34 0.51 0.51 0.60
Llama-3 (IM 1) vs. Gemini-1.5 (IM 1) 0.23 0.01 0.27 0.23 0.19 0.14 0.28 0.04 0.26 0.30

GPT-4o (IM 2) vs. Gemini-1.5 (IM 2) 0.49 0.39 0.48 0.59 0.53 0.56 0.48 0.56 0.47 0.64
GPT-4o (IM 2) vs. Llama-3 (IM 2) 0.62 0.33 0.57 0.47 0.57 0.46 0.52 0.37 0.52 0.60
Gemini-1.5 (IM 2) vs. Llama-3 (IM 2) 0.33 0.32 0.36 0.35 0.27 0.36 0.30 0.30 0.23 0.47

Llama-3 (IM 3) vs. GPT-4o (IM 3) 0.56 0.40 0.48 0.53 0.36 0.46 0.55 0.56 0.58 0.58
Llama-3 (IM 3) vs. Gemini-1.5 (IM 3) 0.33 0.21 0.28 0.28 0.15 0.24 0.30 0.24 0.24 0.33
GPT-4o (IM 3) vs. Gemini-1.5 (IM 3) 0.49 0.50 0.50 0.44 0.34 0.49 0.38 0.41 0.35 0.52

Table 12: Full QWK (Quadratic Weighted Kappa) results between all assessor pairs, evaluated at the level of each
assessment criterion and the whole essay (“Overall”). C1: Material selection. C2: Material integration and citation;
C3: Quality of key components. C4: Logic of structure. C5: Content and clarity of ideas. C6: Coherence (flow of
ideas). C7: Cohesion (use of connectors). C8: Grammar and sentence structure. C9: Academic vocabulary.
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Assessor C1 C2 C3 C4 C5 C6 C7 C8 C9 Overall

Human B vs. Human F 0.90 0.77 0.73 0.69 0.75 0.75 0.85 0.86 0.79 0.79
Human B vs. Human C 0.58 0.58 0.70 0.80 0.82 0.86 0.75 0.76 0.80 0.74
Human F vs. Human C 0.73 0.54 0.60 0.64 0.68 0.69 0.65 0.74 0.59 0.65

Human B vs. GPT-4o (IM 1) 0.89 0.84 0.33 0.27 0.46 0.25 0.36 0.74 0.60 0.53
Human B vs. GPT-4o (IM 2) 0.94 0.76 0.42 0.30 0.43 0.27 0.17 0.70 0.68 0.52
Human B vs. GPT-4o (IM 3) 0.94 0.85 0.37 0.41 0.50 0.40 0.54 0.84 0.74 0.62

Human B vs. Gemini-1.5 (IM 1) 0.88 0.59 0.27 0.24 0.33 0.13 0.12 0.46 0.42 0.38
Human B vs. Gemini-1.5 (IM 2) 0.94 0.75 0.28 0.32 0.30 0.23 0.29 0.71 0.62 0.49
Human B vs. Gemini-1.5 (IM 3) 0.94 0.72 0.29 0.25 0.23 0.24 0.32 0.60 0.45 0.45

Human B vs. Llama-3 (IM 1) 0.84 0.76 0.49 0.54 0.74 0.46 0.27 0.79 0.74 0.63
Human B vs. Llama-3 (IM 2) 0.88 0.73 0.38 0.50 0.65 0.45 0.25 0.77 0.71 0.59
Human B vs. Llama-3 (IM 3) 0.89 0.84 0.50 0.57 0.70 0.63 0.46 0.87 0.72 0.69

Human C vs. GPT-4o (IM 1) 0.74 0.54 0.20 0.22 0.46 0.10 0.13 0.45 0.42 0.36
Human C vs. GPT-4o (IM 2) 0.65 0.44 0.32 0.17 0.38 0.15 0.03 0.43 0.54 0.35
Human C vs. GPT-4o (IM 3) 0.62 0.57 0.27 0.39 0.48 0.33 0.24 0.66 0.57 0.46

Human C vs. Gemini-1.5 (IM 1) 0.42 0.21 0.17 0.15 0.30 0.05 0.03 0.29 0.23 0.21
Human C vs. Gemini-1.5 (IM 2) 0.47 0.51 0.16 0.26 0.35 0.17 0.08 0.53 0.45 0.33
Human C vs. Gemini-1.5 (IM 3) 0.47 0.32 0.14 0.18 0.22 0.15 0.09 0.38 0.24 0.24

Human C vs. Llama-3 (IM 1) 0.82 0.73 0.49 0.47 0.74 0.46 0.03 0.86 0.68 0.59
Human C vs. Llama-3 (IM 2) 0.71 0.67 0.24 0.42 0.57 0.31 0.13 0.84 0.72 0.51
Human C vs. Llama-3 (IM 3) 0.71 0.75 0.44 0.57 0.68 0.57 0.18 0.68 0.58 0.57

Human F vs. GPT-4o (IM 1) 0.94 0.82 0.61 0.56 0.80 0.37 0.41 0.71 0.87 0.68
Human F vs. GPT-4o (IM 2) 0.96 0.80 0.79 0.42 0.71 0.32 0.17 0.65 0.86 0.63
Human F vs. GPT-4o (IM 3) 0.94 0.85 0.71 0.83 0.87 0.70 0.60 0.86 0.93 0.81

Human F vs. Gemini-1.5 (IM 1) 0.77 0.63 0.56 0.50 0.64 0.19 0.10 0.45 0.72 0.51
Human F vs. Gemini-1.5 (IM 2) 0.80 0.76 0.54 0.65 0.62 0.43 0.27 0.76 0.89 0.64
Human F vs. Gemini-1.5 (IM 3) 0.80 0.75 0.53 0.57 0.53 0.44 0.35 0.57 0.75 0.59

Human F vs. Llama-3 (IM 1) 0.87 0.68 0.79 0.73 0.89 0.75 0.29 0.91 0.92 0.76
Human F vs. Llama-3 (IM 2) 0.97 0.75 0.58 0.65 0.76 0.56 0.28 0.81 0.89 0.69
Human F vs. Llama-3 (IM 3) 0.97 0.87 0.84 0.92 0.96 0.90 0.58 0.91 0.93 0.88

GPT-4o (IM 1) vs. Llama-3 (IM 1) 0.99 0.62 0.80 0.66 0.89 0.85 0.91 0.56 0.95 0.80
GPT-4o (IM 1) vs. Gemini-1.5 (IM 1) 0.82 0.89 1.00 0.96 0.99 0.99 0.77 0.89 0.93 0.92
Llama-3 (IM 1) vs. Gemini-1.5 (IM 1) 0.73 0.42 0.71 0.63 0.66 0.59 0.81 0.22 0.74 0.61

GPT-4o (IM 2) vs. Gemini-1.5 (IM 2) 1.00 0.90 0.95 0.94 0.99 0.97 0.93 0.97 0.96 0.96
GPT-4o (IM 2) vs. Llama-3 (IM 2) 0.99 0.72 0.87 0.67 0.90 0.71 0.84 0.71 0.91 0.81
Gemini-1.5 (IM 2) vs. Llama-3 (IM 2) 0.97 0.84 0.72 0.63 0.78 0.67 0.76 0.78 0.85 0.78

Llama-3 (IM 3) vs. GPT-4o (IM 3) 0.99 0.98 0.91 1.00 0.97 1.00 0.99 0.99 1.00 0.98
Llama-3 (IM 3) vs. Gemini-1.5 (IM 3) 0.97 0.85 0.81 0.91 0.85 0.81 0.99 0.94 0.97 0.90
GPT-4o (IM 3) vs. Gemini-1.5 (IM 3) 1.00 1.00 0.95 0.99 0.99 1.00 0.99 0.96 0.96 0.98

Table 13: Full AAR1 (adjacent agreement rate with k = 1) results between all assessor pairs, evaluated at the level
of each assessment criterion and the whole essay (“Overall”). C1: Material selection. C2: Material integration and
citation; C3: Quality of key components. C4: Logic of structure. C5: Content and clarity of ideas. C6: Coherence
(flow of ideas). C7: Cohesion (use of connectors). C8: Grammar and sentence structure. C9: Academic vocabulary.
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Attr Assessor C1 C2 C3 C4 C5 C6 C7 C8 C9

CR Human B 5.6 28.2 2.8 0.7 2.1 3.5 13.4 91.5 66.2
Human C 100 100 100 98.9 100 98.9 100 100 100
Human F 99.1 97.2 96.2 80.2 87.7 83.0 89.6 90.6 82.1
All LLMs 100 100 100 100 100 100 100 100 100

AL Human B 26±23 43±32 59±33 45±0 50±53 34±26 46±24 147±83 97±85

Human C 17±23 104±122 39±38 56±77 112±102 38±69 26±39 103±88 65±94

Human F 26±40 77±75 51±30 30±39 51±57 31±31 27±33 52±67 79±92

GPT-4o (IM 1) 79±10 82±13 72±8 59±7 61±10 53±7 55±9 59±12 67±10

Gemini-1.5 (IM 1) 98±22 126±29 120±33 82±19 91±27 84±22 85±24 90±26 99±49

Llama-3 (IM 1) 90±13 91±18 87±14 60±10 64±15 54±12 52±15 56±13 62±13

GPT-4o (IM 2) 291±44 353±40 332±30 333±37 374±39 362±42 347±36 370±45 357±42

Gemini-1.5 (IM 2) 378±88 446±111 512±106 399±103 425±121 397±109 867±2032 468±148 400±107

Llama-3 (IM 2) 331±35 368±41 438±111 466±197 357±68 351±107 317±88 345±82 355±97

GPT-4o (IM 3) 295±40 437±40 372±51 380±40 444±37 402±39 358±60 422±50 321±40

Gemini-1.5 (IM 3) 374±86 654±107 689±110 592±94 655±102 559±125 473±109 642±131 505±343

Llama-3 (IM 3) 333±35 425±53 409±49 378±51 481±56 389±51 366±58 445±62 362±44

PR Human B 75 100 100 100 100 80 84 100 95
Human C 19 72 54 50 81 40 29 79 80
Human F 47 84 82 44 61 50 49 64 82
All LLMs 100 100 100 100 100 100 100 100 100

AP Human B 1.1±1.0 2.1±1.4 2.0±1.2 1.0±0 1.3±0.6 1.0±0.7 1.2±0.9 5.3±4.0 3.5±3.0

Human C 0.2±0.6 2.1±2.3 0.9±1.1 1.1±1.3 2.1±1.8 0.9±1.6 0.4±0.6 2.5±2.2 1.9±1.8

Human F 0.7±1.0 2.4±2.0 1.4±1.0 0.8±1.0 1.2±1.4 0.8±1.0 0.7±0.9 1.4±1.8 2.3±2.2

GPT-4o (IM 1) 1.8±0.7 2.3±0.8 3.4±0.6 2.3±0.8 2.0±0.9 1.8±0.7 1.3±0.6 1.9±0.7 2.2±0.8

Gemini-1.5 (IM 1) 2.1±0.8 2.6±0.9 3.3±1.0 1.9±0.7 2.1±0.8 2.5±0.8 2.2±0.7 2.4±0.8 2.6±1.5

Llama-3 (IM 1) 2.2±0.5 2.4±0.6 3.1±0.9 2.0±0.7 2.3±0.8 2.1±0.6 1.5±0.7 2.0±0.7 2.3±0.5

GPT-4o (IM 2) 3.8±0.8 4.8±1.0 5.8±1.5 4.6±1.1 5.1±0.9 5.5±1.1 5.7±1.2 5.0±0.9 4.9±1.1

Gemini-1.5 (IM 2) 5.0±2.2 5.7±2.5 8.2±3.2 5.7±2.6 6.1±2.8 5.9±2.7 5.7±2.1 5.0±2.2 5.4±2.3

Llama-3 (IM 2) 5.0±1.7 5.7±2.2 8.4±3.0 8.1±3.8 6.7±2.7 6.9±2.9 6.2±1.9 6.1±2.2 6.6±2.4

GPT-4o (IM 3) 3.9±0.7 6.5±1.7 8.5±2.2 5.6±1.1 7.7±1.4 5.8±1.0 5.1±1.2 6.7±1.8 5.2±1.3

Gemini-1.5 (IM 3) 4.9±2.2 9.0±2.9 10.7±3.4 9.3±2.6 9.2±2.8 8.2±2.9 6.3±1.6 9.1±3.2 7.3±3.4

Llama-3 (IM 3) 5.1±1.6 6.7±2.2 8.9±2.1 6.1±2.1 7.6±1.9 5.5±1.8 5.4±1.7 6.5±2.0 5.9±2.0

Table 14: General statistics of feedback comments generated by human and LLM assessors. CR (%): comment
rate, i.e., the percentage of time a comment is provided. AL: average length (measured in tokens) of the provided
comments (excluding cases where comments are not given), along with their respective standard deviations. PR (%):
problem rate, i.e., the percentage of time a problem is mentioned or implied in the provided comments. AP: average
number of problems identified in the provided comments, along with their respective standard deviations. “All LLMs”
means all three LLMs across the three interaction modes. C1: Material selection. C2: Material integration and
citation; C3: Quality of key components. C4: Logic of structure. C5: Content and clarity of ideas. C6: Coherence
(flow of ideas). C7: Cohesion (use of connectors). C8: Grammar and sentence structure. C9: Academic vocabulary.
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Criterion GPT-4o-Aug GPT-4o-May BLEU ROUGE-L BERTScore

Content &
clarity of
ideas

The content is generally relevant, but the clarity of
ideas could be improved. Some sentences are com-
plex and could be simplified for better understand-
ing. For example, the sentence discussing Olson
(2012) and Sanner (2008) could be broken down
into shorter, more concise statements. Additionally,
the review could benefit from more explicit expla-
nations of key concepts, such as acculturation.

The content is relevant and covers important as-
pects of the topic. However, some ideas are not
clearly articulated. For example, the sentence "This
is made worse because ’the nursing profession faces
increased numbers of linguistically and culturally
diverse patients who speak little or no English’"
could be rephrased for clarity. Additionally, some
sentences are overly complex and could be simpli-
fied for better understanding.

0.20 0.30 0.63

Logic of
structure

The logical structure of the literature review could
be improved. The review jumps between different
topics without clear transitions, making it difficult
for the reader to follow the argument. A more orga-
nized structure with clear subheadings and a logical
flow of ideas would enhance readability.

The logical structure of the literature review needs
improvement. While the review covers important
aspects of the psychological impact of COVID-19,
the organization of the content is somewhat dis-
jointed. Clearer subheadings and a more logical
flow of ideas would help guide the reader through
the review. For example, separating the discussion
of different demographic groups or types of psycho-
logical impacts into distinct sections could enhance
readability.

0.17 0.41 0.70

Quality of
key com-
ponents

The introduction provides a general overview of the
topic but lacks a clear statement of the significance
of the issue or specific research questions. The
body of the literature review presents some relevant
ideas but lacks a clear organization and focus on the
pros and cons of online learning. The conclusion is
missing, which is a significant omission as it should
summarize key findings and highlight contributions
or gaps in the literature.

The introduction lacks a clear thesis statement and
does not adequately set up the significance of the
topic. The body of the review presents relevant
ideas but lacks a clear structure and flow. The con-
clusion is weak and does not effectively summarize
the key points or identify research trends or gaps.
A more structured approach with clear sections and
subheadings would improve readability and coher-
ence.

0.22 0.44 0.73

Grammar
& sen-
tence
structure

The draft contains several grammatical errors and
awkward sentence structures. For example, "The
among of time is short considering the kind of as-
signments..." should be "The amount of time is short
considering the type of assignments...". Varying
sentence length and structure could also improve
readability.

The draft has several grammatical errors and issues
with sentence structure. For example, "The among
of time is short considering the kind of assignments"
should be "The amount of time is short considering
the type of assignments." Additionally, varying sen-
tence length and structure would make the writing
more engaging. Proofreading for grammatical accu-
racy and sentence variety is recommended.

0.50 0.76 0.85

Grammar
& sen-
tence
structure

The grammatical accuracy is generally acceptable,
but there are instances of awkward phrasing and
run-on sentences. Varying sentence length and struc-
ture could improve readability. Additionally, ensur-
ing subject-verb agreement and correct punctuation
would enhance grammatical accuracy.

- Positive: The grammar is generally accurate.
- Improvement: Sentence length and variety need
improvement. Some sentences are too long and
complex, making them difficult to read.
- Example: "The health arguments against the use
of cannabis include its addictive nature (Hurd et
al., 2014) . It has also been directly linked to a
range of adverse outcomes in physical health, which
include lung cancer (Aldington et al., 2008), im-
paired respiratory function, cardiovascular disease,
elevated systolic blood pressure, stroke (Singh et al.,
2012), mental disorders (Saban et al., 2014), which
include schizophrenia, especially amongst young
people (Casadio et al., 2011), undesirable cognitive
changes (Crean et al., 2011)." This could be broken
down into shorter sentences.

0.00 0.12 0.49

Table 15: Five random example comment pairs with their BLEU, ROUGE-L, and BERTScore scores provided.
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in this section. For example, “$comment” is a1153

placeholder for a comment.1154

E.1 Prompts for the Feedback Comment1155

Quality Evaluation Framework Pipeline1156

The full prompt templates for the three steps in the1157

pipeline of the feedback comment quality evalu-1158

ation framework are given below. Among these1159

three prompts, the prompt for Problem Extrac-1160

tion contains three in-context exemplars, whereas1161

the prompts for the other two steps are zero-shot1162

prompts.1163

E.1.1 Prompt for Problem Extraction1164

You will be given a feedback comment written1165
for a student’s essay. Your task is to identify and1166
extract all the writing-related problems mentioned1167
or implied in the comment, along with any1168
explanations, suggestions, corrections, questions,1169
quotations, or other relevant information provided1170
in the comment for each extracted problem.1171

1172

A writing-related problem is any issue that affects1173
the quality of the writing, such as citation errors,1174
logical flaws, coherence issues, grammatical1175
mistakes, or inappropriate word choices, among1176
others.1177

1178

### Extraction Instructions1179
1180

- Each extracted problem must be clear and can1181
be understood without the need to refer to the1182
original comment.1183

1184

- Each extracted problem must faithfully reflect1185
the provided comment by including any relevant1186
information. Relevant information includes1187
a further explanation or an elaboration of the1188
problem, a suggestion for improvement, a1189
concrete correction, a clarifying question, an1190
excerpt (possibly without quotation marks)1191
from the student’s essay, or any other relevant1192
information that helps to understand the problem.1193

1194

- Whenever possible, extract each problem and1195
the relevant information as they are written in the1196
comment.1197

1198

### Output Instructions1199
1200

- Output each extracted problem along with their1201
relevant information line by line headed by “-”. -1202
Output “None” if no writing-related problems are1203
mentioned or implied in the comment.1204

1205

### Examples1206
1207

Example 1 input:1208
1209

The content is generally informative and relevant,1210
but the clarity of ideas could be improved.1211

Some sentences are overly complex and could 1212
be simplified for better understanding. For 1213
instance, the sentence “Gandhi’s Satyagraha 1214
as an adequate substitute for violent methods 1215
of conducting social conflict in an early and 1216
thorough philosophical examination of Gandhi’s 1217
attitude to violence in extreme group conflict” 1218
is difficult to parse and could be rephrased for 1219
clarity. 1220

1221

Example 1 output: 1222
1223

- The clarity of ideas could be improved. 1224
Some sentences are overly complex and could 1225
be simplified for better understanding. For 1226
instance, the sentence “Gandhi’s Satyagraha 1227
as an adequate substitute for violent methods 1228
of conducting social conflict in an early and 1229
thorough philosophical examination of Gandhi’s 1230
attitude to violence in extreme group conflict” 1231
is difficult to parse and could be rephrased for 1232
clarity. 1233

1234

Example 2 input: 1235
1236

The content and clarity of ideas are generally 1237
good, but there are some areas where the author 1238
could provide more depth or analysis. For 1239
example, the author could have explored the 1240
potential reasons why students in India may be 1241
more vulnerable to substance abuse, or discussed 1242
the implications of legalization for public health 1243
policy. To improve, the author could revisit the 1244
body of the literature review and provide more 1245
nuanced analysis of the findings. 1246

1247

Example 2 output: 1248
1249

- There are some areas where the author could 1250
provide more depth or analysis. For example, the 1251
author could have explored the potential reasons 1252
why students in India may be more vulnerable to 1253
substance abuse, or discussed the implications of 1254
legalization for public health policy. To improve, 1255
the author could revisit the body of the literature 1256
review and provide more nuanced analysis of the 1257
findings. 1258

1259

Example 3 input: 1260
1261

The author has generally done a good job of 1262
integrating source materials and presenting 1263
information clearly. However, there are some 1264
instances where the connections between ideas 1265
could be more explicitly stated, and the citation 1266
practices could be more consistent (e.g., some 1267
sources are cited with author names, while others 1268
are cited with only the year). 1269

1270

Example 3 output: 1271
1272

- There are some instances where the connections 1273
between ideas could be more explicitly stated. 1274
- The citation practices could be more consistent 1275
(e.g., some sources are cited with author names, 1276
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while others are cited with only the year).1277
1278

### Input1279
1280

$comment1281
1282

### Output1283

E.1.2 Prompt for Problem Classification1284
You will be given an excerpt of a feedback1285
comment written for a student’s essay. Your task1286
is to answer the following questions:1287

1288

1. Does the excerpt refer to a specific part of1289
the essay? A specific part refers to a part of the1290
essay that can be easily located by the student.1291
For example, it can be a specific word, phrase,1292
sentence, paragraph, reference etc. used in the1293
essay. It can be a concrete location, such as1294
“sentence 2 in paragraph 2,” “in paragraph 6,”1295
“the first citation,” or “the first sentence of the1296
paper” and so on. A less concrete location, such1297
as “the introduction,” or “the conclusion,” is also1298
considered a specific part if it is accompanied1299
by some referenceable details, such as “The1300
significance of South Australian policy is unclear,1301
as it is the first citation and the only one in the1302
Introduction.” Note that the excerpt may only1303
contain a quoted text from the essay, in which1304
case, the quoted text is considered a specific part.1305

1306

2. Does the excerpt offer some form of1307
suggestions, general or specific, for the student to1308
improve the essay? If the excerpt only describes1309
a problem and it is unclear what the student1310
should do to fix it, then there is no suggestion. If1311
the excerpt provides a concrete correction, it is1312
considered a suggestion.1313

1314

3. Does the excerpt provide a concrete correction1315
for the student to apply? Note that when the1316
excerpt only contains a quoted text from the essay1317
and there are some notes indicating a correction1318
(e.g., adding/removing a punctuation, correcting1319
a spelling), this is considered a correction.1320

1321

Answer each question with “Yes” or “No” based1322
on the content of the excerpt and briefly justify1323
your answer. After answering all the questions,1324
produce your final answers in a newline separated1325
by commas.1326

Excerpt: $excerpt1327

E.1.3 Prompt for Correction Relevancy Check1328
You will be given an excerpt of a feedback1329
comment written for a student’s essay according1330
to an assessment question. Your task is to answer1331
the following questions:1332

1333

1. Does the problem pointed out in the excerpt1334
exist in the corresponding essay? If the excerpt1335
uses a quoted text to point out a problem, check if1336
the quoted text is present in the essay. Please note1337
that the quoted text may not be an exact match1338
either due to misspellings, capitalization errors1339

etc., or because the quoted already contains the 1340
correction in place. 1341

1342

2. Is the problem pointed out in the excerpt 1343
relevant to the corresponding assessment 1344
question? Check if the excerpt is broadly related 1345
to any aspect of the assessment question. 1346

1347

3. Is the correction of the problem pointed out 1348
in the excerpt correct? If the problem does 1349
exist in the essay, check if the correction fixes 1350
the problem or presents a plausible solution or 1351
improvement. 1352

1353

Here is the essay: 1354
1355

$essay 1356
1357

Here is the assessment question: 1358
1359

$question 1360
1361

Here is the excerpt: 1362
1363

$excerpt 1364
1365

Answer each question with “Yes” or “No” utiliz- 1366
ing all the information provided and briefly justify 1367
your answer. After answering all the questions, 1368
produce your final answers in a newline separated 1369
by commas. 1370

E.2 Prompts for the Main Experiments 1371

Our prompts consist of three parts: (1) a system 1372

prompt part that provides general background in- 1373

formation and specifies the writing topic and some 1374

general assessment guidance; (2) a writing part 1375

that includes an entire literature review (with ref- 1376

erences); (3) an assessment instruction part, where 1377

one or multiple assessment questions (see Table 7) 1378

are asked in various manners according to the in- 1379

teraction modes. 1380

We keep the system prompt fixed across the three 1381

interaction modes. For the main experiments, the 1382

system prompt is as follows: 1383

You are an expert academic writing instructor 1384
specializing in graduate-level work, with partic- 1385
ular experience supporting students who speak 1386
English as an additional language. You have been 1387
asked to evaluate a literature review submitted by 1388
a graduate student on the following topic: $Topic. 1389
The review was written in 2021, so references 1390
after this year are not expected. 1391

When assessing the student’s writing, please 1392
strictly follow the instruction provided to you and 1393
make sure your score/feedback is carefully con- 1394
sidered and constructive. Please provide your 1395
comments and/or suggestions with as much de- 1396
tail and specificity as possible. Please provide 1397
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specific examples of sentences, paragraphs or sec-1398
tions that you think could use improvement. If1399
you write comments, please start them with some-1400
thing positive. Please proceed with things that1401
could be improved, would make things clearer for1402
the reader, would make the text flow better, etc.1403

For the writing part, we explicitly mark the be-1404

ginning and end of the writing for clarity:1405

########## Writing starts ##########1406

$writing1407

########## Writing ends ##########1408

The specifics of how the assessment instruction1409

part is constructed are detailed below.1410

E.2.1 Interaction Mode 11411

In Interaction Mode 1, all assessment questions1412

(see Table7) are asked at once:1413

Q1: {Assessment question 1}1414

Q2: {Assessment question 2}1415

...1416

Q9: {Assessment question 9}1417

After these assessment questions is an answer1418

instruction:1419

For each of the 9 questions above, provide your1420
comments or suggestions if any, followed by your1421
score out of 10. Please indicate which question1422
you are providing feedback for by starting your1423
response with ‘A1:’, ‘A2:’, etc. Each response1424
should use the following format:1425

Score: ...1426

Comments or suggestions: ...1427

Note that we use “if any” to denote the option-1428

ality of the comments and suggestions. We tried1429

putting “(Optional)” after “Comments or sugges-1430

tions,” but that does not make a difference.1431

E.2.2 Interaction Mode 21432

In Interaction Mode 2, the assessment questions1433

are presented sequentially and one at a time. Below1434

is the basic structure:1435

Qi: {The ith assessment question.}1436

{Answer instruction}1437

Ai:1438

The answer instruction resembles the one used1439

in the Interaction Mode 1.1440

Provide your score out of 10, followed by com-1441
ments or suggestions if any. Your response should1442
use the following format:1443

Score: ...1444

Comments or suggestions: ...1445

Note that, we append LLM’s response to the 1446

ith assessment question to the original prompt to 1447

form a new prompt, to which the next assessment 1448

question is added. This way, the writing is only 1449

provided once (at the beginning), but the LLM will 1450

have access to previous assessment questions as 1451

well as its answers to those questions. 1452

E.2.3 Interaction Mode 3 1453

In Interaction Mode 3, each assessment question 1454

is asked independently, so there are 9 separate 1455

prompts for each essay. 1456

The structure for the assessment part of the 1457

prompt is similar to that in Interaction Mode 2, 1458

but without indexation and prefix “Q/A”: 1459

{An assessment question.} 1460

{Answer instruction} 1461

The answer instruction works exactly the same 1462

as in Interaction Mode 2. 1463

E.3 Prompts for the Follow-Up Experiments 1464

E.3.1 System Prompt Simplification 1465

Below is a simplified system prompt removing the 1466

helpful information from the default system prompt 1467

used in Section 5. 1468

You are an expert academic writing instructor for 1469
graduate students. You have been asked to eval- 1470
uate a literature review submitted by a student 1471
below. The writing is broadly related to the fol- 1472
lowing topic: $Topic. 1473

When assessing the student’s writing, please 1474
strictly follow the instruction provided to you and 1475
make sure your score/feedback is carefully con- 1476
sidered and constructive. 1477

E.4 Prompts for Assessing Specificity and 1478

Helpfulness 1479

You will be given a feedback comment written 1480
for a student’s essay according to an assessment 1481
question. Your task is to rate the feedback com- 1482
ment on (1) specificity and (2) helpfulness, using 1483
a scale from 1 to 10, where 1 is the lowest and 1484
10 is the highest. Conclude your response with 1485
the final ratings in this format: "Specificity: X, 1486
Helpfulness: X" (where X is a score from 1 to 1487
10). 1488

Here is the essay: 1489

$essay 1490

Here is the assessment question: 1491

$question 1492

Here is the feedback comment: 1493

$feedback 1494

Please rate the specificity and helpfulness of the 1495
feedback comment. 1496
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