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Efficient Robustness Assessment via Adversarial
Spatial-Temporal Focus on Videos
Xingxing Wei , Member, IEEE, Songping Wang , and Huanqian Yan

Abstract—Adversarial robustness assessment for video recogni-
tion models has raised concerns owing to their wide applications on
safety-critical tasks. Compared with images, videos have much high
dimension, which brings huge computational costs when generat-
ing adversarial videos. This is especially serious for the query-based
black-box attacks where gradient estimation for the threat models
is usually utilized, and high dimensions will lead to a large number
of queries. To mitigate this issue, we propose to simultaneously
eliminate the temporal and spatial redundancy within the video to
achieve an effective and efficient gradient estimation on the reduced
searching space, and thus query number could decrease. To imple-
ment this idea, we design the novel Adversarial spatial-temporal
Focus (AstFocus) attack on videos, which performs attacks on
the simultaneously focused key frames and key regions from the
inter-frames and intra-frames in the video. AstFocus attack is based
on the cooperative Multi-Agent Reinforcement Learning (MARL)
framework. One agent is responsible for selecting key frames, and
another agent is responsible for selecting key regions. These two
agents are jointly trained by the common rewards received from
the black-box threat models to perform a cooperative prediction.
By continuously querying, the reduced searching space composed
of key frames and key regions is becoming precise, and the whole
query number becomes less than that on the original video. Exten-
sive experiments on four mainstream video recognition models and
three widely used action recognition datasets demonstrate that the
proposed AstFocus attack outperforms the SOTA methods, which
is prevenient in fooling rate, query number, time, and perturbation
magnitude at the same time.

Index Terms—Adversarial examples, black-box attacks, rein-
forcement learning, spatial-temporal analysis, video recognition.

I. INTRODUCTION

D EEP Neural Networks (DNNs) have made remarkable
achievements in various tasks such as object detection [1],

action recognition [2], scene understanding [3], and so on.
Recent studies illustrate the DNNs’ vulnerability to the so-
called adversarial examples [4], [5], [6]. Afterwards, a series
of methods are proposed to evaluate the adversarial robustness
of DNNs. Among these works, the attack-based robustness
evaluation methods [7], [8], [9] are more popular and practical
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because of their good implementability. They mainly seek for
the minimum adversarial perturbations of successful attacks to
measure the robustness [10]. On one hand, accurate assess-
ment for adversarial robustness can help to deploy DNNs into
safety-critical systems. On the other hand, it provides a quan-
titative metric to design more robust DNNs. Therefore, adver-
sarial robustness assessment is important in both theoretical and
practical values.

Video recognition [11], [12], [13] is a major branch in com-
puter vision. Leveraging the temporal and spatial relationship
within the video data can effectively locate and classify the
objects or behaviors in videos, and thus help to perform video
analysis. Owing to the DNNs’ advantage, current video recog-
nition models are usually designed based on DNNs. The DNNs’
vulnerability is inevitably inherited by video recognition mod-
els. Owing to the wide applications in some safety-critical tasks
like security surveillance, evaluating their adversarial robustness
becomes necessary. Currently, more and more users begin to em-
ploy the video recognition APIs released by commercial cloud
platforms because of their easy accessibility. In such cases, the
APIs’ details are not public, we can only assess their adversarial
robustness according to the outputs obtained by querying the
systems. So these methods are called as query-based black-box
attacks, which mainly rely on the estimated gradients for the
APIs [14], [15].

Compared with images, videos have much high dimensions
owing to the additional temporal information, which brings huge
computational costs when generating adversarial videos. This is
especially serious for the query-based black-box attacks because
the high-dimension video data needs a large number of queries
to obtain an accurate gradient estimation. Thus, seeking for the
minimum adversarial perturbations on videos is more challeng-
ing than that on images, a reasonable attack algorithm should
reduce the video dimensions first, so as to improve the attacks’
efficiency and reduce the perturbations’ magnitude. To meet
this goal, temporally sparse video attacks [16], [17], [18] are
proposed to eliminate the redundancy in the temporal domain,
and spatial video attacks [19] try to eliminate the redundancy in
the spatial domain. More importantly, the spatial and temporal
redundancy should be jointly considered, i.e, modeling the key
regions within key frames, and then evaluating the robustness
on these areas. The current related methods [20], [21] both
regard the selecting key frames and selecting key regions as
two separate steps, and don’t simultaneously consider their
interaction, thus leading to the sub-optimal attacking efficiency
and performance.
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Fig. 1. Overview of the proposed AstFocus attack. It integrates a cooperative Multi-Agent Reinforcement Learning (MARL) module into the PGD attack with
NES gradient estimation [22], and thus selects key frames and key patches within the video to reduce dimensions. In this way, an effective and efficient gradient
estimation on the reduced space is achieved, and the evaluation’s efficiency and accuracy are improved at the same time.

However, simultaneously optimizing the key frames and key
regions is difficult. Because they belong to different domains,
and are closely coupled, i.e, changing the key frames also
affects the selection of key regions. This is more challenging
in the query-based black-box attacks, where only the feedback
from the threat model can be used to perform the optimization.
Considering the above points, this paper mainly addresses the
following problem: How to simultaneously learn the precise key
frames and key regions to efficiently and accurately assess the
adversarial robustness of video recognition in the query-based
black-box setting?

To answer this question, in this paper, we design the novel
Adversarial spatial-temporal Focus (AstFocus) attack on videos,
which performs attacks on the simultaneously focused key
frames and key regions from the inter-frames and intra-frames
in the video. The key frames and key regions are dynamically
adjusted by the interaction with the threat model. Technically,
this process is achieved based on the cooperative Multi-Agent
Reinforcement Learning (MARL) [23]. One agent is responsible
for selecting key frames (temporal agent), and another agent is
responsible for selecting key regions (spatial agent). These two
agents use one backbone network, and are jointly trained by
the common rewards received from the black-box threat models
to perform a cooperative prediction. By continuously querying,
the focused space composed of key frames and key regions is
becoming precise, and the whole query number becomes less
than that on the original video.

More specifically, AstFocus attack is constructed based on the
PGD+NES baseline, which extends PGD [24] to the black-box
attack with Natural Evolution Strategy (NES) [25] gradient

estimator. We attach two agents before the gradient estimator
module to reduce the video dimension. In each PGD iteration,
NES gradient estimator is first performed on the selected key
frames and key regions predicted by agents. Then the local ad-
versarial perturbations are generated to attack the threat model.
Finally, these two agents are updated according to the computed
rewards to predict better key frames and key regions in the
next iteration. This process is continuously repeated until the
successful attack is achieved. These two agents have similarities
and also differences. For policy networks, we apply the same one
backbone network to extract the feature maps from the input
video frames for both of them, but design the distinct LSTM-
based [26] structures according to their own characteristic to
predict the optimal actions. For actions, the temporal agent’s
actions are defined as the sets composed of different key frames.
For the spatial agent, actions are defined as the sets composed
of different patch regions located in each frame. For rewards,
three rewards are carefully designed to train the agents. The
first one is the common reward from the feedback of black-box
threat models, which is used to simultaneously guide two agents.
The following two rewards are specially designed for temporal
and spatial agent, respectively. And they mainly measure the
actions from the view of appearance. The whole flowchart of
AstFocus attack is shown in Fig. 1, and the code is released in
https://github.com/DeepSota/AstFocus.

This paper is an extended work based on our conference
version [27] and has the following major improvements. First,
we consider the spatial redundancy besides the temporal redun-
dancy in the previous version, and further propose the novel
AstFocus attack to simultaneously learn key frames and key
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regions and generate perturbations. This is a major change
in the idea, which comprehensively makes use of the videos’
spatial-temporal character to perform attacks. Second, we design
a cooperative multi-agent RL based method to implement the
new idea, while the previous version uses single-agent RL.
Thus the rewards, actions, and policies are carefully re-designed.
Third, more experiments are given and discussed involving the
parameter tuning, ablation study, and comparisons with SOTA
methods. We also re-write the abstract, introduction, methodol-
ogy, and experiment sections to better introduce our motivation
and methods. We believe these modifications can significantly
improve the quality of our work.

In summary, this paper has the following contributions:
� We propose AstFocus attack, a novel query-based black-

box attack method to assess the adversarial robustness for
video recognition models, the adversarial perturbations are
only added on the key spatial-temporal focused spaces,
which can help reduce attack query numbers and perturba-
tions significantly.

� A cooperative multi-agent reinforcement learning module
is adopted for identifying the key frames and key regions at
the same. For that, we carefully design the actions, policy
networks, and rewards for both the agents according to the
specific task. The agents are updated in each iteration rather
than after each round of successful attack, so is efficient to
converge.

� Compared with the state-of-the-art video attack algorithms,
the proposed AstFocus attack can achieve less query num-
ber and smaller adversarial perturbations. Specifically, it
reduces at least 10% query number, and improves at least
5% fooling rate with the smallest perturbations, which ver-
ifies the efficiency and effectiveness of AstFocus attacks.

The rest of this paper is organized as follows: we briefly review
the related works in Section II. The proposed AstFocus attack
algorithm is described in Section III. Experimental results and
analysis are presented in Section IV. Finally, we conclude the
whole paper in Section V.

II. RELATED WORKS

A. Adversarial Attacks on Videos

Adversarial example [4], [24], [28] is a maliciously crafted
input designed for making the classifier produce wrong output.
To make human imperceptible of its existence, the generation
of adversarial examples is often limited by some deliberate
conditions, such as noise size and query numbers. Adversar-
ial video attack and adversarial image attack are similar, the
difference is that the attack space of the video is much larger
than that of images. It is not easy to directly extend some
image attack algorithms to attack such high-dimension video
data. High dimensions usually bring huge search space, leading
to high costs to achieve successful attacks. Especially in the
black-box setting, a huge search space will bring a large number
of queries.

Some video attack techniques have been proposed to find
adversarial videos. Wei et al. [16] generate sparse 3D adver-
sarial perturbations to add on the whole video. To reduce the

attacking space, an l2,1-norm regularization based optimization
is designed for making the adversarial perturbations more con-
centrated in some key frames of the input video. This method
shows the sparse ability of adversarial video noises. Simi-
larly, [18] propose “one frame attack,” they only add adversarial
noise on one video frame. The perturbation can easily defeat
deep learning-based action recognition systems. The vulnera-
ble frame is perturbed with a gradient-based adversarial attack
method. In addition, [29] finds that the temporal structure is
key to generating adversarial videos. They have used genera-
tive adversarial network to generate adversarial examples that
can cause large misclassification rate for the video recognition
models.

Not only white-box video attacks, but also black-box
video attacks are explored. One class of such methods is
based on transferablity across different models. For example,
Wei et al. [32] perform black-box video attacks based on adver-
sarial perturbations generated on image models.

Another black-box video attacks belong to query-based meth-
ods. They generate perturbations via querying the target video
recognition system. Among them, Jiang et al. [19] extend PGD
algorithm to video attack with gradient estimators computed
using super-pixels. To reduce attacking costs, some efficient
black-box video attack algorithms are proposed. [30] argues the
initialized random noises in [19] are less effective, they utilize
the intrinsic movement pattern and regional relative motion,
and propose the motion-aware noises to replace random noises.
By using this prior in gradient estimation, fewer queries are
needed to perform video attacks. Wei et al. [20] search for a
subset of frames based on the importance of each video frame
to the recognition model. Besides, they also limit the adversarial
perturbations only on some salient regions. Because the temporal
and spatial reductions are separately formulated, the method
usually needs hundreds of thousands of queries. To mitigate
this defect. Wei et al. [17] have proposed a sparse video attack
algorithm based on reinforcement learning. An agent is designed
to identify key frames through some interactions with the threat
model. It can significantly reduce the adversarial perturbations,
but update the agent only after each round of successful attack.
This poor update mechanism leads to many unnecessary queries
and a weak fooling rate. RLSB attack [21] explores to select key
frames and key regions to reduce the high computation cost.
However, the reinforcement learning is only applied to select
key frames, which is similar to [17]. The process of selecting
key regions is based on the saliency maps, it is independent
to the process of selecting key frames, and not integrated into
the reinforcement learning framework. Thus, the selecting key
frames and key regions are separately formulated. Recently, [31]
presents to parameterize the temporal structure of the search
space using geometric transformations, and then reduce the
temporal search space. Thus, they can efficiently estimate the
gradients.

In this paper, we also explore important searching space,
which is different from the previous work focusing only on
key frames in the temporal domain. We jointly consider the
identification of key regions in the spatial domain besides the
temporal domain. For that, a multi-agent reinforcement learning
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TABLE I
COMPARISONS WITH QUERY-BASED BLACK-BOX VIDEO ATTACK METHODS.
“TEMPORAL” DENOTES REDUCING TEMPORAL REDUNDANCY IN THE VIDEO,
“SPATIAL” DENOTES REDUCING SPATIAL REDUNDANCY, “JOINTLY” DENOTES

JOINTLY LEARNING FOR REDUCING THE SPATIAL AND TEMPORAL

REDUNDANCY IN THE VIDEO

is designed to identify a reduced space through rewards on the
inherent property of video and interactions with the threat model.
The comparisons with query-based black-box video attack meth-
ods are summarized in Table I.

B. Spatial-Temporal Property for Videos

Video can be regarded as multiple continuous images, there-
fore video processing often needs to consider both spatial and
temporal correlations. The simultaneous consideration of tem-
poral and spatial correlation of video is the key of video related
tasks. Video action recognition is a longstanding research topic
in multimedia and computer vision. Many mainstream algo-
rithms are motivated by the advances in image classification,
and improved through utilizing the temporal dimension of the
video data. To facilitate the classification performance, Wu
et al. [33] have proposed a hybrid deep learning framework
for video classification, which is able to harness not only the
spatial and short-term motion features, but also the long-term
temporal clues. They integrate the spatial and temporal features
in deep neural model with elaborately designed regularizations
to explore feature correlations. The method can produce com-
petitive classification performance. Some works based on the
spatial-temporal property can be found in [11], [12], [13].

Unlike the above methods, we consider the spatial-temporal
property of videos in the video attack task. The temporal and
spatial redundancy within videos are reduced to improve the
efficiency of video attack, which extends the application scope
of spatial-temporal property of videos.

III. METHODOLOGY

In this section, we first give the baseline video attack algo-
rithm: PGD [24] attack with NES [25] gradient estimator. Then
the details of integrating cooperative Multi-Agent Reinforce-
ment Learning (MARL) [23] into the baseline are introduced.
Finally, the whole algorithm is summarized.

A. Preliminaries

We assume F (·) is a black-box video recognition model
only whose top-1 information including the category label and
confidence score can be required. Given a video X = {xi|i =

1, . . .,M} with ground-truth label y where xi ∈ R
H×W×3 de-

notes the i-th frame, and M is the total frame number, the
predicted category label is y = F (X), and the corresponding
confidence score is P (y|X).

To attack the video recognition model, we extend Projected
Gradient Descent (PGD) [24] to adapt the video data. The
adversarial video X ′ under the un-targeted attack is defined as:

X ′t+1 = Proj (X ′t + α · sign (∇X l(X ′t, y))), (1)

where Proj(·) projects the updated adversarial example to a
valid range. α is the attack step, and is used to control the
magnitude of the added adversarial noise per each iteration.
The sign(·) is the sign function, and l(·) is the cross-entropy
loss function. Due to the limitation of black-box settings, we
cannot obtain the accurate gradient g by directly computing
g = ∇X l(X ′t, y)). Instead, [22] proposes to utilize Natural Evo-
lution Strategy (NES) [25] to estimate g by querying the threat
model. Specifically, NES can be described as:

g ≈ 1

Δn

n∑
i=1

σi · P (y|X ′t +Δ · σi). (2)

It first samples n/2 values δi � N(0, I), and then sets δj =
−δn−j+1, j ∈ {(n/2 + 1), ..n}. Finally, the gradient g is esti-
mated through averaging the ratio of the predicted results to
search variance Δ.

For the targeted attack, (1) is modified as follows:

X ′t+1 = Proj (X ′t − α · sign (∇X l(X ′t, y
′))) , (3)

where y′ is a target category label pred-defined by the adversary
in advance. In (2), the ground-truth y should also be modified
as the target label y′ to estimate the gradients versus the target
label.

In practial application, directly performing (2) is inefficient.
Because the number of sample points n is related with the
dimension of X ′t ∈ R

M×H×W×3. Owing to the high dimension
of video data X ′t, we need to set a large value of n to compute an
accurate gradient in each iteration t, which will lead to a large
number of queries with the threat model. To improve the attack
efficiency, the video dimension should be reduced by selecting
the key frames and key regions, obtaining a reduced M,H and
W , and thus a small value of n can be available. Technically, we
hope to replace X ′t in (2) with X̂ ′t = Γ(X ′t), where Γ(·) denotes
the reduced operation, and X̂ ′t is the reduced video.

B. The Proposed AstFocus Attack

To implement the above idea, we build the so-called AstFocus
attack based on a cooperative multi-agent reinforcement learn-
ing (MARL) to jointly solve for the key frames and key regions
during the black-box attack process. In AstFocus attack, one
agent is responsible for selecting key frames (temporal agent),
and another agent is responsible for selecting key regions (spatial
agent). These two agents are cooperative to achieve the same
goal. The processes of selecting key frames and key regions in
each iteration of PGD are formulated into the Markov Decision
Processes (MDP). The details of these two agents as well as the
optimization algorithm are given below.

Authorized licensed use limited to: Nanjing University. Downloaded on November 20,2024 at 12:06:40 UTC from IEEE Xplore.  Restrictions apply. 



10902 IEEE TRANSACTIONS ON PATTERN ANALYSIS AND MACHINE INTELLIGENCE, VOL. 45, NO. 9, SEPTEMBER 2023

Fig. 2. Designed actions of the spatial agent. In each frame, we uniformly
divide the frame into overlapped patches according to a predefined stride. All
the patch candidates constitute the actions. For simplicity, the stride equals to
the patch size in this example.

Fig. 3. Flowchart for the Policy network of the proposed spatial agent. It is
used to identify the crucial regions of each video frame.

1) Spatial Agent: Spatial agent actually aims at solving an
object localization problem (detecting key regions), we detail
from three parts.

Action Design. To construct the actions of the spatial agent,
we uniformly divide each video frame into overlapped patches
inspired by the Vision Transformer [34]. In this way, we ob-
tain a candidate patch set for the i-th frame xi: Bi = {bji |j =
1, . . ., D} where bji denotes the j-th patch region within xi,
and D is the total number of candidate patches in this frame.
bji ∈ R

h×w denotes that the patch’s size is h and w, and their
values will be tuned in the experiments. The goal of spatial
agent is to select an optimal patch b∗i ∈ Bi in each frame as
the key region, and thus the final selected action is a sequence
set ap = {b∗i |i = 1, . . .,M}. From the definition, we can see that
there are totally DM action combinations for the given video X ,
which implies the search space is huge. An example of actions
in one frame is listed in Fig. 2, where D = 16.

Policy Network Design. Spatial policy network πp(ap|sp)
is used to predict the spatial action ap when the state sp is
given. The flowchart of our policy network is listed in Fig. 3.
Overall speaking, because we need to tackle with the sequence

video data, a LSTM-based [26] structure is used to construct the
policy network πp(ap|sp). For the i-th frame xi, a lightweight
convolution neural network (CNN) f(xi) is first to extract
the frame-level feature maps ei. In our experiments, we use
MobileNet V2 as the lightweight CNN backbone for simplicity.
Users can also apply other lightweight CNNs. Then they are fed
into the LSTM unit to predict the logits for each patch. Next, a
Softmax with Fully Connected Layer (FCL) is attached to output
each patch’s probability pbji

. Finally, we utilize the categorical
sampling to obtain the optimal patch region b∗i according to their
probability values p(Bi) = {pbji |j = 1, . . ., D}. To guarantee
the smooth change of selected patch between adjacent frames,
we concat the local patch features eb

∗
i−1 of the previous selected

patch b∗i−1 with the current frame-level features ei to jointly
predict the current patch region, and e∗i−1 is extracted via a
simple multilayer perceptron (MLP) on the corresponding patch
features of ei−1.

Formally, the frame-level feature maps are extracted by:

ei = f(xi), i = 1, 2, . . .,M, (4)

next, the optimal action for each frame is achieved by:

p(Bi) = πp
θ

(·|concat(ei, eb∗i−1), hπ
i−1
)
, i = 1, 2, . . .,M, (5)

b∗i = categorical(p(Bi)), i = 1, 2, . . .,M, (6)

wherehπ
i−1 denotes hidden states output by LSTM unit in the i-1-

th frame. Thus, the state sp in our method is defined as the concat
feature concat(ei, e

b∗
i−1). Equation (6) is repeated M times to

achieve the optimal action ap = {b∗i |i = 1, . . .,M}.
In our method, the policy network is updated in each iteration

t of PGD attack, therefore, the optimal action will be updated in
each iteration until the PGD attack stops.

Reward Design. In each iteration, the spatial policy network
will receive the feedback from the environment to update its pa-
rameters θp. Therefore, we need to design the reasonable rewards
to guide the update of policy network. Because AstFocus attacks
are based on the Multi-Agent Reinforcement Learning (MARL)
framework, we design two kinds of rewards: one is specific for
the spatial agent, and another is the common rewards shared
with temporal agent.

For the special reward, an intuitive idea to evaluate the
patch’s importance is the area covered by the foreground objects.
Because video recognition model mainly performs predictions
based on the foreground objects like person, car, etc. Therefore,
if the policy network πp(ap|sp) selects the foreground patch,
the specific reward should be enlarged, and thus the policy
network will be encouraged to select the foreground object
in the next iteration. Based on this idea, we need a metric to
measure the objectness score for a given patch. We here choose
a classic objectness model: edgeboxes [35]. It calculates the edge
response of each pixel and determines the boundary of the object
by using the structured edge detector.

More concretely, the riedgebox reward for the selected patch b∗i
can be described as following:

riedgebox =

∏
k wb(sk) · uk

2 · (w + h)2
, i = 1, 2, . . .,M, (7)
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The edgebox reward for the whole video is defined:

redgebox =

M∑
i=1

riedgebox, i = 1, 2, . . .,M, (8)

where w and h are the patch’s width and height. wb(sk) is used
to measure the affinity of the k-th edge groups in the selected
patch. The uk is the sum of the k-th edge groups in the selected
patch. In general, a large patch often results in a large edgebox
value. More detailed information about edgebox function can be
found in [35].

For the common reward, it comes from the feedback of the
black-box threat models. If the selected patch is reasonable,
the generated adversarial patch should have a strong attacking
ability, and thus will make the confidence score output by threat
models have a big drop. Therefore, we can use the confidence
drop of the ground-truth label as a metric to compute this reward.
Because this is also useful to the temporal agent, it is called as
common reward. Specifically, the common reward rcommon is
defined as follows:

V (X ′) = exp(P (y′|X ′)− P (y|X ′)); (9)

rcommon =
V (X ′t+1)− V (X ′t)

V (X ′t)
, (10)

where exp(·) is the exponential function, and P (y|X ′) repre-
sents the ground-truth label’s confidence when X ′ is fed into
video recognition model. In the un-targeted attack, P (y′|X ′)
represents the second-ranked label’s confidence which is con-
sidered as the most competitive label to replace the ground-truth
label. Only if the second-ranked label’s confidence becomes
larger than that of the ground-truth label, V (X ′) becomes large.
Then, we use the relative change of V (X ′) at different iteration
t as the metric for common reward. Equation (10) is designed to
encourage the agent to add perturbations on the selected regions
that make the second-ranked label’s confidence gradually reach
the ground-truth label and finally exceed it. In targeted attack,
P (y′|X ′) is the confidence of pre-defined target label by the
adversary.

In summary, the t-iteration reward for spatial agent is:

rtspatial = rtcommon + λ1r
t
edgebox, (11)

where λ1 denotes a weight to balance the two terms.
2) Temporal Agent: There exists a major distinction between

temporal agent and spatial agent. Spatial agent aims at solving
the object localization problem, while temporal agent aims at
solving the binary classification problem (selecting or not se-
lecting a frame). Thus, the actions, rewards, and policy networks
of temporal agent should be re-designed.

Action Design. Key frames refer to those video frames that are
conducive to successful attack, and their number is less than that
of the whole video. The goal of the temporal agent is to select
some key frames from the whole input videoX , and thus the final
selected action is also a sequence set af = {o∗i |i = 1, . . .,M}
just like spatial agent. The o∗i ∈ {0, 1} indicates whether the i-th
frame is selected or not. Therefore, there are totally 2M different
actions, which is not friendly to direct optimization learning.

Fig. 4. Flowchart for the policy network of the proposed temporal agent. It is
used to select the key video frames from the input video.

Policy Network Design. The temporal policy network
πf (af |sf ) is used to predict the spatial action af when the state
sf is given. It is constructed with a LSTM structure. The skeleton
diagram of the temporal policy network is shown in Fig. 4. The
input of the policy network is the concat features composed of
current frame-level features ei and a video-level global features
eg . Combining these two features can better select the key frames
by considering the global video information. The global features
eg is achieved by a fully connected layer on all the frame-level
features ei, i = 1, . . .,M . The output of LSTM network is then
fed to a Softmax with Fully Connected Layer (FCL) to predict
the probability pi to indicate oi=1. Technically, the temporal
policy network can be expressed as:

pi = πf
θ

(·|concat(ei, eg), hπ
i−1
)
, i = 1, 2, . . .,M, (12)

o∗i = Bernoulli(pi), i = 1, 2, . . .,M, (13)

where Bernoulli(·) is the Bernouli function. hπ
i−1 denotes the

hidden states output by LSTM unit in the i-1-th frame. The state
sf is defined as the concat feature concat(ei, eg). Equation (13)
is repeated M times to get af = {o∗i |i = 1, . . .,M}.

Reward Design. To make the temporal agent intelligent, the
temporal policy network interact with the environment for up-
dating its parameters θf . Similar to the training of the spatial
agent, in addition to the common reward function which shared
with the spatial agent, we also have designed two special rewards
to guide the temporal agent. The first specific reward function is
the sparse reward rsparse:

rsparse = exp

(
− 1

M

∣∣∣∣∣
M∑
i=1

oi − L

∣∣∣∣∣
)
, (14)

where L here is used to control the number of key frames se-
lected by the temporal agent, and L < M . The second specially
designed reward function is mainly used to evaluate the repre-
sentative ability of the video frames selected by the temporal
agent. Because the selected video frames need to be sparse but
effectively represent the semantic information of the whole input
video. The representative reward function [36] rrep is defined
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as:

rrep = exp

(
− 1

M

M∑
i=1

min
t′⊂K
||ei − et′ ||2

)
, (15)

where K is a set of selected frame, i.e., frames with oi=1.
Through those reward functions, the temporal can be forced
to recognize few and critical video frames. The selected video
frames can be effectively reduce the temporal redundancy of
the entire video and effectively improve the following attack
efficiency.

To make key video frames conducive to successful attacks,
rcommon also join the learning of the temporal agent. For the
t-th iteration, the corresponding reward is:

rttemporal = rtcommon + λ2r
t
sparse + λ3r

t
rep, (16)

where λ2 and λ3 are two balance coefficients, and they will be
discussed and set up in the experimental section.

So far, through the cooperation of spatial agent and temporal
agent, the key regions in the key video frames of the input video
can be identified. In the procedure of multi-agent reinforcement
learning, the agents interact with the threat model for many
times, and the predicted results of the agents are more inclined to
the rapid and successful attack. Therefore, the critical attacking
spaces selected by multi-agent reinforcement learning is the
space sensitive to attack, which can effectively improve the
efficiency of attack.

3) Optimization Algorithm: There are two parts to optimize:
one is the lightweight CNN backbone f(·), and another is the
policy network π(·).

CNN Backbone. In our method, the CNN backbone f(·)
is used for both temporal agent and spatial agent. It extracts
the frames’ feature maps to construct state s. To decouple the
training process of CNN backbone and policy network, we di-
rectly apply a pre-trained MobileNet V2 backbone on ImageNet
dataset as the feature extractor. In this way, we can focus on the
optimization of two policy networks.

Policy Network. The policy gradient methods are used to
optimize the temporal and spatial policy network. They are to
directly adjust the parameters θ in order to maximize the objec-
tive J(θ) = Es�ρπ,a�πθ

[R] by tacking steps in the direction of
∇θJ(θ). By introducing an action-value function Qπ(s, a), the
policy gradient can be changed as:

∇θJ(θ) = Es�ρπ,a�πθ
[∇θlogπθ(a|s)Qπ(s, a)]. (17)

To solve (17), we utilize the actor-critic reinforcement learning
framework [37] where a critic network is applied to approximate
the action-value function Qπ(s, a). Actor network is the policy
network in Figs. 3 and 4.

Because our method focuses on the cooperative multi-agent
tasks, in which the two agents are trying to optimize a shared
reward function. Each agent is decentralized and only has access
to locally available information. For example, temporal agent
can only observe the change of key frames, and spatial agent
can only observe the change of key patches. Therefore, our
method can be described as Decentralized Partially Observable
Markov Decision Processes (Dec-POMDP) [38]. To solve this

Algorithm 1: AstFocus Black-Box Video Attack Algorithm.
Input: Clean video:X; ground-truth label:y; feature
extractor: f(·); black-box video recognition model:F (·).
Max PGD iterations:T ; PGD attack step:α; learning rate:ε.

Output: Adversarial video X ′

1: Initialize parameters θf and θp for temporal policy
network πf (·) and spatial policy network πp(·);

2: Extract frame-level features {ei|i=1,...,M} via (4);
3: while t < T do
4: Compute key regions ap = {b∗i |i = 1, . . .,M} via (5)

and (6);
5: Compute key frames af = {o∗i |i = 1, . . .,M} via (12)

and (13);
6: Obtain the core videoX̂ = {o∗i · b∗i |i = 1, . . .,M};
7: Estimate the gradients on X̂ via (2);
8: Generate adversarial video X ′t+1 via (1);
9: if F (X ′t+1) �= y then

10: X ′ ← X ′t+1; Break;
11: else
12: Compute spatial reward rtspatial via (11) and

temporal reward rttemporal via (16);
13: Compute ∇θfJ(θf ) and ∇θpJ(θp) via (18);
14: Update θf ← θf + ε · ∇θfJ(θf );
15: Update θp ← θp + ε · ∇θpJ(θp);
16: end if
17: end while
18: return X ′

problem, [23] presents the multi-agent decentralized actor, cen-
tralized critic approach, thus (17) is reformulated as:

∇θkJ(θk) = Es�ρπ,ak�πk

× [∇θk logπk(ak|sk)Qπ
k (s, a1, . . ., aK)]. (18)

where πk denotes the policy network of the k-th agent, and θk is
the corresponding parameters. In our method, there are totally
two agents. The corresponding policy networks are πp(ap|sp)
with parameter θp and πf (af |sf ) with parameter θf . Here
Qπ

k (s, a1, a2)] is a centralized action-value function that takes as
input the actions of all agents (a1, a2) in addition to some state
information s = [sp, sf ], and outputs the Q-value for agent k. In
this way, we can perform a communication between two agents.
In cooperative MARL, each agent is expected to maximize the
common reward and its specific reward, therefore, we just need
to solve (18) according to the rewards for spatial agent and
temporal agent, respectively.

To solve (18) for the spatial agent πp(ap|sp) and temporal
agent πf (af |sf ), we use the Proximal Policy Optimization
(PPO), a popular single-agent on-policy RL algorithm [39] to
obtain the θf and θp. For the details of PPO algorithms, please
refer to [39].

C. The Overall Framework

After the MARL module, the key frames and key regions
are obtained. The video X ′t ∈ R

M×H×W×3 in (1) and (2) is
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TABLE II
THE ACCURACY OF FOUR DIFFERENT MODES ON THREE DATASETS

reduced to the video X̂ ′t ∈ R
m×h×w×3 composed of key frames

and key regions, where m denotes the number of key frames,
and h,w denote the key patches’ height and width. It is clear
that m
M,h
 H,w 
W . AstFocus attack finally utilizes
X̂ ′t ∈ R

m×h×w×3 to compute (2). Because of the reduced di-
mension, the gradient estimation can be efficient.

We now give the overall algorithm of AstFocus attack, which
is illustrated under the un-targeted attack. The process of agent
learning is an unsupervised process. Through continuous inter-
action with the threat model, the agent gets the feedback from the
attack effect and external evaluation indicators from the video
itself to update agents to encourage them to perform better. The
whole algorithm is summarized in Algorithm 1.

IV. EXPERIMENTS AND RESULTS

A. Datasets and Recognition Models

Datasets. In our experiments, three public action recognition
datasets: UCF-101 [40], HMDB-51 [41], and Kinetics-400 [42]
are used. The UCF-101 contains 13,320 videos with 101 action
categories, HMDB-51 is a dataset for human motion recognition,
which contains 51 action categories with a total of 70,00 videos.
Kinetics-400 contains 400 human action classes, with at least
400 video clips for each action. All of these datasets divides
70% of the video into training sets and 30% of the test sets. We
randomly sample 100 videos from UCF-101 test set, 50 videos
from HMDB-51 test set, and 400 videos from Kinetics-400 test
set. All sampled videos can be classified by the recognition
models correctly.

Recognition Models. For recognition models, four represen-
tative methods are used in our experiments. They are C3D [11],
Temporal Segment Network (TSN) [12], Temporal Shift Module
(TSM) [13], and SlowFast network [43]. These models are all
mainstream methods for video classification task. For TSN,
TSM, and SlowFast on three datasets, we utilize the corre-
sponding pre-trained weights released by MMAction2 [44],
a widely used open-source toolbox for video understanding
based on PyTorch. For C3D, because MMAction2 only releases
the pre-trained weights on UCF101, to ensure the consistency,
we utilize the officially pre-trained weights on three datasets
released by the authors.1 Table II lists their accuracy values under
the test set.

1https://github.com/kenshohara/3D-ResNets-PyTorch

B. Evaluation Metrics

There are four metrics to test the performance of our method
on various sides. Specifically, Fooling Rate, Query Number,
Mean Absolute Perturbation, and Time are explored.

Fooling Rate (FR): indicates the percentage of adversarial
videos, which successfully fool the threat model, out of all
the tested videos. FR reflects the probability of successfully
generating adversarial examples. A higher FR value means the
better performance on the task of attacks.

Mean Absolute Perturbation (MAP): denotes the magnitude
value of the generated adversarial perturbation r. For a given
video: MAP= 1

M

∑
i |ri|, where M is the number of frames in

a video, and ri is the perturbation intensity vector on the i-th
frame. To be intuitive, the value of MAP is resized to 0-255.
In the experiments, we report the average MAP across the test
videos. A lower MAP value means the better imperceptibility.

Query Number (QN): denotes the used query times to suc-
cessfully fool the threat model for a given adversarial video. It
reflects the efficiency of different video attack methods. In the
experiments, we set an upper bound for the query number, if
the queries reach the upper bound but the threat video model
is still not fooled successfully, we think this adversarial video
is not successfully generated. The average query number across
the test videos is reported. A lower QN value means the higher
efficiency.

Time (T): denotes all the cost time when the successful attack
is finished. We use seconds to measure the time. In the experi-
ments, we report the average seconds across the test videos. A
lower time value means the higher efficiency.

Note that previous works [17], [20], [27] have also used these
metrics. But this paper has a slight difference with them. In [17],
[20], [27], they compute MAP and NQ values only for the
adversarial videos which can successfully perform the attacks,
the MAP and NQ values of failed videos don’t be considered.
In contrast, this paper computes MAP and NQ values for all
the test videos. We think this is more reasonable because the
failed videos also generate perturbations and cost queries with
the threat models.

C. State-of-the-Art Attack Competitors

Here, we use six state-of-the-art black-box video attack meth-
ods as comparisons with our method in effect and speed, named
VBAD attack [19], Heuristic attack [20], Sparse attack [17],
GEO-TRAP attack [31], RLSB attack [21], and Motion-sampler
attack [30]. The detailed introductions about these competitors
can be found in the related works section. We use their own
officially released codes to conduct comparisons (for Sparse
attack, we directly use the well-trained agent to predict key
frames and then perform attacks. There is no released code for
RLSB attack, we implement it according to the paper). For fair
comparisons, all the settings are the same.

D. Implementation Details

In the query-based black-box attacks, the query number is a
key metric to evaluate the attacks’ performance. Thus, given a
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Fig. 5. Parameter tuning results of AstFocus attacks with different patch sizes.
(A) The effects for fooling rate. (B) The effects for query number. (C) The effects
for perturbation magnitude.

video, we set a maximum query number for all the compared
methods. If the used query number is above the maximum query
number, the adversarial attack is regarded as failure for this given
video. We here set the maximum query number to 1.5× 104

in the un-targeted attack and 3× 104 in the targeted attack. In
the NES, we set the variance Δ in NES to 10−3 for the un-
targeted attack and 10−6 for the targeted attack according to our
experience.

E. Parameter Tuning

There are some hyperparameters in our method. In this sec-
tion, we will determine their values via parameter tuning on
the validate set. Specifically, we randomly selected 20 videos
from HMDB-51 to construct the validation set, and then perform
parameter tuning versus C3D model.

1) Patch Size for Spatial Agent: The first hyperparameter is
the patch size h and w when designing the spatial agent’s action.
A reasonable patch size will lead to less queries and less pertur-
bations. The parameter tuning results for patch size is given in
Fig. 5, where we explore its effects for the fooling rate, query
number and perturbations, respectively. From the figure, we see
that patch size mainly affects the query number but shows slight
changes for fooling rate and perturbation magnitude. Moreover,
Fig. 5(B) shows the query number is relatively sensitive to the
patch size. This is reasonable because the pre-defined patch
size determines the proportion of selected key regions out of
the whole image, thus affects the query number.2 Overall, when
the patch size is set to 65, the query number reaches the smallest
value. Therefore, we set h = w = 65.

2) Upper Bound of Key Frames: The second hyperparameter
is the upper boundL of selected key frames in (14). A reasonable
L can help our method select the minimal key frames to perform
a successful video attack, and thus query number can be reduced.
The parameter tuning results for upper bound L is given in
Fig. 6, where we also explore its effects for the fooling rate,
query number and perturbations, respectively. We can see that
with the increase of L value, the fooling rate will gradually
stabilize to 100% and query number is slowly decreasing, but it
would cause a big increase in perturbation magnitude. To balance
three different evaluation metrics, we setL = 10 in the following
experiments.

2From the last column in Table III, we see that AstFocus attack has smaller
variance when performing multiple times. For attacking C3D model on HMDB-
51, the variance has no changes for FR, and only changes 1% around the mean
for MAP, 4% around the mean for NQ. Therefore, the unsmooth curve is not
caused by the significant variance.

Fig. 6. Parameter tuning results of AstFocus attacks with different upper
bounds of key frames. (A) The effects for fooling rate. (B) The effects for query
number. (C) The effects for perturbation magnitude.

Fig. 7. Parameter tuning results of AstFocus attacks with different sample
numbers n. (A) The effects for fooling rate. (B) The effects for query number.
(C) The effects for perturbation magnitude.

Fig. 8. Parameter tuning results of AstFocus attacks with different reward
weights. (A) The effects for fooling rate. (B) The effects for query numbers. (C)
The effects for perturbation magnitude.

3) Sample Number in NES: The third hyperparameter is the
number of sampled points n in (2). The sample number n
per each iteration has a great influence on the accuracy of the
estimated gradient, especially when the attacking space changes.
To explore the impact of the sample number n on the attack
effect, we have conducted a series of experiments. The parameter
tuning results are given in Fig. 7. We can see that with the
increase of n value, the fooling rate will gradually stabilize to
100%, but query number and perturbation magnitude achieve
their optimal performance when n is located in 60. Therefore,
we set n = 60 in the following experiments.

4) Weights for Various Rewards: There are three weights to
tune in the reward functions. They are λ1 in (11), λ2 and λ3 in
(16), which measures the importance of their own rewards. The
parameter tuning results are given in Fig. 8. According to the
figure, we set λ1 = 0.2, λ2 = 0.4, and λ3 = 0.6, respectively. It
means there exists more redundancy to reduce in the temporal
domain than spatial domain, thus needing to set large rewards
in (16) to guide agent for learning key frames.

F. Ablation Study

To explore the effectiveness of different components in the
proposed algorithm, a series of experiments are conducted here.
Specifically, we investigate the effects of various agents and
various rewards, respectively. Similarly, we randomly select 20
videos from HMDB-51 to construct the validation set, and then
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TABLE III
EFFECTS OF VARIOUS AGENTS TO ASTFOCUS ATTACKS IN AN UN-TARGETED

SETTING

perform the ablation study versus C3D video recognition model.
Because the gradient estimator module introduces randomness,
to consider this factor, we perform each ablation study for five
times, and then report the mean± variance for different metrics.

1) Effects of Various Agents: In our method, the baseline is
PGD+NES algorithm. Then we integrate two agents into the
PGD+NES to reduce the video dimension from the temporal
and spatial domains, respectively. Here we perform the ablation
study about whether these two agents work in the video attack.
The results are given in Table III, where “Baseline” denotes
the PGD+NES. In this setting, because there is no dimension
reduction module, the perturbations are added on the whole
video, which can be called as “dense attack”. The term “Spatial”
denotes integrating the spatial agent into the baseline. In this
setting, we reduce the spatial redundancy by selecting the key
patches in each frame. The term “Temporal” denotes integrating
the temporal agent into the baseline, which reduces the temporal
redundancy by selecting the key frames. The term “Spatial &
Temporal” denotes the full version of AstFocus attack, i.e.,
simultaneously reducing the temporal and spatial redundancy
via two agents.

We show the effects versus fooling rate (FR), number query
(NQ), and perturbation magnitude (MAP). From the table,
we can see that the dimension reduction is indeed useful to
the attacking performance, i.e., the “Spatial” and “Temporal”
achieve higher FR and smaller QN and MAP than the “Base-
line”. By simultaneous reducing the temporal and spatial redun-
dancy, “Spatial & Temporal” achieves the highest FR (100%),
and smallest QN and MAP. The average FR increases 26.7%
(73.3%→100%), average QN and MAP decrease about 36%
(3662→2227) and 47% (6.37→3.35) versus the baseline, re-
spectively. In addition, “Spatial & Temporal” has smaller vari-
ance than baseline. For example, the variance has no changes
for FR metric, and only changes 1% around the mean for MAP
metric, 4% around the mean for NQ metric. For this reason, we
neglect the variance value in the following comparison experi-
ments. This verifies the important role of dimension reduction
when performing video attacks.

We also compare our RL-based agents with random agents,
where the key frames and key patches are randomly selected in
each PGD iteration, other settings are the same. Fig. 9 shows
the comparison results. We can see that for all the evaluation
metrics, our RL-based agent outperforms the random agent
(100%±0% versus 86.7%±2.89%, 2227±92 versus 2632±114,
3.35±0.03 versus 3.62±0.04), which verifies the temporal and
spatial agents in our method are jointly well-trained under the
guidance of the carefully designed rewards. With the feedback

Fig. 9. Comparison between RL-based agent and random agents.

TABLE IV
EFFECTS OF VARIOUS REWARDS TO ASTFOCUS ATTACKS IN AN UN-TARGETED

SETTING

of threat models, the temporal and spatial agents become intel-
ligent.

2) Effects of Various Rewards: To better guide the agent
learning, we carefully design the rewards. Specifically, one
common reward (10) coming from the black-box threat model,
and two kinds of specific rewards (8) as well as (15) and (14).
The common reward is shared by the spatial agent and temporal
agent, and the special rewards only belong to their own agents.
In this section, we explore the effects of these rewards to the
fooling rate, query number and perturbations.

Table IV lists the ablation study for effects of various rewards.
The term “Common” denotes the guidance of both temporal and
spatial agents only using the common reward in (10). The terms
“+Edgebox,” “+Sparse,” and ‘+Representative” denote adding
the corresponding rewards ((8), (14), and (15), respectively) on
the former basis to guide the agent learning. From the table, we
see that with the addition of more and more rewards, average
FR gradually increases, and average QN and average MAP
gradually decrease. Compared with the solo common reward,
the full version (the rightmost column) with all the rewards
improves 23.3% for average FR (76.7%→100%), and reduces
43% for average QN (3780→2227), and 8% for average MAP
(3.62→3.35). The variance also becomes smaller and smaller.
The contrast verifies the rationality of the designed rewards.

3) Convergence of AstFocus Attacks: Because our agents are
updated by the rewards in each iteration, it is necessary to
investigate whether the agents are under the convergence with
the increasing iterations. For that, we list the values’ change
of (9) with the increasing PGD iteration in Fig. 10. Equation
(9) directly reflects the success or failure of an attack. If the
target class’s confidence score is above the ground-truth class’s
confidence score, the value of (9) will be above 1, representing
that the attack is successful, and vice versa. From the figure,
we can see that (9)’s values for all the threat models are grad-
ually increasing until the stable situation. When the iteration
reaches 400, all the models achieves the convergence. This
verifies the good convergence of AstFocus attack. Actually, the
attack usually stops when (9)’s value is above 1, i.e., the step
9 in Algorithm 1. Therefore, we only need few iterations in
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Fig. 10. Convergence of the proposed AstFocus attacks.

Fig. 11. Qualitative example for selecting key frames and key regions in
AstFocus attacks. From top to bottom denotes the selected key frames and key
patches in the 5th, 10th, and 20th PGD iteration.

application. Fig. 11 gives a qualitative example of the agents
in AstFocus attacks, where the key frames and key patches in
different iterations are illustrated by the bounding boxes. We can
see that the spatial agent gradually focuses on the foreground
objects. This is reasonable because these areas are key cues for
video recognition task. In addition, the temporal agent tends to
select the frames with big changes in the actions. These frames
have a strong representative ability for the whole video from the
appearance, which shows key frames are sensitive to attacks.

G. Comparisons With SOTA Methods

Here, we compare the proposed AstFocus attack with six
state-of-the-art black-box video attack methods on three public
datasets and four widely used video recognition models. The
comparative results in the un-targeted and targeted settings are
recorded in Tables V, VI, and VII (for fair comparison, the target
label for all the methods are the same when performing targeted
attacks). From the tables, we see that: (1) For attack effect (FR
and MAP), our method significantly outperforms other six SOTA
methods for FR metric (at least 5%) versus all the threat models
on all the datasets, showing the big advantage in attacking ability.
For MAP metric, AstFocus attack only slightly loses to Sparse
attack in the un-targeted attack but obviously outperforms other
five video attacks. Because Sparse attack adds adversarial pertur-
bations only on the fixed key frames in each PGD iteration. In (1),
there exists a clip operation Proj(·) to project the perturbations

Fig. 12. Comparisons of different gradient estimators within AstFocus.

to a small range. So the upper bound of adversarial perturbations
generated by Sparse attack is small. This design also limits
the attacking efficiency and effectiveness, for example, Sparse
attack only has almost 40% FR but needs almost 9000 NQ on
average for un-targeted attacks, far less than AstFocus attacks.
Overall, AstFocus attack is better than Sparse attack. A small
MAP under a high FR means an accurate evaluation for the
models’ adversarial robustness. From this viewpoint, AstFocus
attack is more suitable to evaluate different video models. (2) For
attack efficiency (NQ and T), AstFocus also significantly beats
other six SOTA methods for NQ versus all the threat models on
all the datasets, reducing at least 10% queries compared with
the second best video attacks. For time metric, AstFocus attack
only slightly loses to VBAD attack but still beats other five video
attacks. This is reasonable because AstFocus attack integrates
two additional agents to reduce dimensions during attacks while
VBAD does not involve this step. In return, AstFocus greatly
outperforms VBAD versus the other three metrics. Overall,
AstFocus has the high efficiency. (3) For simultaneous modeling,
AstFocus attack remarkably outperforms RLSB attack on all the
settings, showing simultaneously modeling the key frames and
key regions is indeed more effective than separately modeling
them. This also demonstrates the core idea in this paper. (4) From
the view of robustness evaluation, all the seven black-box video
attacks show C3D has better adversarial robustness than the other
models. The C3D has lower FR values but higher NQ values,
which shows C3D is harder to attack. This may motivates us an
in-depth study for the C3D’s structure to design robust video
recognition models.

H. Integrated With Other Gradient Estimators

In our AstFocus attack, the current gradient estimator is NES.
Actually, we can replace NES with other state-of-the-art gradient
estimators. To test this point, we conduct experiments. Here we
choose two SOTA gradient estimators: Prior convictions [49]
and ZOO [50]. Fig. 12 gives the results. We can see that when the
gradient estimators are changed, the fooling rate, query number,
and perturbation magnitudes only show a slight variation. Rel-
atively speaking, NES achieves the better performance versus
three metrics. AstFocus attack is a flexible framework, which
implies other modules can be replaced except the MARL mod-
ule. The PGD can also be replaced with its improved versions.

I. Qualitative Results of AstFocus Attacks

We list two adversarial videos and the perturbations generated
by AstFocus attacks in Fig. 13, we see adversarial video is
consistent with original video from the appearance, showing the
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TABLE V
THE COMPARATIVE RESULTS VERSUS FOUR DIFFERENT THREAT MODELS ON UCF-101 DATASET. THE BEST RESULTS ARE HIGHLIGHTED IN RED. THE SYMBOL

“-” MEANS THE USED NQ EXCEEDS THE MAXIMUM NQ. ↑ DENOTES THE LARGER, THE BETTER, AND ↓ DENOTES THE SMALLER, THE BETTER

Fig. 13. Two qualitative examples output by AstFocus attacks. For each example, from top to bottom rows are clean video, adversarial perturbations, and our
adversarial video, respectively. Two adversarial videos generated by RLSB attack and GEO-TRAP attack are listed below the dotted line as a reference. We compute
two metrics as (blurriness/SSIM) for each video frame. For the left blurriness degree [45], the smaller the better, and for the right SSIM [46], the larger the better.
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TABLE VI
THE COMPARATIVE RESULTS VERSUS FOUR DIFFERENT THREAT MODELS ON HMDB-51 DATASET. THE BEST RESULTS ARE HIGHLIGHTED IN RED. THE SYMBOL

“-” MEANS THE USED NQ EXCEEDS THE MAXIMUM NQ. ↑ DENOTES THE LARGER, THE BETTER, AND ↓ DENOTES THE SMALLER, THE BETTER

TABLE VII
THE COMPARATIVE RESULTS VERSUS FOUR DIFFERENT THREAT MODELS ON KINETICS-400 DATASET. THE BEST RESULTS ARE HIGHLIGHTED IN RED. THE

SYMBOL “-” MEANS THE USED NQ EXCEEDS THE MAXIMUM NQ. ↑ DENOTES THE LARGER, THE BETTER, AND ↓ DENOTES THE SMALLER, THE BETTER
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TABLE VIII
RESULTS OF ASTFOCUS ATTACK AGAINST DEFENDED C3D METHOD ON

HMDB-51

imperceptibility of adversarial perturbations. To understand the
perturbations, we enlarge their values to give a display. We see
the final adversarial perturbations are sparse both in inter-frames
and intra-frames. They show a superposition phenomenon by
many noise patches generated in each PGD iteration. These
adversarial perturbations cover the foreground regions in key
frames. We also give two adversarial videos generated by other
recently published attack methods (RLSB attack and GEO-
TRAP attack) as a reference, where we can see our method has
better imperceptible perturbations than the other methods.

To better show the advantage, we compute two metrics to
quantitatively measure the image quality. The first metric is to
measure the blurriness degree [45]. For this metric, the smaller
the better. And another metric is SSIM [46]. For this metric, the
larger the better. We list these two metric values below each video
frame as (blurriness/SSIM), where we see that our adversarial
videos show better image quality than RLSB and GEO-TRAP
attacks.

J. AstFocus Attack Against Defense Methods

We evaluate the performance of AstFocus attack against
defense methods. Three kinds of representative video de-
fense methods are chosen: Adversarial Training method (PGD-
AT [24]), modifying network architecture method (OUD [47]),
and pre-processing method (AdvIT3 [48]). The results for C3D
model on HMDB-51 dataset are reported in Table VIII, where
the changes compared with the un-defended C3D are listed in
the brackets. We can see that both the attacking performance
and efficiency decrease. Specifically, the maximum drop of
FR after defense is 32%, QN increases by 3377 at most, and
MAP increases by 33% at most. This is reasonable because
the defended model will be harder to attack, but the FR, QN,
and MAP are still acceptable. This shows that AstFocus attack
is effective to evaluate the adversarial robustness even for the
defended action recognition models.

V. CONCLUSION

In this article, we designed the novel adversarial spatial-
temporal focus attack on videos to simultaneously identify the
key frames and key regions in the video. AstFocus attack was
based on the cooperative multi-agent reinforcement learning
framework. One agent was responsible for selecting key frames,
and another agent was responsible for selecting key regions.

3AdvIT is proposed to detect the adversarial example. To adopt it to perform
defense, we attach it before the threat model. If the input is detected as adversarial
example, it will not be fed into the threat model. For this reason, the QN and
MAP may decrease rather than increase.

These two agents were jointly trained by the common rewards
received from the black-box threat models. By continuously
querying, the reduced space composed of key frames and key
regions was becoming precise, and the whole query number was
less than that on the original video. Extensive experiments on
four famous video recognition models and three public action
recognition datasets verified our efficiency and effectiveness,
which was prevenient in fooling rate, query number, time, and
perturbation magnitude at the same time.
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[9] S. Geisler, T. Schmidt, H. Şirin, D. Zügner, A. Bojchevski, and S. Günne-
mann, “Robustness of graph neural networks at scale,” in Proc. Int. Conf.
Neural Inf. Process. Syst., 2021, pp. 7637–7649.

[10] U.-A. M. Chapman-Rounds, U. Bhatt, E. Pazos, M.-A. Schulz, and K.
Georgatzis, “FIMAP: Feature importance by minimal adversarial pertur-
bation,” in Proc. AAAI Conf. Artif. Intell., 2021, pp. 11433–11441.

[11] K. Hara, H. Kataoka, and Y. Satoh, “Can spatiotemporal 3D CNNs retrace
the history of 2D CNNs and ImageNet?,” in Proc. IEEE Conf. Comput.
Vis. Pattern Recognit., 2018, pp. 6546–6555.

[12] L. Wang et al., “Temporal segment networks: Towards good practices for
deep action recognition,” in Proc. Eur. Conf. Comput. Vis., 2016, pp. 20–36.

[13] J. Lin, C. Gan, and S. Han, “TSM: Temporal shift module for efficient video
understanding,” in Proc. IEEE Conf. Comput. Vis. Pattern Recognit., 2019,
pp. 7083–7093.

[14] Y. Dong, S. Cheng, T. Pang, H. Su, and J. Zhu, “Query-efficient black-box
adversarial attacks guided by a transfer-based prior,” IEEE Trans. Pattern
Anal. Mach. Intell., vol. 44, no. 12, pp. 9536–9548, Dec. 2022.

[15] X. Wei, Y. Guo, and J. Yu, “Adversarial sticker: A stealthy attack method
in the physical world,” IEEE Trans. Pattern Anal. Mach. Intell., vol. 45,
no. 3, pp. 2711–2725, Mar. 2023.

[16] X. Wei, J. Zhu, S. Yuan, and H. Su, “Sparse adversarial perturbations for
videos,” in Proc. AAAI Conf. Artif. Intell., 2019, pp. 8973–8980.

[17] X. Wei, H. Yan, and B. Li, “Sparse black-box video attack with reinforce-
ment learning,” Int. J. Comput. Vis., vol. 130, pp. 1459–1473, 2022.

[18] J. Hwang, J.-H. Kim, J.-H. Choi, and J.-S. Lee, “Just one moment: Struc-
tural vulnerability of deep action recognition against one frame attack,” in
Proc. IEEE Int. Conf. Comput. Vis., 2021, pp. 7668–7676.

[19] L. Jiang, X. Ma, S. Chen, J. Bailey, and Y.-G. Jiang, “Black-box adversarial
attacks on video recognition models,” in Proc. ACM Int. Conf. Multimedia,
2019, pp. 864–872.

[20] Z. Wei et al., “Heuristic black-box adversarial attacks on video recognition
models,” in Proc. AAAI Conf. Artif. Intell., 2020, pp. 12338–12345.

[21] Z. Wang, C. Sha, and S. Yang, “Reinforcement learning based
sparse black-box adversarial attack on video recognition models,”
2021, arXiv:2108.13872.

[22] A. Ilyas, L. Engstrom, A. Athalye, and J. Lin, “Black-box adversarial
attacks with limited queries and information,” in Proc. Int. Conf. Mach.
Learn., 2018, pp. 2142–2151.

Authorized licensed use limited to: Nanjing University. Downloaded on November 20,2024 at 12:06:40 UTC from IEEE Xplore.  Restrictions apply. 



10912 IEEE TRANSACTIONS ON PATTERN ANALYSIS AND MACHINE INTELLIGENCE, VOL. 45, NO. 9, SEPTEMBER 2023

[23] R. Lowe, Y. I. Wu, A. Tamar, J. Harb, O. P. Abbeel, and I. Mordatch, “Multi-
agent actor-critic for mixed cooperative-competitive environments,” in
Proc. Int. Conf. Neural Inf. Process. Syst., 2017, pp. 6379–6390.

[24] A. Madry, A. Makelov, L. Schmidt, D. Tsipras, and A. Vladu,
“Towards deep learning models resistant to adversarial attacks,”
2017, arXiv:1706.06083.

[25] D. Wierstra, T. Schaul, J. Peters, and J. Schmidhuber, “Natural evolution
strategies,” in Proc. IEEE Congr. Evol. Comput., 2008, pp. 3381–3387.

[26] K. Greff, R. K. Srivastava, J. Koutník, B. R. Steunebrink, and J. Schmidhu-
ber, “LSTM: A search space odyssey,” IEEE Trans. Neural Netw. Learn.
Syst., vol. 28, no. 10, pp. 2222–2232, Oct. 2017.

[27] H. Yan and X. Wei, “Efficient sparse attacks on videos using reinforcement
learning,” in Proc. ACM Int. Conf. Multimedia, 2021, pp. 2326–2334.

[28] X. Yuan, P. He, Q. Zhu, and X. Li, “Adversarial examples: Attacks and
defenses for deep learning,” IEEE Trans. Neural Netw. Learn. Syst., vol. 30,
no. 9, pp. 2805–2824, Sep. 2019.

[29] S. Li et al., “Adversarial perturbations against real-time video classification
systems,” in Proc. Netw. Distrib. Syst. Secur. Symp., 2019, pp. 1–15.

[30] H. Zhang, L. Zhu, Y. Zhu, and Y. Yang, “Motion-excited sampler: Video
adversarial attack with sparked prior,” in Proc. Eur. Conf. Comput. Vis.,
2020, pp. 240–256.

[31] S. Li et al., “Adversarial attacks on black box video classifiers: Leveraging
the power of geometric transformations,” in Proc. Int. Conf. Neural Inf.
Process. Syst., 2021, pp. 2085–2096.

[32] Z. Wei, J. Chen, Z. Wu, and Y. Jiang, “Cross-modal transferable adversarial
attacks from images to videos,” in Proc. IEEE Conf. Comput. Vis. Pattern
Recognit., 2022, pp. 15 064–15 073.

[33] Z. Wu, X. Wang, Y.-G. Jiang, H. Ye, and X. Xue, “Modeling spatial-
temporal clues in a hybrid deep learning framework for video classifica-
tion,” in Proc. ACM Int. Conf. Multimedia, 2015, pp. 461–470.

[34] L. Yuan et al., “Tokens-to-token ViT: Training vision transformers from
scratch on ImageNet,” in Proc. IEEE Int. Conf. Comput. Vis., 2021,
pp. 538–547.

[35] C. L. Zitnick and P. Dollár, “Edge boxes: Locating object proposals from
edges,” in Proc. Eur. Conf. Comput. Vis., 2014, pp. 391–405.

[36] K. Zhou, Y. Qiao, and T. Xiang, “Deep reinforcement learning for unsu-
pervised video summarization with diversity-representativeness reward,”
in Proc. AAAI Conf. Artif. Intell., 2018, pp. 7582–7589.

[37] V. Konda and J. Tsitsiklis, “Actor-critic algorithms,” in Proc. Int. Conf.
Neural Inf. Process. Syst., 1999, pp. 1008–1014.

[38] M. T. Spaan, “Partially observable Markov decision processes,” in Rein-
forcement Learning. Berlin, Germany: Springer, 2012, pp. 387–414.

[39] J. Schulman, F. Wolski, P. Dhariwal, A. Radford, and O. Klimov, “Proximal
policy optimization algorithms,” 2017, arXiv:1707.06347.

[40] K. Soomro, A. R. Zamir, and M. Shah, “UCF101: A dataset of 101 human
actions classes from videos in the wild,” 2012, arXiv:1212.0402.

[41] H. Kuehne, H. Jhuang, E. Garrote, T. Poggio, and T. Serre, “HMDB: A
large video database for human motion recognition,” in Proc. IEEE Int.
Conf. Comput. Vis., 2011, pp. 2556–2563.

[42] J. Carreira and A. Zisserman, “Quo vadis, action recognition? A new
model and the kinetics dataset,” in Proc. IEEE Conf. Comput. Vis. Pattern
Recognit., 2017, pp. 4724–4733.

[43] C. Feichtenhofer, H. Fan, J. Malik, and K. He, “SlowFast networks for
video recognition,” in Proc. IEEE Conf. Comput. Vis. Pattern Recognit.,
2019, pp. 6202–6211.

[44] M. Contributors, “OpenMMLab’s next generation video understanding
toolbox and benchmark,” 2020. [Online]. Available: https://github.com/
open-mmlab/mmaction2

[45] P. Marziliano, F. Dufaux, S. Winkler, and T. Ebrahimi, “A no-reference
perceptual blur metric,” in Proc. Int. Conf. Image Process., 2002,
pp. III–III.

[46] A. Hore and D. Ziou, “Image quality metrics: PSNR vs. SSIM,” in Proc.
20th Int. Conf. Pattern Recognit., 2010, pp. 2366–2369.

[47] S.-Y. Lo, J. M. J. Valanarasu, and V. M. Patel, “Overcomplete representa-
tions against adversarial videos,” in Proc. IEEE Int. Conf. Image Process.,
2021, pp. 1939–1943.

[48] C. Xiao et al., “AdvIT: Adversarial frames identifier based on temporal
consistency in videos,” in Proc. IEEE Conf. Comput. Vis. Pattern Recognit.,
2019, pp. 3968–3977.

[49] A. Ilyas, L. Engstrom, and A. Madry, “Prior convictions: Black-box
adversarial attacks with bandits and priors,” 2018, arXiv:1807.07978.

[50] P.-Y. Chen, H. Zhang, Y. Sharma, J. Yi, and C.-J. Hsieh, “ZOO: Zeroth
order optimization based black-box attacks to deep neural networks with-
out training substitute models,” in Proc. 10th ACM Workshop Artif. Intell.
Secur., 2017, pp. 15–26.

Xingxing Wei (Member, IEEE) received the BS de-
gree in automation from Beihang University, China,
and the PhD degree in computer science from Tianjin
University. He is now an associate professor with Bei-
hang University (BUAA). His research interests in-
clude computer vision, adversarial machine learning
and its applications to multimedia content analysis.
He is the author of referred journals and conferences
in IEEE Transactions on Pattern Analysis and Ma-
chine Intelligence, IEEE Transactions on Multimedia,
IEEE Transactions on Cybernetics, IEEE Transac-

tions on Geoscience and Remote Sensing, International Journal of Computer
Vision, Pattern Recognition, Computer Vision and Image Understanding, CVPR,
ICCV, ECCV, ACMMM, AAAI, IJCAI etc.

Songping Wang is currently working toward the
master degree with the School of Software, Beihang
University (BUAA). His research interests include
deep learning and adversarial robustness in machine
learning.

Huanqian Yan received the bachelor’s degree in the
field of computer science and technology from the
Changchun University of Science and Technology, in
2015, and the master’s degree in computer application
and technology from Lanzhou University, in 2018.
He is currently working toward the PhD degree with
the School of Computer Science and Engineering,
Beihang University, Beijing, China. His current re-
search interests include object detection, adversarial
examples, and clustering analysis, etc.

Authorized licensed use limited to: Nanjing University. Downloaded on November 20,2024 at 12:06:40 UTC from IEEE Xplore.  Restrictions apply. 

https://github.com/open-mmlab/mmaction2
https://github.com/open-mmlab/mmaction2


<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 0
  /ParseDSCComments false
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo false
  /PreserveFlatness true
  /PreserveHalftoneInfo true
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
    /Algerian
    /Arial-Black
    /Arial-BlackItalic
    /Arial-BoldItalicMT
    /Arial-BoldMT
    /Arial-ItalicMT
    /ArialMT
    /ArialNarrow
    /ArialNarrow-Bold
    /ArialNarrow-BoldItalic
    /ArialNarrow-Italic
    /ArialUnicodeMS
    /BaskOldFace
    /Batang
    /Bauhaus93
    /BellMT
    /BellMTBold
    /BellMTItalic
    /BerlinSansFB-Bold
    /BerlinSansFBDemi-Bold
    /BerlinSansFB-Reg
    /BernardMT-Condensed
    /BodoniMTPosterCompressed
    /BookAntiqua
    /BookAntiqua-Bold
    /BookAntiqua-BoldItalic
    /BookAntiqua-Italic
    /BookmanOldStyle
    /BookmanOldStyle-Bold
    /BookmanOldStyle-BoldItalic
    /BookmanOldStyle-Italic
    /BookshelfSymbolSeven
    /BritannicBold
    /Broadway
    /BrushScriptMT
    /CalifornianFB-Bold
    /CalifornianFB-Italic
    /CalifornianFB-Reg
    /Centaur
    /Century
    /CenturyGothic
    /CenturyGothic-Bold
    /CenturyGothic-BoldItalic
    /CenturyGothic-Italic
    /CenturySchoolbook
    /CenturySchoolbook-Bold
    /CenturySchoolbook-BoldItalic
    /CenturySchoolbook-Italic
    /Chiller-Regular
    /ColonnaMT
    /ComicSansMS
    /ComicSansMS-Bold
    /CooperBlack
    /CourierNewPS-BoldItalicMT
    /CourierNewPS-BoldMT
    /CourierNewPS-ItalicMT
    /CourierNewPSMT
    /EstrangeloEdessa
    /FootlightMTLight
    /FreestyleScript-Regular
    /Garamond
    /Garamond-Bold
    /Garamond-Italic
    /Georgia
    /Georgia-Bold
    /Georgia-BoldItalic
    /Georgia-Italic
    /Haettenschweiler
    /HarlowSolid
    /Harrington
    /HighTowerText-Italic
    /HighTowerText-Reg
    /Impact
    /InformalRoman-Regular
    /Jokerman-Regular
    /JuiceITC-Regular
    /KristenITC-Regular
    /KuenstlerScript-Black
    /KuenstlerScript-Medium
    /KuenstlerScript-TwoBold
    /KunstlerScript
    /LatinWide
    /LetterGothicMT
    /LetterGothicMT-Bold
    /LetterGothicMT-BoldOblique
    /LetterGothicMT-Oblique
    /LucidaBright
    /LucidaBright-Demi
    /LucidaBright-DemiItalic
    /LucidaBright-Italic
    /LucidaCalligraphy-Italic
    /LucidaConsole
    /LucidaFax
    /LucidaFax-Demi
    /LucidaFax-DemiItalic
    /LucidaFax-Italic
    /LucidaHandwriting-Italic
    /LucidaSansUnicode
    /Magneto-Bold
    /MaturaMTScriptCapitals
    /MediciScriptLTStd
    /MicrosoftSansSerif
    /Mistral
    /Modern-Regular
    /MonotypeCorsiva
    /MS-Mincho
    /MSReferenceSansSerif
    /MSReferenceSpecialty
    /NiagaraEngraved-Reg
    /NiagaraSolid-Reg
    /NuptialScript
    /OldEnglishTextMT
    /Onyx
    /PalatinoLinotype-Bold
    /PalatinoLinotype-BoldItalic
    /PalatinoLinotype-Italic
    /PalatinoLinotype-Roman
    /Parchment-Regular
    /Playbill
    /PMingLiU
    /PoorRichard-Regular
    /Ravie
    /ShowcardGothic-Reg
    /SimSun
    /SnapITC-Regular
    /Stencil
    /SymbolMT
    /Tahoma
    /Tahoma-Bold
    /TempusSansITC
    /TimesNewRomanMT-ExtraBold
    /TimesNewRomanMTStd
    /TimesNewRomanMTStd-Bold
    /TimesNewRomanMTStd-BoldCond
    /TimesNewRomanMTStd-BoldIt
    /TimesNewRomanMTStd-Cond
    /TimesNewRomanMTStd-CondIt
    /TimesNewRomanMTStd-Italic
    /TimesNewRomanPS-BoldItalicMT
    /TimesNewRomanPS-BoldMT
    /TimesNewRomanPS-ItalicMT
    /TimesNewRomanPSMT
    /Times-Roman
    /Trebuchet-BoldItalic
    /TrebuchetMS
    /TrebuchetMS-Bold
    /TrebuchetMS-Italic
    /Verdana
    /Verdana-Bold
    /Verdana-BoldItalic
    /Verdana-Italic
    /VinerHandITC
    /Vivaldii
    /VladimirScript
    /Webdings
    /Wingdings2
    /Wingdings3
    /Wingdings-Regular
    /ZapfChanceryStd-Demi
    /ZWAdobeF
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages false
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 900
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.00111
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages false
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 1200
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.00083
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages false
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.00063
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create PDFs that match the "Suggested"  settings for PDF Specification 4.0)
  >>
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice


