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ABSTRACT

The video-conditioned policy takes prompt videos of the desired tasks as a condition
and is regarded for its prospective generalizability. Despite its promise, training a
video-conditioned policy is non-trivial due to the need for abundant demonstrations.
In some tasks, the expert rollouts are merely available as videos, and costly and
time-consuming efforts are required to annotate action labels. To address this,
we explore training video-conditioned policy on a mixture of demonstrations and
unlabeled expert videos to reduce reliance on extensive manual annotation. We
introduce the Joint Embedding Predictive Transformer (JEPT) to learn a video-
conditioned policy through sequence modeling. JEPT is designed to jointly learn
visual transition prediction and inverse dynamics. The visual transition is captured
from both demonstrations and expert videos, on the basis of which the inverse
dynamics learned from demonstrations is generalizable to the tasks without action
labels. Experiments on a series of simulated visual control tasks evaluate that
JEPT can effectively leverage the mixture dataset to learn a generalizable policy.
JEPT outperforms baselines in the tasks without action-labeled data and unseen
tasks. We also experimentally reveal the potential of JEPT as a simple visual priors
injection approach to enhance the video-conditioned policy.
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Figure 1: Illustration of the BC and JEPT for visual-conditioned policy learning. Video-conditioned
Behavior Cloning (BC) (right top) directly models the policy from the demonstrations. JEPT (bottom)
decomposes imitation learning into visual transition prediction (solid arrows) and inverse dynamics
learning (dashed arrows). BC is constrained to the action-labeled dataset, whereas JEPT enables
visual transition prediction on unlabeled data and leverages the mixture dataset.

1 INTRODUCTION

Learning generalizable policies through multi-task imitation learning remains a considerable chal-
lenge. A generalizable policy should adapt seamlessly to novel tasks whose demonstrations are
absent from the training dataset. In response to this, the video-conditioned policy (Jiang et al., 2023;

1



054
055
056
057
058
059
060
061
062
063
064
065
066
067
068
069
070
071
072
073
074
075
076
077
078
079
080
081
082
083
084
085
086
087
088
089
090
091
092
093
094
095
096
097
098
099
100
101
102
103
104
105
106
107

Under review as a conference paper at ICLR 2025

Bahl et al., 2023; Shah et al., 2023) has garnered attention for its superior potential to generalize
across tasks. A video-conditioned policy takes a prompt video depicting the task as a condition and
executes the desired task in the dynamics encountered. Utilizing a prompt video as a policy condition
exhibits a better potential for generalization compared to other forms of task specifications, such as
instructions or goals given in language (Brohan et al., 2023; Padalkar & et al., 2023; Jiang et al., 2019;
Yenamandra et al., 2023) or image (Bousmalis et al., 2024; Lee et al., 2020; Du et al., 2024; Nair
et al., 2018) formats. The abundant information conveyed in videos offers sufficient policy guidance
for novel tasks, thus circumventing the misleading caused by language ambiguities or the absence of
process depiction in static images (Jain et al., 2024).

Although comprehensive information in prompt videos imbues video-conditioned policy with flex-
ibility and generalization, learning such a policy is more than trivial. Imitating the tasks depicted
in prompt videos requires models capable of both temporal reasoning to understand the task and
fine-grained control to replicate it. To this end, previous methods (Shah et al., 2023; Jain et al., 2024)
typically conduct behavior cloning on large datasets of paired prompt videos and expert demonstra-
tions. However, procuring expert demonstrations can be prohibitively costly and time-consuming. In
the tasks where expert policies are hard to obtain, we can acquire the videos of the expert rollouts
through human intervention, but these videos are devoid of action labels. Conducting behavior
cloning in this scenario requires additional efforts to annotate the action labels. This raises the
question: Can these expert videos1 be effectively harnessed without additional annotation, thus allevi-
ating the data collection burden? Accordingly, we explore the possibility of training a generalizable
video-conditioned policy on a dataset containing both expert demonstrations and unlabeled expert
videos paired with prompt videos.

Unlike methods that directly imitate expert demonstrations, behavior cloning is infeasible on the
mixture dataset due to the absence of the action labels from the data samples with expert videos.
Intuitively, we decompose the behavior cloning into two synergistic subtasks to fully exploit the
mixture dataset of expert demonstrations and expert videos. Specifically, the process of video-
conditioned imitation can be broken down into visual transition prediction and inverse dynamics
learning. In the visual transition prediction, the model learns how the prompt videos should manifest
in the dynamics of the tasks. In inverse dynamics learning, the model infers the actions required
to realize the visual transition. By combining them, the model can learn to predict plausible future
observations and then convert them into actions, enabling video-conditioned imitation.

This design potentially suits the setting of mixture dataset. On the one hand, visual transition
prediction is more task-specific in visual imitation learning task and can be more sufficiently learned
from both expert videos and demonstrations. On the other hand, although the inverse dynamics is
merely embedded in the demonstrations, it remains universally applicable across tasks. Consequently,
the expert videos could enhance the learning of visual transitions, while the inverse dynamics derived
from the demonstrations could generalize to guide the execution of the tasks without action labels.

In light of these insights, we propose the Joint Embedding Predictive Transformer (JEPT) to encap-
sulate both visual transition and inverse dynamics for video-conditioned policy learning. Building on
the framework of Decision Transformers (Chen et al., 2021; Lee et al., 2022; Furuta et al., 2022), we
employ a video-conditioned Transformer-based architecture to perform sequence modeling, serving
as the policy. As shown in Figure 1, we modify the typical behavior cloning sequence into a two-step
process. First, JEPT predicts the embeddings of the next observations, thus capturing visual transition.
Then, conditioned on these predicted embeddings, JEPT predicts the corresponding actions, thereby
learning inverse dynamics. Additionally, we integrate the Joint Embedding Predictive Architecture
(JEPA) (LeCun, 2022) into the video-conditioned Transformer. Prior works (Assran et al., 2023;
Bardes et al., 2024) have demonstrated that JEPA is an effective visual representation learning ap-
proach, compressing visual inputs into predictive features. By incorporating JEPA, we aim to learn
predictive visual representations of future observations, thereby improving the transfer of inverse
dynamics between action-labeled and unlabeled data.

To evaluate the effectiveness of JEPT, we conduct experiments on Meta-World (Yu et al., 2020a) and
Robosuite (Zhu et al., 2020). In our Meta-World experiments, JEPT outperforms all the baselines
regarding the average success rates of the tasks within the dataset and the unseen tasks. In the

1For simplicity and distinction, we use ‘prompt videos’ referring to videos depicting the desired task and
used as the policy condition, while ‘expert videos’ for the visual observation sequence of the expert rollouts.
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Robosuite experiments, we further validate the effectiveness of JEPT in handling tasks where there
is a larger discrepancy between prompt videos and task dynamics. Additionally, we explore the
potential of JEPT in injecting visual priors via adjusting the inputs of the joint embedding encoder.
Our experiments on Meta-World reveal that the optical flow priors can effectively improve the
performance. These results demonstrate the effectiveness of JEPT in jointly leveraging the mixture
dataset of expert demonstrations and expert videos to train a generalizable video-conditioned policy.

In summary, our contributions are as follows:

• We propose a novel paradigm, JEPT, to learn video-conditioned policies using the dataset
containing a mixture of expert videos and demonstrations.

• We design JEPT as a joint embedding predictive architecture to learn an abstract visual
representation for learning a generalizable video-conditioned policy.

• We explore the JEPT as an approach of visual priors injection and experimentally find that
JEPT can effectively leverage visual prior knowledge and achieve better performance.

2 RELATED WORKS

Video Prompt Policy Learning. As a densely informative data form, video inherently contains
abundant information for task completion when used as a task description. The detailed guidance of
the task completion process in the video makes it possible to learn the policy generalizable to novel
tasks beyond the training dataset. Some works (Finn et al., 2017; Duan et al., 2017; Yu et al., 2018)
employ meta-learning methods to adapt the policy to novel tasks depicted by prompt video, which
requires the similarity between the tasks. More recent works focus on learning policy via behavior
cloning on datasets of paired prompt videos and expert demonstrations. These works take the prompt
videos as a condition input to the policy network and generalize to unseen tasks with corresponding
prompt videos. Various auxiliary mechanisms have been explored to achieve generalizable imitation,
such as inverse dynamics prediction (Dasari & Gupta, 2021), cross-painiting (Chen et al., 2024), skill
decomposition (Shin et al., 2024; 2023), hierarchical policy learning (Jain et al., 2023), text-aligned
representation (Jang et al., 2022), contrastive video encoder (Chane-Sane et al., 2023) and observation-
attentive representation (Jain et al., 2024). Some works (Sivakumar et al., 2022) design object-centric
decomposition for some specific manipulation tasks and achieve generalization within the same
task category. The core of these methods remains direct behavior cloning, necessitating access to
action-labeled demonstration data. Recent works (Jain et al., 2024; Shah et al., 2023; Jiang et al.,
2023) construct large-scale datasets for video-conditioned policy learning, evaluating that large-scale
and well-aligned data can effectively improve the video-conditioned policy learning in terms of
generalization and success rates. However, these works require extensive demonstration annotation
efforts, which is costly and time-consuming. Our work basically follows the video-conditioned policy
learning setting. Still, we explore how the video-conditioned policy can learn effectively when the
dataset is a mixture of expert videos and demonstrations paired with prompt videos.

Learning from Videos. Given the relative accessibility of video data compared to action-labeled
demonstrations, some works explore leveraging unlabeled videos to aid in policy learning. Despite
the absence of action labels, videos contain substantial decision-related knowledge due to their
rich temporal information. A path for learning from videos involves self-supervised representation
learning on videos, including masked autoencoder (Radosavovic et al., 2023; Xiao et al., 2022; Yang
et al., 2024), temporal contrastive learning (Li et al., 2024; Nair et al., 2023), and video prediction (Seo
et al., 2022). These methods aim to learn a compact and informative representation from videos
that aid in policy learning. Other approaches focus on learning reward functions (Escontrela et al.,
2023; Yu et al., 2020b; Bruce et al., 2023) or value functions (Bobrin et al., 2024; Chang et al.,
2022) to expedite online policy learning. Due to the absence of action labels, these methods require
fine-tuning on the downstream tasks for adaptation. Additionally, some research utilizes datasets
combining videos and demonstrations, learning an inverse dynamics model (IDM) (Baker et al., 2022;
Schmeckpeper et al., 2021; Zheng et al., 2023; Zhang et al., 2022; Kim et al., 2023) or a latent inverse
dynamics model (Schmidt & Jiang, 2024; Ye et al., 2022; Edwards et al., 2019) on the action-labeled
data. The learned IDM can be used to annotate the video data, facilitating imitation learning to derive
policies. In these works, the decoupling of inverse dynamics learning and visual imitation may limit
the generalizability of the IDM. In our work, however, the learning of visual transitions and inverse
dynamics is conducted jointly, offering better generalization.
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Figure 2: The architecture of the Joint Embedding Predictive Transformer (JEPT). The model consists
of a joint embedding encoder, a prompt video encoder, and a video-conditioned causal predictor. The
demonstrations and the expert videos are processed as a sequence of tokens, and the causal predictor
predicts the tokens causally. The visual embedding token of the next observation is predicted to learn
a predictive joint embedding. We use t′ := t− k + 1 to denote the start of the context.

Joint Embedding Predictive Architecture. The Joint Embedding Predictive Architecture
(JEPA) (LeCun, 2022) emerges as a promising representation learning framework. JEPA optimizes
a predictive loss on the encoded embeddings to learn an embedding space where the embeddings
are predictable to each other. Unlike the generative architectures, JEPA optimizes the predictive
loss on embeddings rather than raw data, potentially discarding extraneous information to learn
more compact and meaningful representations. In order to train a JEPA, it is a common practice
to construct data pairs to predict and be predicted. JEPA is a versatile framework. Various works
employ different data pair construction methods to enable JEPA to learn embedding spaces tailored
to specific information, enhancing tasks such as image classification (Assran et al., 2023), mask
classification (Kim et al., 2024), video understanding (Bardes et al., 2024), and motion and content
learning (Bardes et al., 2023). Our work integrates JEPA with sequence modeling on trajectories,
providing a novel data pair construction method for JEPA. This extends JEPA to architectures akin to
the Decision Transformers, aiming to learn visual representations that facilitate inverse dynamics
knowledge transfer.

3 METHODOLOGY

In this section, we describe how our Joint Embedding Predictive Transformer (JEPT) works on the
mixture of expert demonstrations and expert videos paired with prompt videos. We first introduce
the problem formulation in Section 3.1. We then elaborate on the components of JEPT, including
a prompt video encoder, a joint embedding encoder, and a video-conditioned causal predictor in
Section 3.2. We further detail the training procedure in Section 3.3.

3.1 PRELIMINARIES

We aim to learn a video-conditioned policy across a set of tasks. The environment is viewed as
a collection of Partially Observable Markov Decision Process variants (POMDPs), with each task
represented by a POMDP variant Mi := (S,A,P,O,Ω,Vi). Here, S,A,P,O,Ω denote the state
space, action space, transition function, observation space, and observation function, respectively,
shared across all tasks. Specifically, Vi comprises a set of prompt videos depicting the task Mi.

Video-Conditioned Policy. During interaction with the environment, the agent receives a prompt
video V ∈ Vi illustrating the desired task at the start of each rollout. At each timestep t, the agent
obtains a visual observation ot ∈ O, derived from the current state st ∈ S via the observation
function Ω: S → O. Upon executing an action at ∈ A, the environment transitions to the subsequent
state st+1 according to the transition function P : S × A × S → [0, 1]. A video-conditioned
policy generates actions based on the visual observation context and the prompt video. Formally, a
video-conditioned policy is denoted as π

(
at|o[t−k+1:t], V

)
, where o[t−k+1:t] represents the visual

observation context over the last k timesteps.
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Mixture Dataset. We consider training the video-conditioned policy on a mixture dataset. Ideally,
we collect three types of data for imitation learning: (1) the prompt video V := (v1, v2, . . . , vN )
specifying the task with N frames, (2) the expert video O := (o0, o1, . . . , oT ), the visual observation
sequence recorded alongside a T -step expert rollout of the task, and (3) the corresponding action
sequence A := (a0, a1, . . . , aT−1) executed during the same rollout. In the tasks where expert
demonstrations are available, we assume access to the dataset Ddemo, and each data sample ddemo ∈
Ddemo is in the form:

d
(i)
demo = ((v1, v2, . . . , vN ) , (o0, a0, o1, a1, . . . , oT ) ∼ π⋆

i ) . (1)

Here, π⋆ represents the expert policies, ∼ denotes the rollout process, and i indexes the dataset
sample. Conversely, in the tasks where merely videos of expert rollouts are available, we denote this
dataset as Dvid, and each data sample dvid ∈ Dvid is in the form:

d
(i)
vid = ((v1, v2, . . . , vN ) , (o0, o1, . . . , oT ) ∼ π⋆

i ) . (2)

Each data sample in Ddemo consists of a prompt video V and a paired expert demonstration (O,A),
while each data sample in Dvid consists of a prompt video V and a paired expert video O. In summary,
our objective is to train the video-conditioned policy π

(
at|o[t−k+1:t], V

)
on a dataset mixed of these

two kinds of data, denoted as Ddemo ∪ Dvid.

3.2 MODEL ARCHITECTURE

Our JEPT employs a Transformer-based architecture to perform sequence modeling on the data,
following the supervised learning paradigm of the Generalized Decision Transformers (Furuta et al.,
2022). In this context, demonstrations are treated as sequences of observation and action tokens,
where the sequence modeling serves as a video-conditioned policy via predicting the corresponding
action tokens. To perform the sequence modeling, JEPT comprises two kinds of modules: (1) visual
encoders that process the high-dimensional visual input and (2) a causal predictor aggregating the
visual representations to causally predict tokens in the sequence. The comprehensive architecture of
JEPT is illustrated in Figure 2, and we elucidate each component in detail below.

3.2.1 VISUAL ENCODERS

Joint Embedding Encoder. A Joint Embedding Encoder is employed to learn the visual representa-
tion for each observation. In our design, the Joint Embedding Encoder captures information from
both single-timestep and contextual levels. Structurally, the Joint Embedding Encoder comprises a
spatial encoder for single-timestep encoding and a bi-directional temporal encoder for contextual
encoding. Formally, the Joint Embedding Encoder Ψobs takes as input a visual observation context
and outputs the visual representations:

(ht−k+1, . . . , ht−1, ht) = Ψobs (ot−k+1, . . . , ot−1, ot) . (3)

Each representation ht consists of Nobs tokens. The visual embeddings of the next observation is
predicted by the causal predictor and thus a joint embedding will be learned. Via learning joint
embeddings predictive of the previous observation tokens, the encoder can compress the high-
dimensional visual space into a low-dimensional space and discard extraneous information for
effective and generalizable policy learning.

Prompt Video Encoder. A Prompt Video Encoder encodes a prompt video into an embedding
that serves as a reference for the policy. To specify the desired task, the embedding of the prompt
video is used for an implicit understanding of task execution. Specifically, the Prompt Video
Encoder comprises a per-frame encoder and a Perceiver Resampler (Jaegle et al., 2022). The
Perceiver Resampler aggregates frame embeddings from the per-frame encoder to produce an overall
embedding Eprt of the prompt video. Each representation Eprt consists of Nprt tokens. Eprt abstracts
task-relevant attributes from videos and serves as the policy condition. Formally, the Prompt Video
Encoder outputs as:

Eprt = Ψprt (v1, v2, . . . , vN ) . (4)

3.2.2 CAUSAL PREDICTOR

Connecting to the visual encoders, a video-conditioned Causal Predictor integrates the visual repre-
sentations of prompt videos and observations to conduct sequence modeling on the mixture dataset.

5
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To effectively leverage the mixture dataset, the predictor is designed to conduct two subtasks of
behavior cloning, visual transition prediction and inverse dynamics learning. The visual transition
delineates how observations should evolve to accomplish tasks depicted by the prompt videos. For-
mally, visual transition prediction approximates the distribution P (ot+1|o≤t, V ), which is embedded
in both Ddemo and Dvid. Through visual transition prediction, the model learns to align the visual
observation sequence with the prompt videos. Inverse dynamics learning approximates the distri-
bution P (at|ot, ot+1), reflecting the actions required to realize a given visual transition. Although
the action labels are only available in Ddemo, P (at|ot, ot+1) is shared across tasks due to the shared
transition function P . Given the challenge of predicting in the raw visual observation space, we re-
place ot+1 with the joint embedding of the next observation ht+1 in seek of a compressed embedding
space conducive to knowledge transfer. Accordingly, the causal predictor is tasked with capturing
P (ht+1|o≤t, V ) and P (at|ot, ht+1).

The input and output sequences of the causal predictor are designed to concurrently capture the
visual transition P (ht+1|o≤t, V ) and the inverse dynamics P (at|ot, ht+1). As shown in Figure 2,
with the video representation Eprt as the prompt, the causal predictor takes the trajectory sequence
(ot−k+1, ht−k+2, . . . , ot, ht+1) as input to causally predict (ĥt−k+2, ât−k+1, . . . , ĥt+1, ât) respec-
tively. Structurally, the predictor comprises a causal Transformer encoder Ψpred and two prediction
heads, Γobs and Γact. Respectively, Γobs predicts the joint embedding of the next observation ht+1

from the hidden states of observation tokens ot, and Γact predicts the action tokens at from the hidden
states of ht+1. Formally, the predictor encodes the input sequence:

Z = Ψpred (Eprt, ot−k+1, ht−k+2, . . . , ot, ht+1) (5)

and predicts the tokens:

ĥt+1 = Γobs

(
Z

(o)
t

)
, ât = Γact

(
Z

(h)
t+1

)
. (6)

Here, Z [·]
t denotes the hidden states of the corresponding tokens in Z, while ĥt+1 and ât represent

the predicted tokens.

In this predictive form, the causal predictor alternatively models P (ht+1|Eprt, h≤t, o≤t) to capture
the visual transition and P (at|Eprt, o≤t, h≤t+1) to capture the inverse dynamics. During inference,
the predictor iteratively feeds the predicted joint embedding tokens back into the input sequence to
predict tokens. By combining the two types of token prediction together, the causal predictor indeed
works as a planning-based policy, which predicts the desired next observations first and then converts
the plan into actions.

3.3 TRAINING PROCEDURE

With the designed sequence modeling form, JEPT can simultaneously capture visual transition and
inverse dynamics. In this subsection, we describe how JEPT is optimized on the mixture dataset
Ddemo ∪ Dvid. Specifically, two predictive losses, the visual transition loss and the inverse dynamics
loss, are optimized to predict the joint embedding tokens and the action tokens, respectively.

Visual Transition Loss. For the joint embedding prediction, we compute the average L2 distance
between the predicted joint embedding and the encoded joint embedding as the visual transition loss
Lobs to approximate the visual transition P (ht+1|Eprt, h≤t, o≤t). For both Ddemo and Dvid, the joint
embedding of the next observations is available. The visual transition loss Lobs is defined as:

Lobs = E(V,O)∼Ddemo∪Dvid

[
1

k

t∑
i=t−k+1

∥∥∥hi+1 − ĥi+1

∥∥∥
2

]
. (7)

Inverse Dynamics Loss. For the action prediction, we compute the average Cross-Entropy between
the predicted actions and the discrete ground-truth actions as the inverse dynamics loss Lact to
approximate the inverse dynamics P (at|Eprt, o≤t, h≤t+1). The ground-truth action label is merely
available in Ddemo. The inverse dynamics loss Lact is defined as:

Lact = E(V,O,A)∼Ddemo

[
1

k

t∑
i=t−k+1

ai log âi

]
. (8)
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Via optimizing Lobs, JEPT learns to generate the visual transitions aligned with the prompt videos.
By optimizing Lact, JEPT learns to convert the visual transitions into actions. Formally, all the
components of JEPT are trained with the loss Ltotal:

Ltotal = Lobs + 1d∈Ddemo · c · Lact, (9)
where c is a hyperparameter balancing the two losses, and 1d∈Ddemo is an indicator function that
equals 1 when the data sample d is from Ddemo and 0 otherwise. Considering that JEPT predicts the
encoded joint embeddings instead of the raw visual observations, we adopt an alternative training
procedure to separately optimize the Joint Embedding Encoder and other components in case of
potential model collapse. Additionally, an exponential moving average (EMA) of the joint embedding
is used when the Joint Embedding Encoder is a fixed target network to stabilize the training, which is
widely adapted in the previous JEPAs (Assran et al., 2023; Bardes et al., 2024). The overall process
is shown in Algorithm 1 in Appendix A.1.

4 EXPERIEMNTAL RESULTS

In this section, we evaluate the effectiveness of our proposed JEPT on the mixture dataset, where the
model learns from action-labeled expert demonstrations and unlabeled expert videos. We evaluate
JEPT and baselines on two simulated benchmarks, Meta-World (Yu et al., 2020a) and RoboSuite (Zhu
et al., 2020). Both benchmarks provide a variety of robotic manipulation tasks and are widely used
for evaluating visual control tasks. Via the experiments, we aim to figure out: (1) whether JEPT
effectively leverages the additional Dvid to improve the performance on unlabeled tasks, (2) whether
the learned policy can generalize to unseen tasks, and (3) whether the joint embedding predictive
mechanism in JEPT is essential for knowledge transfer.

4.1 EXPERIMENT SETUP

We first introduce the experimental setup, including the environments, dataset, metrics, and baselines
used in our experiments. More details are available in Appendix B.

Environments. We replace the language task descriptions in the environments with prompt videos
recorded in the environments as task specifications. In our Meta-World experiments, a Sawyer
robot arm interacts with various objects. The prompt videos are recorded with the same robot arm
performing identical manipulations, which means there is no visual gap between the prompt videos
and the expert videos. In our Robosuite experiments, a Panda robot arm interacts with objects. The
prompt videos are recorded by performing the same manipulation with various robot arms, including
Panda, Sawyer, IIWA, and UR5e, introducing a visual gap between the prompt videos and the expert
videos.

Dataset. We select 18 tasks for the Meta-World task set and 15 tasks for the Robosuite task set.
In order to construct the mixture dataset Ddemo ∪ Dvid and evaluate on the unseen tasks, we split
each task set into three subsets: (1) Tdemo: the tasks with the prompt videos and the paired expert
demonstrations, (2) Tvid: the tasks with the prompt videos and the paired expert videos, and (3)
Tunseen: the tasks with merely the prompt videos. For each task, we construct an expert policy in the
vector state space and collect demonstrations or videos by running this expert policy in the rendered
environments. Ddemo is collected from the tasks in Tdemo, while Dvid is collected from the tasks in
Tvid. We also collect prompt videos for the tasks from Tunseen, which are not included in the mixture
dataset.

Metrics. We evaluate the model performance in terms of success rate, which is the percentage of
successful episodes within 50 trials with different random seeds. The success rates of the tasks from
Tdemo, Tvid and Tunseen reflect the model’s ability of behavior cloning, learning from videos, and
one-shot imitation learning, respectively. We also calculate the average success rates of seen and
unseen tasks to evaluate the overall performance.

Baselines. The baselines chosen for comparison with JEPT in our setting are as follows:

• Vid2Robot (Jain et al., 2024): conducts behavior cloning and auxiliary representation learning
on a large dataset where all the data is action-labeled. We train two variants of Vid2Robot:
Vid2Robot-D refers to Vid2Robot trained merely on Ddemo, while Vid2Robot-M refers to
Vid2Robot trained on Ddemo ∪ Dvid with behavior cloning loss masked from Dvid.

7



378
379
380
381
382
383
384
385
386
387
388
389
390
391
392
393
394
395
396
397
398
399
400
401
402
403
404
405
406
407
408
409
410
411
412
413
414
415
416
417
418
419
420
421
422
423
424
425
426
427
428
429
430
431

Under review as a conference paper at ICLR 2025

Table 1: Success Rates (%) of JEPT and the baselines calculated from 50 trials for each task in
Meta-World. The average success rate of the tasks in Tdemo and Tvid are listed in the first two rows,
while the individual success rate of the 4 tasks in Tunseen are listed in the following rows. The average
success rates of the seen and unseen tasks are listed in the last two row.

Task Vid2Robot-D Vid2Robot-M BC+IDM JEPT+MWM DT⋆ JEPT
T demo 51.8 46.3 49.5 44.5 61.3 51.3
T vid 4.7 28.7 8.3 21.3 13.0 31.7
Handle Press 10.0 22.0 8.0 18.0 6.0 28.0
Lever Pull 0.0 4.0 0.0 4.0 0.0 10.0
Plate Slide Back 4.0 8.0 0.0 2.0 0.0 14.0
Faucet Open 4.0 14.0 4.0 14.0 0.0 22.0
Seen Average 28.2 37.5 28.9 32.9 37.1 41.5
Unseen Average 4.5 12.0 3.0 9.5 1.5 18.5

Table 2: Success Rates (%) of the ablations calculated from 50 trials for each task in Meta-World.
We train JEPT on a dataset with various task numbers for Dvid collection. The average success rate of
the tasks in Tdemo is listed in the first row, while the individual success rate of the 4 tasks in Tunseen are
listed in the following rows. The average success rate of the unseen tasks is calculated in the last row.

Task None 2 Tasks 4 Tasks 6 Tasks (JEPT)
T demo 59.5 49.8 47.0 51.3
Handle Press 6.0 4.0 16.0 28.0
Lever Pull 0.0 0.0 4.0 10.0
Plate Slide Back 0.0 0.0 10.0 14.0
Faucet Open 0.0 2.0 20.0 22.0
Unseen Average 1.5 1.5 12.5 18.5

• BC+IDM: Zheng et al. (2023); Kim et al. (2023) proposed a paradigm leveraging the mixture
dataset for visual imitation learning. These methods separately learn an inverse dynamics model
for action annotation and conduct behavior cloning on the mixture dataset. We accommodate
these methods to video-conditioned imitation learning.

• DT⋆: We remove the joint embedding predictive mechanism from JEPT, which indeed conducts
behavior cloning with a DT variant on Ddemo.

• JEPT+MWM (Seo et al., 2023): We replace the joint embedding in JEPT with the representation
learned with MWM as a baseline. MWM provides a practical representation learning method
for visual control tasks. Unlike the joint embedding in JEPT, MWM learns a generative Masked
Auto-Encoder (MAE).

4.2 META-WORLD EXPERIMENTS

In the Meta-World experiments, we divide the 18 tasks into three subsets: Tdemo, Tvid and Tunseen,
respectively containing 8, 6 and 4 tasks.

Comparisons with Baselines. The task success rates of JEPT and the baselines are presented
in Table 1, where JEPT surpasses all baselines in terms of average success rates. Regarding the
success rates of tasks from Tdemo, JEPT performs slightly worse than DT⋆, similar to the gap between
Vid2Robot-M and Vid2Robot-D. This may be a side-effect of the more tasks integrated into the policy,
leading to a decrease in the performance of individual tasks. Notably, JEPT exhibits a significant
advantage in tasks from both Tvid and Tunseen, indicating that JEPT effectively leverages the additional
Dvid to learn a more generalizable policy. Compared to Vid2Robot-M, the sequence modeling
design in JEPT, extracting visual transition and inverse dynamics, might suit the mixture dataset
more. Although BC+IDM also captures the inverse dynamics, JEPT integrates transition-aware
representation learning with inverse dynamics learning on the mixture dataset instead of an IDM
learned merely on Ddemo, which may capture more generalizable inverse dynamics knowledge and
accounts for the better performance of JEPT. Additionally, the outperformance of JEPT over DT⋆

and JEPT+MWM indicates that the predictive joint embedding in JEPT is more suitable for learning
on mixture datasets than non-specialized or alternative embedding mechanisms.
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Embeddings from Vid2Robot-M Embeddings from MWM Embeddings from JEPT

Door Close Drawer Close Faucet Open

Figure 3: Visualization of the observation embeddings learned in JEPT (right), MWM (mid), and
Vid2Robot-M (left). The observation embeddings are calculated in a rollout video from ‘Door
Close’ in Tdemo, ‘Drawer Close’ in Tvid, and ‘Facet Open’ in Tunseen. We apply t-SNE on one whole
embedding set and split the projected vectors according to the algorithms into three sub-figures.

Table 3: Success Rates (%) of JEPT and the baselines calculated from 50 trials for each task in
Robosuite. The average success rate of the tasks in Tdemo and Tvid are listed in the first two rows,
while the individual success rate of the 4 tasks in Tunseen are listed in the following rows. ‘X T’ refers
to the task where Panda robot arm performs the task T with the prompt video recorded with X robot
arm. The average success rates of the seen and unseen tasks are listed in the last two rows.

Task Vid2Robot-D Vid2Robot-M BC+IDM JEPT+MWM DT⋆ JEPT
T demo 26.8 20.7 26.7 24.3 36.3 27.2
T vid 4.0 11.6 8.4 10.8 2.0 12.8
Panda Lift 4.0 16.0 6.0 22.0 8.0 38.0
Sawyer Lift 0.0 2.0 0.0 6.0 0.0 16.0
IIWA Lift 0.0 4.0 0.0 2.0 0.0 12.0
UR5e Lift 0.0 0.0 0.0 0.0 0.0 8.0
Seen Average 15.5 16.1 17.5 17.6 19.2 20.1
Unseen Average 1.0 5.5 1.5 7.5 2.0 18.5

Ablation Study. We conduct an ablation study to investigate the impact of the size of Dvid. As is
listed in Table 2, we train JEPT on datasets where 0, 2, 4 and 6 tasks are covered in Dvid. The success
rates of tasks increases as the size of Tvid grows. The results indicates that the additional video
data is benificial and JEPT can effectively leverage the data in Dvid to learn a more generalizable
video-conditioned policy. Additionally, when the Dvid grows from 0 tasks to 6 tasks, the performance
degradation on the seen tasks might result from a higher integration of the policy, which stands with
our observation in Table 1.

Visualizations. We also visualize the visual embeddings learned in JEPT, MWM, and Vid2Robot-M.
Specifically, we select one task from each of Tdemo, Tvid, and Tunseen and calculate the observation
embeddings of a rollout video from each task. We apply t-SNE to the whole set containing the
observation embeddings of the three videos from JEPT, MWM, and Vid2Robot to project them into
a shared 2D space. As shown in Figure 3, the observation embeddings from Vid2Robot-M and
MWM demonstrate severe out-of-distribution phenomena among the action-labeled, unlabeled, and
unseen tasks. The embeddings from JEPT exhibit greater similarity in the distribution, potentially
contributing to its superior generalization.

4.3 ROBOSUITE EXPERIMENTS

We also conduct experiments on the Robosuite tasks, which offers a variety of robotic arms for
manipulation tasks. Thus we evaluate the performance of JEPT in the case where there is a visual
gap between prompt videos and expert videos. We split the 15 tasks into three subsets: Tdemo, Tvid,
and Tunseen, containing 6, 5, and 4 tasks, respectively. The results of these experiments are shown in
Table 3. Although the success rates in these tasks are somewhat lower than those in the Meta-World
experiments due to the increased difficulty, JEPT still outperforms the baselines across all tasks.
Similarly to the Meta-world results, the success rate of JEPT in Tdemo is lower than that of DT⋆,
possibly due to the integration of more tasks into a single policy. However, JEPT still exceeds all
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Table 4: Success Rates (%) of JEPT injected with different visual priors calculated from 50 trials for
each task in Meta-World tasks. The average success rate of the tasks in Tdemo and Tvid are listed in the
first two rows, while the individual success rate of the 4 tasks in Tunseen are listed in the following
rows. The average success rate of the seen and unseen tasks are calculated in the last two row.

Task JEPT+FlowFormer JEPT+VideoMAE-v2 JEPT+Dino-v2 JEPT+SAM
T demo 59.8 33.3 38.5 41.3
T vid 35.3 11.7 9.3 19.0
Handle Press 36.0 8.0 8.0 16.0
Lever Pull 10.0 2.0 2.0 4.0
Plate Slide Back 6.0 0.0 0.0 2.0
Faucet Open 26.0 4.0 4.0 10.0

Seen Average 47.5 22.5 23.9 30.1
Unseen Average 19.5 3.5 3.5 8.0

the baselines in Tvid and Tunseen, indicating that JEPT can effectively leverage Dvid to learn more
generalizable policies despite visual gaps.

4.4 VISUAL PRIOR INJECTION

Considering that visual priors learned from external datasets may enhance the generalization of the
model due to their universality, we additionally explore the possibility of injecting such priors from
the pre-trained models into JEPT. A directly injection approach is adopted in our practice. We simply
replace the output of the single-timestep spatial encoder in the Joint Embedding Encoder with the
output from the visual encoders of some pre-trained visual models. Specifically, we experiment
on Meta-World with FlowFormer (Huang et al., 2022), VideoMAE-v2 (Wang et al., 2023), Dino-
v2 (Oquab et al., 2024), and SAM (Kirillov et al., 2023), representing visual priors related to optical
flow, video reconstruction, depth estimation, and visual segmentation, respectively. As shown
in Table 4, JEPT+FlowFormer outperforms other visual priors and surpasses the original JEPT.
This indicates that the optical flow priors are beneficial for visual control tasks and can generalize
across tasks. Meanwhile, JEPT can effectively incorporate the optical flow priors to enhance model
performance. The poor performance of other visual priors may result from the inherent unsuitability
of these priors for visual control tasks or the inadequacy of the injection approach, requiring further
exploration in future work.

5 CONCLUSION

In this paper, we propose the Joint Embedding Predictive Transformer (JEPT), a novel approach for
video-conditioned policy learning. JEPT is designed to learn from a mixture of expert demonstrations
and expert videos paired with prompt videos, aiming to reduce the burden of action label annotation.
To suit the mixture dataset, we decompose the video-conditioned policy learning into two subtasks:
visual transition prediction and inverse dynamics learning. By jointly learning the two subtasks in the
sequence modeling, JEPT works as a planning-based policy. We implement JEPT as an extension of
the joint embedding predictive architecture to learn an abstract representation of visual observation,
which aids in generalizing video-conditioned policy. Experimentally, we evaluate the effectiveness of
JEPT on a series of visual control tasks. Additionally, we explore the JEPT as a simple visual priors
injection approach and find it valid in injecting optical flow knowledge.

Limitations. A series of experimental results of JEPT indicate that joint learning visual transition
and inverse dynamics allow it to effectively leverage the mixture dataset and derive a generalizable
policy. Despite this, we have also identified some limitations. Since our work focuses on solving
problems within datasets containing expert videos, our method does not include additional designs
for the potential visual gap between the prompt videos and task dynamics. We have validated the
effectiveness of JEPT in addressing a certain level of visual gap in Robosuite environments, but more
design and validation are needed to apply JEPT to one-shot visual imitation with more discrepancy
prompt videos such as human videos. In this regard, our attempt at injecting visual priors could be
one beneficial approach.
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