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ABSTRACT

Strategic foresight has been identified as a key tool to enhance policymaking and
guide decision-making related to environmental protection. Artificial intelligence
(AI) has been scarcely applied to this domain. We present a novel approach to pre-
dict causal relationships between entities leveraging graph neural networks (GNN)
for link prediction. We test our approach on a real-world dataset, achieving a pre-
cision of 0.4905 when predicting causal relationships over 2000 pairs of entities
corresponding to events reported between 2022 and 2023.

1 INTRODUCTION

Background Strategic Foresight offers a systematic method for collecting information on poten-
tial future scenarios to prepare for change effectively. It delivers expert perspectives on evolving
trends and emerging challenges that can be factored into strategic planning and policy development.
Strategic foresight is essential for policymaking; especially in the context of a VUCA (Volatile,
Uncertain, Complex, and Ambiguous) world order and TUNA (Turbulence, Unpredictability, Un-
certainty, Novelty, and Ambiguity) conditions Wilkinson| (2017); Kaivo-oja & Lauraeus|(2018).

Motivation A study conducted in the USA identified scenario planning as one of the most fre-
quently used strategic foresight techniques (Greenblott et al.l [2019). Moreover, strategic foresight
has been recognized as a key tool to guide environmental decision-making and achieve conservation
objectives (Cook et al., 2014; Ednie et al., [2023)). While artificial intelligence (Al) has been identi-
fied as a key technology that could enhance strategic foresight capabilities, research invested in this
domain has been scarce (Reez, |2020).

State of the Art and research gap Research applying artificial intelligence to strategic foresight
has mostly focused on automating repetitive and time-consuming tasks. [Parrish et al| (2019) and
Brandtner & Mates|(2021) leveraged Al to automate information scanning and data analysis. (Geurts
et al.[(2022) used text mining to perform topic modeling to analyze trends and identify weak signals,
which domain experts consider to identify plausible futures and their impact. Recently, researchers
have explored the use of LLMs for causal reasoning, but their findings are contradictory: while some
researchers embrace them, others suggest LLMs are not causal (Kiciman et al.,2023; [ZeceviC et al.,
2023). Nevertheless, little research has been devoted to modeling causal relationships in the context
of strategic foresight and predicting possible future scenarios grounded on facts using graph-based
approaches. LLMs could be used to create scenarios grounded on fact-based causal predictions.

Key insights This paper introduces a novel approach to Al-assisted strategic foresight. We lever-
age LLMs to analyze media events and extract causal relationships reported in media news. We map
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strings to concepts, build a causality graph, and train a GNN for link prediction. By building the
causality graph for some period of interest, we can predict causal relationships for new and future
events.

2 EXPERIMENTAL SETUP

Relevant period For our research, we extracted media events (cluster of media news reporting
about the same event occurring in the real world) reported by EventRegistry [Leban et al.| (2014)),
querying media events related to the “Price of Oil” concept. Based on geopolitical events high-
lighted by the U.S. Energy Information Administration [1_-] and the Russo-Ukrainian War, we consid-
ered media events that took place in the first quarter of 2015, 2020, 2022, and 2023. A total of 5486
media events were extracted.

Causal relationships extraction ChatGPT 3.5 was prompted to extract entities and their causal
relationships as reported in media news events. When extracting the causal relationship, we disre-
garded the causal relationship type to (i) increase the critical mass of edges modeled in the causality
graph and (ii) ease later forecasting. We envision a system with a domain expert in the loop where
this person would easily identify the causal relationship type. The strings identifying entities were
processed, removing non-alphanumeric characters and converting them to lowercase. The dates
of the media news reporting the causal relationship were kept to understand how the causal graph
evolved. Matching was performed to turn strings into concepts, leaving a causality graph with a mix-
ture of strings and Wikidata entities (Vrandecic, [2012). Further details on matching are provided in
Appendix [B] As alternatives, matching against other broad domain knowledge graphs (DBpedia and
KBPedia) was tried. However, the best results were obtained with Wikidata. We weighted the edges
(causal relationships) based on how frequently they were reported in the media news events, pro-
viding an empirical estimate of the probability of occurrence. If a causal relationship was reported
multiple times within the same media event, we counted it only once.

Learning causal relationships We trained a GraphSAGE model (Hamilton et al., [2017)) to learn
causal relationships between entities, which leverages node information to generalize to unseen
data. Following a similar rationale to|Daza et al.|(2021)), nodes were characterized with the average
word2vec embedding (Church, 2017)) for the words describing a particular entity. Doing so helps
keep the embeddings for entities with similar semantic meanings close in the embedded space. The
GNN was trained on 10% of the causal relationships (about 2000 pairs of entities) extracted from
2015 and 2020. The model’s predictive power was tested on causal relationships in the first quarter
of 2022 and 2023.

Experimental scenarios We were interested in two experimental scenarios: (i) given a random
pair of entities, how accurately can the GNN model predict a causal relationship between them? and
(i) given a stream of events, is the GNN model able to predict a chain of causal relationships?

For the first experiment, we predicted causal relationships on about 2000 pairs of entities from the
first quarters of 2022 and 2023. For the second experiment, we randomly sampled an entity for
the first month (January 2022) and streamed the rest of the months, one month at a time. The link
prediction model was applied from the original randomly sampled entities to all newly added ones.
To select the final node, we started with the link prediction ranking. We removed all predictions
with a probability of causal relationship below 0.5 and then kept ten top candidates at most. Among
these, we sampled randomly with a probability proportional to the score. The same procedure was
applied until the pool of six test months was exhausted.

3 RESULTS, CONCLUSION, AND FUTURE WORK

Results and analysis Our experiment results show that our setup with GraphSAGE accurately
predicted causal relationships: we observed a precision of 0.4905 when predicting over 2000 pairs
of entities from the test set. Regarding the causality chains, we observed that most were partially

'The geopolitical events were highlighted in the following report, last accessed on August 25" 2023:
https://www.elia.gov/finance/markets/crudeoil/spot_prices.php,
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accurate, and few provided deep insights. However, generating causality chains remains a challenge.
Some examples we observed: (i) environmental opposition — OPEC — agreement — futures —
EV sector; (i1) OPEC — stock market index — currency — fuel pricing — Russo-Ukrainian war —
energy industry; and (iii) armed conflict - OPEC — fossil fuel — currency — fuel pricing.

The results validate our research direction toward creating a fully Al-driven strategic foresight tool.
Future work will focus on enhancing the causal graph quality, generating better causality chains,
and ranking them based on multiple criteria. LLMs may be used to turn causality chains into fully-
fledged scenarios.
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A APPENDIX: DETAILS ON CHATGPT PROMPTING

We used the following prompting instructions to retrieve causal relationships from news samples:

Given the title and summary of a text, extract the causal relationships. Each causal rela-
tionship consists of cause and effect.

Cause contains an entity which is an item, individual or company that an event happened
to. Event is an action, development, happening or state of the entity that is causing the
relationship. Locations are a list of locations where the event in the cause took place.

Effect contains an entity which is an item, individual or company who undertook changes
because of the event in the cause. Event is an action, development, happening or state of
the entity that was affected because of the cause. Locations are a list of locations where
the event of the affected entity took place.

Output should be in a json format.

We trained ChatGPT on a media news example, providing also the expected output. Both, the media
news example and expected output, have been provided in the supplementary materials. Further-
more, in the supplementary material we also included a sample of nearly 2000 media news events
that we used to extract causalities.

B APPENDIX: MATCHING STRINGS TO CONCEPTS

A series of preprocessing steps were undertaken to establish successful associations between strings
and semantic concepts. Initially, non-letter symbols and stopwords were eliminated, followed by
the stemming of individual words. A match was deemed valid if at least one identical string was
identified in the original string and the entity of interest. It’s important to note that not all semantic
concepts identified by the Wikifier were considered. Specifically, criteria included: (a) a require-
ment for concepts to possess a PageRank higher than 0.0001; (b) for location data, only concepts
categorized as “place” were included; and (c) when replacing the original entity with the associated
semantic concept, preference was given to the concept with the highest cosine similarity with the
corresponding Wikipedia page of the article. We created a dictionary with nearly 250 entries to
further cleanse the entities, proposing new semantic terms for frequently observed strings. Such a
dictionary will be later structured into a custom ontology. While the current causality graph does
not include rich data about the entities, we expect to enrich it by later integrating it with knowledge
graphs.

C APPENDIX: IMPLEMENTATION DETAILS

To create the Graph Neural Network models, we used the STELLAR Graph library, and trained a
GraphSAGE model for link prediction, considering two layers with 32 hidden feature dimensions,
with a bias vector learned on each layer and considering a dropout of 0.3. Furthermore, a ReLU
output activation function was used, and the model was trained with an Adam optimizer with a
learning rate of 0.001 and a cross-entropy loss. The model achieved a precision of 0.4905, recall of
0.6875, and F1 equal to 0.5725.
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