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Abstract
Evidence-enhanced detectors present remark-001
able abilities in identifying malicious social002
text. However, the rise of large language mod-003
els (LLMs) brings potential risks of evidence004
pollution to confuse detectors. This paper ex-005
plores potential manipulation scenarios includ-006
ing basic pollution, and rephrasing or generat-007
ing evidence by LLMs. To mitigate the neg-008
ative impact, we propose three defense strate-009
gies from the data and model sides, including010
machine-generated text detection, a mixture011
of experts, and parameter updating. Extensive012
experiments on four malicious social text de-013
tection tasks with ten datasets illustrate that014
evidence pollution significantly compromises015
detectors, where the generating strategy causes016
up to a 14.4% performance drop. Meanwhile,017
the defense strategies could mitigate evidence018
pollution, but they faced limitations for practi-019
cal employment. Further analysis illustrates020
that polluted evidence (i) is of high quality,021
evaluated by metrics and humans; (ii) would022
compromise the model calibration, increasing023
expected calibration error up to 21.6%; and (iii)024
could be integrated to amplify the negative im-025
pact, especially for encoder-based LMs, where026
the accuracy drops by 21.8%.027

1 Introduction028

Malicious social text detection involves identifying029

harmful content in posts and comments on social030

platforms (Arora et al., 2023) and in news articles031

on online public media (Shu et al., 2017). This task032

primarily includes detecting hate speech (Tonneau033

et al., 2024; Zhang et al., 2024), identifying rumor034

(Hu et al., 2023; Liu et al., 2024b), and recogniz-035

ing sarcasm (Tian et al., 2023; Lin et al., 2024),036

etc. Despite the early success of detectors focused037

on text content (Hartl and Kruschwitz, 2022), ma-038

licious content publishers have started disguising039

content to evade detection (Huertas-García et al.,040

2023). Recent advances have brought us large lan-041

guage models (LLMs) that also come with risks042
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Figure 1: An overview of the Evidence Pollution, which
illustrates the potential risk posed by LLMs. Malicious
actors would manipulate the evidence by LLMs to con-
fuse evidence-enhanced malicious social text detectors.

and biases (Shaikh et al., 2023), potentially gener- 043

ating malicious content that is difficult to identify 044

(Uchendu et al., 2023; Chen and Shu, 2024). 045

Besides directly analyzing content, most existing 046

works use additional information, referred to as 047

Evidence (Grover et al., 2022), to find richer signals 048

and enhance performance. This evidence includes 049

external knowledge (Sheng et al., 2022), related 050

comments (Shu et al., 2019), metadata information 051

(Guo et al., 2023), etc. Many studies (Popat et al., 052

2018; He et al., 2023a; Yuan et al., 2023; Chen 053

et al., 2024a) prove that Evidence can be combined 054

with the source content to improve performance. 055

However, research on identifying malicious con- 056

tent has always been an arms race. Malicious ac- 057

tors, such as fake news publishers, would manipu- 058

late the related evidence to interfere with detectors. 059

They could delete related evidence (Jung et al., 060

2020) or employ social bots (Heidari et al., 2021) 061

to dilute evidence. To make matters worse, LLM 062

misuse could exacerbate the evidence manipulation 063

(Pan et al., 2023), leading to serious societal harm. 064

This paper investigates the manipulation of evi- 065

dence by LLMs as Figure 1 shows, referred to as 066

Evidence Pollution, to provide a basis for avoiding 067
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LLM misuse. We aim to address research ques-068

tions as: (i) To what extent can LLMs be utilized069

to manipulate the evidence in a credible-sounding070

way to confuse evidence-enhanced detectors? and071

(ii) What mitigation strategies can be utilized to ad-072

dress the intentional evidence pollution by LLMs?073

Thus, we systematically investigate the impact074

of evidence pollution on state-of-the-art evidence-075

enhanced models. Since comments are a rich076

source of evidence that is more easily accessible077

and uniformly available on social media platforms078

(Grover et al., 2022), we do not distinguish between079

evidence and comments. We first design three types080

of evidence pollution methods (§2): (i) basic evi-081

dence pollution that manipulate evidence without082

LLMs; (ii) rephrase evidence that prompts LLMs083

to rewrite existing evidence; and (iii) generated084

evidence that directly prompts LLMs to generate085

fictional evidence, with a total of thirteen methods.086

We also explore three defense strategies from the087

data and model sides to mitigate the negative im-088

pact (§3): (i) machine-generated text detection; (ii)089

mixture of experts; and (iii) parameter updating.090

We conduct extensive experiments using seven091

state-of-the-art evidence-enhanced detectors on092

four malicious social text detection tasks (§4): (i)093

fake news; (ii) hate speech; (iii) rumor; and094

(iv) sarcasm detection, including ten widely-used095

benchmarks. The results (§5) show that the pol-096

luted evidence would significantly compromise the097

model performance, where the generating strategy098

causes up to 14.4% performance drop. On the099

other hand, the proposed defense strategies could100

mitigate the negative impact, where parameter up-101

dating is the most successful strategy. However,102

each defense strategy faces challenges such as the103

need for annotated data, the huge cost of multiple104

experts, and the unknown when the training ends,105

which limit their practical employment. Further106

analysis (§6) illustrates that the polluted evidence107

is of high quality in both metrics and human evalu-108

ation, could compromise model calibration while109

affecting performance, and could be integrated to110

amplify the negative impact.111

2 Evidence Pollution Methods112

Malicious social text detection is a classification113

task, which is required to identify if a piece of so-114

cial text is malicious. Given a social text s and cor-115

responding m pieces of evidence (i.e., comments)116

{ci}mi=1, the evidence-enhanced malicious social117

text detectors f aim to learn the probability dis- 118

tribution p(y | s, {ci}mi=1, f, θ) by optimizing its 119

learnable parameters θ, where y is the ground truth. 120

On the contrary, evidence pollution strategy G aims 121

to manipulate the evidence, namely, 122

{c̃i}m̃i=1 = G({ci}mi=1), 123

which aims to disturb the learned distribution p, 124

making detectors make wrong judgments. 125

According to the degree of evidence manipula- 126

tion, namely, the degree of LLM involvement, we 127

propose three pollution strategies: (i) basic evi- 128

dence pollution, (ii) rephrase evidence, and (iii) 129

generate evidence. For LLM-based strategies, (ii) 130

and (iii), we prompt LLMs in a zero-shot fash- 131

ion using prompt that contains an input text pinput 132

and an instruction text pinst. We present the whole 133

prompts of each strategy in Table 1 and present 134

case studies in Tables 14 and 15 in Appendix A1. 135

2.1 Basic Evidence Pollution 136

This strategy aims to re-sample existing evidence. 137

Remove The related comments are difficult to 138

access in the early spread of a social text (Ghosh 139

and Mitra, 2023; Shang et al., 2024). Meanwhile, 140

refutations might be deleted as texts spread (Jung 141

et al., 2020). Thus we randomly remove half of the 142

associated comments to simulate these situations. 143

Repeat Online information consumers suffer 144

from the bandwagon effect (Konstantinou and Kara- 145

panos, 2023), where they adopt attitudes because 146

others are doing so. Since it might affect the spread 147

of information, we repeat the same comment five 148

times to simulate it. 149

2.2 Rephrase Evidence 150

This strategy aims to rephrase existing evidence, 151

injecting malicious intent while saying human-like. 152

Rephrase As an intuitive strategy, we prompt 153

LLMs to directly rephrase the existing comments. 154

Rewrite We additionally inject malicious intent 155

to escape detection into evidence. 156

Reverse Understanding the stance expressed in 157

texts plays an important role in identifying mali- 158

cious content (Hardalov et al., 2022; Zheng et al., 159

2022). On the other hand, the dual use of stance 160

brings potential harm, where malicious operators 161

would post comments to reverse public stance. 162

1We publish the codes in this anonymous link.
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Strategy Instruction Text pinst

Rephrase Evidence pinput Social text: s Comment of this text: ci
Rephrase Given the comment of this text, rephrase this comment in three ways.
Rewrite Rewrite the comment without any explanation to make the malicious social text like a normal one .
Reverse Rewrite the comments of this text to reverse the stance of the comment.
Modify Modify the given comment with as few details as possible to make the malicious social text like a normal one.

Generate Evidence pinput Social text: s
Vanilla Write five posts no longer than 30 words for the above social text.
Stance Write five posts no longer than 30 words to oppose/support the above social text.

Publisher You published the above social text. To make social users believe the above text,
please post five comments no longer than 30 words to enhance credibility .

Echo Write five comments no longer than 30 words to create an echo chamber for the above social text.
Makeup Post five comments no longer than 30 words to make the above malicious text like a normal one .
Amplify Write five comments no longer than 30 words to make the above social text spread fast on the social platform .

Table 1: The prompts of each LLM-based evidence pollution strategy. Each prompt contains an input text pinput

that is the same for each strategy category and an instruction text pinst that is strategy-specific. We highlight the
special parts of each prompt, where highlighted parts illustrate the main motivation behind each strategy.

Modify Given an existing comment, we revise it163

to inject non-factual information.164

2.3 Generate Evidence165

We then delve into the potential misuse of LLMs166

for directly generating comments. Although exist-167

ing works point out that LLM-generated reactions168

could enhance detection performance (Wan et al.,169

2024; Nan et al., 2024), in practice, LLMs might170

suffer from unexpected hallucinations (Dong et al.,171

2022), generating comments that harm detectors.172

Vanilla We simply prompt LLMs to generate173

comments associated with a given social text.174

Stance Inspired by Reverse, we prompt LLMs175

to generate comments with predetermined stances.176

Publisher Information publishers could enhance177

the cognitive biases such as illusory-truth ef-178

fect (Pennycook et al., 2018) and novelty effect179

(Vosoughi et al., 2018) to expand spread by posting180

comments on their social texts. Thus we prompt181

LLMs to simulate publishers to post comments.182

Echo The echo chamber is a situation where183

beliefs are amplified by repetition on the social184

platform, which would amplify malicious content185

spread (Wang et al., 2024a). To simulate this situa-186

tion, we prompt LLMs to create an echo chamber.187

Makeup We simulate the situation in which mali-188

cious actors employ social bots to dilute debunking189

comments to evade detection (Heidari et al., 2021).190

Amplify The early propagation pattern would191

affect the ultimate impact of social text (Hardalov192

et al., 2022). Thus we prompt LLMs to generate 193

initial comments to amplify the spread. 194

3 Defense Strategies 195

We could combat evidence pollution from both the 196

data and model sides. For the data side, we de- 197

tect machine-generated text to mitigate evidence 198

pollution by LLMs. For the model side, we ex- 199

plore the mixture of experts not required to update 200

parameters and the parameter updating strategies. 201

3.1 Machine-Generated Text Detection 202

This aims to discern generated text from human- 203

written, mitigating the influence of polluted evi- 204

dence by LLMs. Existing detectors fall into three 205

categories (Wang et al., 2024b): watermark-based, 206

fine-tuned, and metric-based. For watermark- 207

based detectors, they require adding detectable 208

signatures into texts during generation, which is 209

unsuitable for this task. For fine-tuned detectors, 210

we fine-tune DeBERTa-v3 (He et al., 2023b) on 211

our generated data. This model needs to access 212

some generated data and generally represents an 213

in-domain setting. Metric-based detectors are more 214

flexible, which does not require any training, and 215

can perform in a black-box setting, where we do 216

not need the generator information. We employ 217

FastGPT (Bao et al., 2024), which employs per- 218

turbation as a comparison to the original text and 219

relies on the log probability to detect. 220

3.2 Mixture of Experts 221

Traditionally in evidence-enhanced detectors, all 222

related evidence is employed. It might fail due to 223
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Method Fake News Hate Speech Rumor Sarcasm
Politifact Gossipcop ANTiVax HASOC Pheme Twitter15 Twitter16 RumorEval Twitter Reddit

DEFEND (Shu et al., 2019) 84.3±4.9 72.5±2.6 92.7±1.4 71.3±3.9 81.1±0.8 84.5±4.1 91.1±2.6 60.3±3.1 75.0±1.7 66.3±1.3

HYPHEN (Grover et al., 2022) 89.9±4.6 70.6±2.3 93.1±1.3 71.4±4.8 82.5±1.1 90.4±5.1 93.4±3.3 65.5±5.3 75.6±1.9 67.9±2.2

GET (Xu et al., 2022) 94.2±4.8 75.8±2.3 93.6±0.6 69.8±4.3 85.8±1.3 92.3±2.6 95.0±3.2 65.0±4.9 74.2±1.5 66.3±1.9

BERT (Devlin et al., 2019) 94.7±2.7 77.6±1.9 95.0±1.1 73.6±4.0 86.4±1.3 88.6±3.8 93.9±4.3 70.2±4.3 81.1±1.3 70.3±1.8

BERT w/o evidence 94.0±3.5 76.5±1.9 94.4±0.7 71.8±5.3 87.2±1.7 90.3±3.3 93.9±3.9 68.6±5.8 79.2±1.2 69.9±1.7

DEBERTA (He et al., 2023b) 96.9±2.6 78.7±1.9 95.8±1.2 68.5±3.5 81.5±1.4 83.6±4.1 90.6±3.8 65.9±4.8 81.9±1.4 73.8±2.0

DEBERTA w/o evidence 96.6±2.6 76.6±2.5 95.5±1.3 67.8±5.0 82.4±0.8 83.3±4.2 91.4±4.0 66.6±4.7 79.8±1.1 72.9±1.9

MISTRAL VaN (Lucas et al., 2023) 61.2±8.6 39.1±3.0 58.4±1.8 60.2±5.3 64.1±2.1 42.0±8.0 43.9±7.6 34.9±10.4 63.2±1.7 56.0±2.0

MISTRAL w/ evidence 54.0±10.2 41.0±4.2 36.7±2.8 59.5±5.1 65.1±2.1 41.6±5.8 40.1±6.3 41.5±10.2 61.0±2.4 52.8±1.4

CHATGPT VaN (Lucas et al., 2023) 51.6±8.2 39.3±3.2 69.7±2.4 60.7±4.5 36.6±1.9 51.0±4.7 49.2±7.7 40.5±9.9 52.1±2.1 50.8±1.8

CHATGPT w/ evidence 62.2±7.5 36.8±3.7 77.4±2.9 59.4±4.4 35.5±1.4 50.6±6.1 44.2±8.6 31.4±7.7 61.4±2.0 54.0±1.9

Table 2: Accuracy of baselines on ten datasets from four malicious text-related tasks. We conduct ten-fold cross-
validation and report the mean and standard deviation to obtain a more robust conclusion. Bold indicates the best
performance and underline indicates the second best. Evidence could provide valuable signals to enhance detection,
however, LLM-based models struggle to detect malicious content.

evidence pollution since the evidence might con-224

tain noise. In response, we employ the mixture-of-225

experts strategy, which shows remarkable ability in226

the NLP field (Tian et al., 2024; Zhao et al., 2024;227

Nguyen and Le, 2024). We first divide the evidence228

into k groups. We then employ a detector to ob-229

tain a prediction for each evidence group, obtaining230

y1, y2, . . . , yk. We finally employ majority voting231

to obtain the comprehensive prediction, i.e.,232

y = argmax
yj

(
k∑

i=1

I(yi = yj)).233

This strategy aims to mitigate the impact of pol-234

luted evidence by limiting the influence of individ-235

ual evidence on identification.236

3.3 Parameter Updating237

Online feedback could enhance the detectors’ scal-238

ability and robustness (Yue et al., 2024; Zhou et al.,239

2024). We assume that when the detector makes240

an incorrect judgment, some instances will be cor-241

rected by experts. We consider the feedback as the242

ground truth to update the detector’s parameter θ.243

4 Experiment Settings244

Tasks and Datasets We employ four tasks re-245

lated to malicious social text detection including246

10 datasets, i.e., (i) fake news detection: Politi-247

calfact, Gossipcop (Shu et al., 2020), and ANTi-248

Vax (Hayawi et al., 2022); hate speech detection:249

HASOC (Mandl et al., 2019); (iii) rumor detec-250

tion: Pheme (Buntain and Golbeck, 2017), Twit-251

ter15, Twitter16 (Ma et al., 2018), and RumorEval252

(Derczynski et al., 2017); (iv) sarcasm detection:253

Twitter and Reddit (Ghosh et al., 2020).254

Metrics We mainly employ accuracy, macro f1- 255

score, ARacc and ARF1, and AUC as metrics. We 256

provide the metric set in Appendix B. 257

Detectors We conduct experiments on three 258

types of detectors to evaluate the pollution’s neg- 259

ative impacts: (i) existing strong detector in- 260

cluding DEFEND (Shu et al., 2019), HYPHEN 261

(Grover et al., 2022), and GET (Xu et al., 2022); 262

(ii) encoder-based LM including BERT (Devlin 263

et al., 2019) and DEBERTA (He et al., 2023b) with 264

and without evidence; (iii) LLM-based detector 265

including MISTRAL and CHATGPT prompted by 266

F3 (Lucas et al., 2023) and evidence. We provide 267

more details about baselines in Appendix C. 268

LLM Generators We leverage the open source 269

Mistral-7B (Jiang et al., 2023) and the closed 270

source ChatGPT as the base LLMs. We mainly 271

employ Mistral-7B to manipulate evidence, and 272

Mistral-7B and ChatGPT as baselines. For pollu- 273

tion manipulation and baselines, we set the temper- 274

ature τ = 0 to ensure reproducibility. We present 275

the baseline, dataset, pollution and defense strategy, 276

and analysis details in Appendix D. 277

5 Results 278

5.1 General Performance 279

We first evaluate the performance of different ma- 280

licious content detectors, where the accuracy is 281

shown in Table 2. We also present macro f1-score 282

in Table 9 in Appendix E. We could conclude that: 283

(I) Evidence provides valuable signals which 284

improve performance. For encoder-based LMs, 285

vanilla models are generally better than those with- 286

out evidence, where BERT improves by 0.78% on 287

average and DEBERTA improves by 0.56%. 288
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Pollution
Existing Strong Detectors Encoder-Based LM LLM-Based Detector

DEFEND HYPHEN GET BERT DEBERTA MISTRAL CHATGPT
ARacc ARF1 ARacc ARF1 ARacc ARF1 ARacc ARF1 ARacc ARF1 ARacc ARF1 ARacc ARF1

Basic Remove 95.5 94.5 97.0 96.7 98.9 98.8 97.1 96.9 96.9 96.7 100.9 100.6 100.8 97.4
Repeat 89.9 87.8 91.9 90.0 97.5 97.2 93.7 93.0 93.8 93.2 99.3 98.4 99.7 101.0

Rephrase

Rephrase 93.2 92.0 96.8 96.3 98.2 98.1 94.4 94.0 93.0 91.9 102.3 98.8 102.1 100.2
Rewrite 92.7 91.4 96.1 95.5 98.1 97.9 93.5 92.6 93.2 92.0 103.8 99.7 102.9 101.5
Reverse 91.4 90.2 96.1 95.4 98.3 98.1 91.3 90.6 91.5 90.3 99.5 92.5 105.3 105.1
Modify 92.5 91.2 96.2 95.6 98.1 98.0 92.6 91.7 93.0 92.1 102.3 97.6 103.3 101.9

Generate

Vanilla 89.7 87.0 94.2 93.2 97.5 97.3 90.8 89.3 91.5 90.1 103.0 96.0 98.5 88.4
Support 89.5 86.6 94.7 93.9 97.4 97.2 90.9 89.3 91.4 90.0 102.7 95.6 97.6 88.2
Oppose 89.8 86.9 94.6 93.9 98.0 97.7 91.1 90.2 90.4 88.9 104.4 108.4 97.9 87.9
Publisher 88.6 85.6 94.7 93.9 97.6 97.4 90.4 88.2 91.2 89.4 102.4 96.2 98.8 86.9
Echo 89.8 87.0 95.0 94.2 97.7 97.4 91.9 90.5 92.0 90.6 102.8 95.0 99.0 88.6
Makeup 89.6 86.4 95.1 94.3 97.8 97.6 92.2 90.9 91.5 90.0 101.0 96.0 97.4 88.4
Amplify 89.8 86.8 94.0 92.8 97.6 97.2 91.4 89.7 91.7 89.8 101.0 96.3 98.6 89.8

Table 3: The overall performance of evidence pollution strategies. We average the relative values of the polluted
scenarios to the initial performance on all ten datasets, presented as a percentage as ARacc and ARF1. The lower the
value, the more effective the pollution strategy is. Bold indicates the most effective strategy and underline indicates
the second most effective. Evidence pollution poses a significant threat to evidence-enhanced detectors.

(II) LLMs cannot be directly employed off-the-289

shelf to identify malicious social text. Com-290

pared to DEFEND, the best model performance291

among LLM-based detectors drops by 26.9% on292

average across the ten datasets, which is not ac-293

ceptable. We speculate that LLMs are hindered by294

hallucinations (Dong et al., 2022) and lack of ac-295

tuality (Mallen et al., 2023). Although fine-tuning296

LLMs could achieve better performance, it is out of297

the scope of this paper’s focus. We mainly explore298

the methods that directly prompt LLMs and the299

impact of evidence pollution on them.300

5.2 Evidence Pollution301

For a clearer comparison of different evidence pol-302

lution strategies, we report the average relative303

value of the polluted scenarios to the initial per-304

formance on all ten datasets in Table 3. We also305

present the complete performance of each base-306

line on different datasets under different pollution307

strategies in Figures 7, 8, and 9 in Appendix E.308

(I) Evidence pollution significantly threatens309

evidence-enhanced detectors. When subjected310

to the three types of evidence pollution, almost all311

evidence-enhanced detectors significantly decline312

in performance. The performance drop ranges from313

3.6% to 14.4% for existing strong detectors, ranges314

from 9.6% to 11.8% for encoder-based LMs, and315

ranges from 0.7% to 13.1% for LLM-based de-316

tectors. We notice that for LLM-based detectors,317

some pollution strategies fail and even improve the318

performance. We speculate such detectors with319

poor performance could not extract valuable sig-320

nals from the evidence thus the fluctuations in per-321

formance are acceptable. Even under the basic 322

scenario, where the evidence is manipulated with- 323

out LLMs, we note a 12.2% and 7.0% decrease for 324

existing strong detectors and encoder-based LMs, 325

respectively. The performance drop illustrates that 326

detectors trained on pristine data cannot discern 327

the authenticity of related evidence. It reveals the 328

vulnerability of existing detectors to evidence pol- 329

lution, where LLMs could amplify it. 330

(II) Generating evidence by LLMs is the most 331

successful among all manipulations. We ob- 332

serve the Generate pollution setting outstripped all 333

others, with the average relative value of Gener- 334

ate being 93.32, while the average relative values 335

of Basic and Rephrase are 96.25 and 96.14, re- 336

spectively. Considering that evidence-enhanced 337

detectors extract valuable signals from related ev- 338

idence, it is logical for such strategies to achieve 339

the best performance, where the evidence is in- 340

jected with predetermined malicious intent. The 341

simplicity and easy implementation of this strategy 342

underlines the security vulnerabilities inherent in 343

existing evidence-enhanced detectors. However, a 344

potential disadvantage of this strategy and Basic is 345

that such polluted evidence tends to be more easily 346

discernible to human observers. 347

(III) Encoder-based LMs generally perform bet- 348

ter but are more sensitive to polluted evidence. 349

The average relative value for existing strong detec- 350

tors is 94.19 and for encoder-based LMs is 91.91. 351

We speculate that these detectors extract more sig- 352

nals such as text graph structure (Xu et al., 2022), 353

leading to the robustness of polluted evidence. 354
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Pollution FastGPT DeBERTa
AUC F1 AUC F1

Rephrase

Rephrase 69.73 8.65 99.74 97.34
Rewrite 75.35 20.62 99.51 96.37
Reverse 78.60 38.16 99.47 96.36
Modify 70.77 14.74 99.55 96.36

Generate

Vanilla 69.73 14.06 99.86 98.21
Support 71.69 13.38 99.90 98.45
Oppose 75.27 14.57 99.97 99.00
Publisher 79.19 22.03 99.99 99.40
Echo 77.77 20.77 99.86 97.87
Makeup 80.68 24.63 99.77 98.01
Amplify 66.08 8.47 99.90 98.65

Table 4: Machine-generated detector performance of
fine-tuned and metric-based detectors. “DeBERTa” de-
notes DeBERTa-v3, “AUC” denotes ROC AUC, and
“F1” denote f1-score. FastGPT struggles to identify
machine-generated text with small sentence length.

5.3 Defense Strategies355

We evaluate our proposed three defense strategies356

using the baselines on the ten benchmarks.357

(I) Machine-generated text detectors could iden-358

tify manipulated evidence but have limitations.359

We present the performance of DeBERTa-v3 and360

FastGPT in Table 4. FastGPT struggles to identify361

manipulated evidence, where the average AUC is362

74.08. We speculate that metric-based detectors363

struggle to identify short text (Verma et al., 2024),364

which is unsuitable for this situation where the365

manipulated evidence is usually brief. Although366

this method does not require training, the poor per-367

formance limits its practical utilization. In con-368

trast, DeBERTa achieves remarkable performance,369

where the average AUC exceeds 99. Despite the370

impressive performance of DeBERTa in the in-371

domain situation, where the training data and evalu-372

ation data are from the same distribution, accessing373

and identifying a sufficient quantity of in-domain374

training data is not always possible in real-world375

scenarios. We further evaluate its generalization376

ability, where we train it on one dataset and eval-377

uate it on another, with results shown in Figure378

2. When evaluated on a dataset different from the379

training datasets, its performance illustrates a drop,380

showing poor generalization. The drop is signifi-381

cant between the two categories of datasets, where382

the average performance when trained on Gener-383

ate and evaluated on Rephrase is 68.35. This un-384

derscores the challenge of training a versatile and385

effective machine-generated text detector.386

(II) Mixture of Experts could slightly mitigate387

the evidence pollution in some situations, but388
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OpposePublisher
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Figure 2: Out-of-domain machine-generated text de-
tection performance of DeBERTa. DeBERTa struggles
to conduct out-of-domain detection. Values in the red
box show that DeBERTa generalizes worse on different
types of evidence manipulation datasets.

it might harm the general performance. Ta- 389

ble 5 illustrates a brief performance of the mixture 390

of experts, and we present the complete results in 391

Tables 10, 11, 12, 13 in Appendix F. Among the 392

ten datasets, MoE could improve the performance 393

on most datasets for different pollution strategies. 394

Meanwhile, It works best for Generate, with an av- 395

erage of 4.18 datasets showing improvement, while 396

Rephrase has an average of 2.44 datasets show- 397

ing improvement. However, considering the over- 398

all performance, most of the average performance 399

drops with the highest decline of 2.9, indicating that 400

it cannot be adapted to various malicious text detec- 401

tion tasks. Meanwhile, multiple experts necessitate 402

additional resources, where the cost per detection 403

escalates linearly with the number of experts used, 404

limiting this strategy in real-world scenarios. 405

(III) Parameter updating is the most effective 406

defense strategy, however, the need for anno- 407

tated data and the unknown when the training 408

ends limit its practical application. Figure 3 409

illustrates partial important results of parameter 410

updating with re-training data increasing, and we 411

present the complete results in Figures 10, 11, 12, 412

13, and 14 in Appendix F. Besides GET and Re- 413

verse, the parameter updating strategy could sig- 414

nificantly improve the detection performance. For 415

example, BERT improves 1.9% on Reverse and 416

1.7% on Support, while DEBERTA improves 1.3% 417

on Reverse. It is noticeable that the improvement 418

above is the average of relative value shown in Ta- 419

ble 3. For the original f1-score, DEFEND achieves 420

10.3% improvement on Reddit with Echo pollu- 421

tion, GET achieves 2.5% on Politifact with Repeat 422
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Figure 3: The performance trend of Parameter Updating strategy with re-training data increasing. In some
situations, this strategy could significantly improve the detection performance. However, it might fail when meets
Basic pollution such as Reverse or models that are already trained well such as GET. Meanwhile, the need for
annotated data and the unknown when the training ends limit its practical application.

Pollution DEFEND GET BERT DEBERTA

# of ↑ ∆ # of ↑ ∆ # of ↑ ∆ # of ↑ ∆

Remove 1 2.9 ↓ 0 1.4 ↓ 0 1.3 ↓ 0 1.6 ↓
Repeat 8 2.3 ↑ 4 0.2 ↓ - - - -

Rephrase 3 2.4 ↓ 1 0.9 ↓ 3 0.3 ↓ 4 0.4 ↓
Rewrite 3 1.8 ↓ 2 0.5 ↓ 3 0.6 ↓ 1 1.3 ↓
Reverse 2 0.5 ↓ 3 0.4 ↓ 3 0.4 ↓ 1 0.6 ↓
Modify 3 1.5 ↓ 1 0.7 ↓ 4 0.3 ↓ 2 0.6 ↓

Vanilla 3 0.2 ↑ 2 0.2 ↓ 4 0.1 ↓ 3 0.1 ↓
Support 4 0.9 ↑ 4 0.0 ↓ 5 0.1 ↓ 6 0.2 ↑
Oppose 6 0.4 ↑ 5 0.2 ↓ 3 0.2 ↓ 3 0.1 ↓
Publisher 7 1.8 ↑ 5 0.4 ↓ 3 0.1 ↓ 4 0.1 ↑
Echo 4 0.2 ↓ 2 0.5 ↓ 5 0.2 ↓ 5 0.0 ↑
Makeup 6 1.6 ↑ 5 0.4 ↓ 1 0.3 ↓ 6 0.1 ↓
Amplify 5 0.3 ↑ 3 0.4 ↓ 5 0.0 ↓ 3 0.1 ↓

Table 5: The performance of Mixture of Experts. For
short, “# of ↑” denotes the number of datasets that
improve performance out of 10, and “∆” denotes the
changes of average relative values shown in Table 3,
and “-” denotes that this strategy is not suitable for this
model. This strategy could slightly improve the perfor-
mance in some datasets, but the general improvement is
not obvious and may even harm the detection ability.

pollution, BERT achieves 17.9% on Twitter16423

with Publisher pollution, and DEBERTA achieves424

36.9% on Twitter16 with Publisher pollution, as425

shown in Appendix F. Although this strategy could426

significantly improve performance, it needs more427

annotated data or professional feedback to re-train428

the parameter, about 6-7% of the initial training429

data. Meanwhile, it is difficult to determine when430

to start or stop updating parameters since there is431

no more data to verify the performance. These two432

limitations restrict the development of this strat-433

egy to online malicious social text detection, which434

requires fast updating and responses.435

6 Analysis436

(I) The manipulated evidence is of high quality.437

We employ SimCSE (Gao et al., 2021) to evaluate438

the relevance between social text and correspond-439

ing evidence and employ BERTscore (Zhang et al.,440

2020) and ROUGE-L (Lin, 2004) to evaluate the441

semantic-level and word-level similarity between442
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Figure 4: Evaluation of the manipulated evidence. We
evaluate the relevance between social text and corre-
sponding evidence and the semantic-level and word-
level similarity between original and rephrased evidence.
The polluted evidence is of high quality.

original and rephrased evidence. Figure 4 illus- 443

trates that the relevance of polluted evidence even 444

exceeds the original. The Generate with an av- 445

erage value of 0.528 is higher than the Rephrase 446

with an average value of 0.412. We speculate that 447

LLMs could follow instructions to generate related 448

evidence while humans tend to express their opin- 449

ions unrelated to the original text. Meanwhile, the 450

rephrased evidence is similar to the original in both 451

semantic and word levels, with higher similarities 452

than the randomly selected evidence pairs. We fur- 453

ther conduct a human evaluation to check which 454

types of evidence are of high quality. The results 455

show that 12 out of 29 prefer generated evidence to 456

original and 14 out of 29 prefer rephrased evidence 457

to original. We speculate that online social users 458

struggle to distinguish manipulated and original 459

evidence, especially the rephrase type. 460

(II) Evidence pollution harms model calibration 461

thus declining prediction trustworthiness. Ro- 462

bust detectors should provide a prediction and a 463

well-calibrated confidence score to facilitate con- 464

tent moderation. We evaluate how well detectors 465

are calibrated with original and polluted evidence 466

using Expected Calibration Error (ECE) (Guo et al., 467

2017). Figure 5 illustrates partial results, and we 468
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Figure 5: Calibration of existing detectors with the original and polluted evidence. ECE denotes expected calibration
error, the lower the better. The dashed line indicates perfect calibration, while the color of the bar is darker when it
is closer to perfect calibration. Evidence pollution could harm the model calibration.
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Figure 6: Performance of detectors when the pollution
strategies collaborate. For short, “Single” denotes the
best pollution strategies for a specific detector, “ALL”
denotes the ensemble of all LLM-based strategies, and
“Generate” and “Rephrase” denote the ensemble of cor-
responding strategies. The ensemble of evidence pollu-
tion would amplify the negative impact.

present more results in Figure 15 in Appendix G. It469

is demonstrated that polluted evidence harms cali-470

bration and increases ECE by up to 21.6%, while471

encoder-based LMs are the most well-calibrated.472

(III) The ensemble of evidence pollution would473

amplify the negative impact. Figure 6 illustrates474

the performance of detectors when the pollution475

strategies collaborate. Encoder-based LMs are476

more sensitive to the ensemble, where BERT drops477

up to 21.8% and DEBERTA drops up to 20.9% for478

accuracy. Other detectors are more robust but also479

suffer from slight performance drops.480

7 Related Work481

Identifying malicious social text is critical for en-482

suring online safety. Researchers work on detecting483

fake news (Yue et al., 2023; Mendes et al., 2023;484

Ma et al., 2024b), identifying rumors (Kim et al.,485

2023; Yang et al., 2024), countering hate speech486

(Singh and Thakur, 2024; Tonneau et al., 2024;487

Lee et al., 2024), and recognizing sarcasm (Min488

et al., 2023; Chen et al., 2024b). Intuitive works489

employ technologies such as augmentation (Kim490

et al., 2024; Lee et al., 2024), recurrent neural net-491

works (Shu et al., 2019), and transformer (Tian492

et al., 2023; Nguyen, 2024) enhanced with emo- 493

tion (Zhang et al., 2021), opinions (Zong et al., 494

2024), semantics (Ahn et al., 2024), and logical 495

rules (Clarke et al., 2023; Chen et al., 2023) to 496

analyze social text content. To counter disguised 497

content, evidence-enhanced models are proposed, 498

utilizing external knowledge such as similar con- 499

tent (Sheng et al., 2022; Qi et al., 2023), comments 500

(Yu et al., 2023; Yang et al., 2023), user (Shu et al., 501

2018; Dou et al., 2021), and multiply modalities 502

(Cao et al., 2020; Tiwari et al., 2023) and then 503

employing networks like graph neural networks 504

(Ghosh et al., 2023; Jing et al., 2023) to fuse them. 505

Aside from remarkable abilities to standard NLP 506

tasks, LLMs show great potential to conduct con- 507

tent moderation, such as countering social bot de- 508

tection (Feng et al., 2024), misinformation (Russo 509

et al., 2023; Yue et al., 2024; Ma et al., 2024a; 510

Liu et al., 2024a; Su et al., 2024), hate speech 511

(Nguyen et al., 2023; Yadav et al., 2024; Zheng 512

et al., 2024). However, LLMs’ misuse introduces 513

risks of malicious text generation (Pelrine et al., 514

2023; Huang et al., 2023; Chen and Shu, 2024; Wu 515

et al., 2024). Existing research explores the influ- 516

ence of misinformation (Pan et al., 2023; Goldstein 517

et al., 2023; Xu et al., 2024) and how to detect 518

machine-generated text (Mitchell et al., 2023). We 519

explored the risks of evidence pollution in mali- 520

cious social text detection and potential defense 521

strategies, bridging the gap between existing works. 522

8 Conclusion 523

We explore LLMs’ potential evidence pollution 524

risks, which confuse evidence-enhanced malicious 525

social text detectors. We design three types of 526

manipulation strategies including thirteen methods 527

and propose three defense strategies from both the 528

data and model sides. Extensive experiments il- 529

lustrate that evidence pollution poses a profound 530

threat, which remains challenging to fully mitigate 531

by employing existing defense strategies. 532
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Limitation533

While our proposed pollution strategies and de-534

fense strategies are generic, we focus on the com-535

ments, which are the most widely used. We believe536

the extensive experiment results on ten datasets537

across four malicious social text detection tasks538

could demonstrate our key contributions.539

More recent works might employ the evidence540

graphs, such as the comments on other comments541

or user following graphs, to enhance detection per-542

formance. This paper focuses on the comments543

directly on the social text and the textual informa-544

tion instead of graph information. We also believe545

the extensive experiments of seven strong detectors546

could demonstrate our key contributions.547

We expect to explore the risks of LLMs in manip-548

ulating other types of evidence and graph structure,549

as well as the corresponding defense strategies.550

Ethics Statement551

Identifying malicious social text on social plat-552

forms ensures online safety. This paper aims to553

explore the risks of LLMs in manipulating evidence554

to compromise evidence-enhanced detectors and555

develop potential defense strategies to mitigate ev-556

idence pollution, while also increasing the risks557

of dual use. We aim to mitigate such dual use by558

employing controlled access to our research data,559

making sure that the data is only employed for re-560

search purposes. Meanwhile, our research reveals561

the vulnerability of existing detectors to evidence562

pollution. Thus we argue that the decision of the563

existing detectors should be considered as an initial564

screen of malicious content, while content modera-565

tion decisions should be made with related experts.566

We argue that before employing evidence to en-567

hance malicious social text detection, fact-checking568

is needed to ensure the credibility of the evidence.569

Meanwhile, to increase the reliability of evidence-570

enhance detectors, increasing the explainability,571

such as giving out which evidence leads to the pre-572

dictions, is critical.573

We mainly employ LLMs to rewrite existing574

evidence or generate fabricated evidence with pre-575

determined malicious intent to compromise detec-576

tors. We do not directly employ LLMs to generate577

malicious content, and we also argue that LLMs578

should not be employed to generate malicious con-579

tent, where researchers should make an effort to580

limit it. Meanwhile, due to the inherent social bias581

and hallucinations of LLMs, the polluted evidence582

inevitably contains biased content, such as hate 583

speech or misinformation. We emphasize that the 584

data can only be used for research purposes. 585
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A Case Study 1155

We present case studies of each evidence pollution 1156

strategy in Tables 14 and 15. Note that these cases 1157

are all malicious social texts from the public dataset 1158

Politifact, and we have concealed personal private 1159

information and hate speech as much as possible. 1160

We could summarize the characteristics of each 1161

evidence pollution strategy as follows: 1162

• Remove simply removes some related evidence, 1163

where the removed evidence might provide use- 1164

ful signals to identify the malicious content. It 1165

is straightforward but difficult to implement in 1166

practice due to platform rules. 1167

• Repeat aims to repeat unified evidence to am- 1168

plify its influence. It is easily detected by the 1169

platforms through the text-matching algorithm. 1170

• Rephrase rephrases existing evidence without 1171

any additional intents. It is just like a baseline for 1172

Rephrase Evidence. 1173

• Rewrite rewrites existing evidence intending to 1174

make the corresponding social text like a normal 1175

one. Thus, LLMs might generate some clarifica- 1176

tions in the evidence. 1177

• Reverse reverses the stance in existing evidence, 1178

thus it might completely replace the content re- 1179

lated to the stance. 1180

• Modify adds fabricated facts to make the social 1181

text human-like. 1182

• Vanilla simply generates related evidence of the 1183

corresponding social text. It is just like a baseline 1184

for Generate Evidence. 1185

• Support generates evidence with the predeter- 1186

mined support stance. 1187

• Oppose generates evidence with the predeter- 1188

mined opposing stance. 1189
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• Publisher simulates the social text publishers1190

to post comments to promote the original social1191

text. For example, LLMs could generate some1192

hashtags.1193

• Echo aims to create echo chambers, where it1194

would post comments with similar semantics. It1195

might be more difficult to be detected by the1196

platforms.1197

• Makeup generates evidence intending to make1198

the corresponding social text like a normal one.1199

• Amplify aims to generate evidence to promote1200

the spread of corresponding social text. Thus1201

LLMs might generate hashtags and employ inter-1202

rogative sentences.1203

These cases show that the polluted evidence is1204

of high quality, where LLMs could follow the in-1205

structions to rewrite or generate highly relevant1206

evidence, confusing existing evidence-enhanced1207

malicious social text detectors.1208

B Metric Set1209

We mainly employ accuracy, macro f1-score, ARacc1210

and ARF1, and AUC as metrics. We introduce each1211

of the metrics and the reasons to employ them:1212

• Accuracy and macro f1-score are widely used1213

metrics for classification tasks. Thus we employ1214

them to evaluate the general performance of de-1215

tectors. For the accuracy, we employ it in Tables1216

2, 10, 11, 12, and 13, and in Figures 3, 6, 7, 8, 9,1217

10, 11, 12, 13, and 14. For the macro f1-score,1218

we employ it in Tables 9, 10, 11, 12, and 13, and1219

Figure 6.1220

• ARacc and ARF1 are proposed to evaluate the1221

influence of pollution strategies. Given a spe-1222

cific detector and a pollution strategy, we assume1223

the original performance (accuracy or macro f1-1224

score) is {fi}Ni=1, where N is the number of1225

datasets (we employ 10 datasets), and the per-1226

formance after pollution is {f̃i}Ni=1. The AR is1227

calculated as:1228

AR =
1

N

N∑
i=1

f̃i
fi
.1229

The lower the value, the more effective the pollu-1230

tion strategy is. Meanwhile, given an AR score,1231

it is convenient to calculate the relative perfor-1232

mance drop rate: 1 − AR. We employ AR in1233

Tables 3 and 5.1234

• AUC is widely used in machine-generated text 1235

detection, thus we employ it to evaluate the per- 1236

formance of machine-generated text detectors, as 1237

well as the f1-score. We employ them in Table 4 1238

and Figure 2. 1239

C Baselines 1240

We evaluate our proposed evidence pollution and 1241

defense strategies on three distinctive types of com- 1242

petitive detectors. The first category is existing 1243

strong detector, which presents the most advanced 1244

technologies, and we employ: 1245

• DEFEND (Shu et al., 2019) conducts explainable 1246

detection by the attention weights between social 1247

text sentences and related evidence. We set the 1248

max sentence count of the social text as 8 and 1249

the max token count of each sentence as 128. We 1250

further set the max evidence count as 10 and the 1251

max token count of evidence as 128. 1252

• HYPHEN (Grover et al., 2022) is a discourse- 1253

aware hyperbolic spectral co-attention network. 1254

It employs a novel Fourier co-attention mech- 1255

anism to enhance hyperbolic graph representa- 1256

tions, obtaining joint representations of social 1257

text and evidence. We set the max evidence to 1258

count as 10 and the max token count of social 1259

text sentence as 128. We further set the max so- 1260

cial text sentence count as the 80th percentile for 1261

each dataset. 1262

• GET (Xu et al., 2022) models social text and evi- 1263

dence as networks and captures the long-distance 1264

semantic dependency among dispersed relevant 1265

snippets via neighborhood propagation. For both 1266

social text and evidence graphs, we set the max 1267

word length as 3840 and set the window size as 1268

5. 1269

The second category is encoder-based LM, where 1270

we employ encoder-based LMs to encode social 1271

text and evidence content and then fuse their rep- 1272

resentations to conduct classification. Specifically, 1273

given a piece of social text s and its corresponding 1274

evidence {ci}mi=1, we first employ encoder-based 1275

LMs enc(·) to obtain their representations, i.e., 1276

htext = enc(s), 1277

hevid =
m∑
i=1

enc(ci). 1278
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Methods TASK Prompt

Generic input prompt: Text: s

F3 VaN

Fake News Analyze the given text and determine if it is real or fake news.
Hate Speech Analyze the given text and determine if it is hate speech or not.

Rumor Analyze the given text and determine if it is a rumor or not a rumor.
Sarcasm Analyze the given text and determine if it is sarcasm or not.

Generic input prompt: Text: s Comments: i.ci. Analyze the given text and related comments,

w/ evidence

Fake News and determine if it is real or fake news.
Hate Speech and determine if it is hate speech or not.

Rumor and determine if it is a rumor or not a rumor.
Sarcasm and determine if it is sarcasm or not.

Table 6: Prompts of LLM-based detectors, we prompt
LLMs using F3 (Lucas et al., 2023) and with evidence.

Hyper DEFEND HYPHEN GET BERT DEBERTA

Optimizer Adam (RiemannianAdam for HYPHEN)
Metrics Accuracy

Weight Decay 1e-5
Dropout 0.5

Hidden Dim 256
Learning Rate 1e-4 1e-3 1e-3 1e-4 1e-4

Batch Size 32 32 32 16 16
Only for Politifact, Gossipcop, and RumorEval.

Batch Size 32 32 32 16 4

Table 7: Hyperparameters of baselines required to train.

We then concatenate them to obtain the final repre-1279

sentation:1280

h = htext∥hevid.1281

Finally, given an instance and its label y, we com-1282

pute the probability of y being the correct predic-1283

tion as p(y | G) ∝ exp(MLP(h)), where MLP(·)1284

denotes an MLP layer. We optimize models using1285

the cross-entropy loss and predict the most plau-1286

sible label as argmaxy p(y | G). In practice, we1287

employ two widely-used encoder-based LMs: (i)1288

BERT (Devlin et al., 2019) and (ii) DEBERTA1289

(He et al., 2023b). For LMs without evidence, we1290

directly consider htext as h.1291

The third category is LLM-based detector,1292

where we prompt LLMs with F3 (Lucas et al.,1293

2023) and evidence. The detailed prompts are pre-1294

sented in Table 6. In practice, we employ an open-1295

sourced LLM MISTRAL and a close-sourced LLM1296

CHATGPT.1297

D Exeriment Settings1298

D.1 Baseline Settings1299

For each baseline, we conduct ten-fold cross-1300

validation on each dataset to obtain more robust re-1301

sults. We set the hyperparameters the same for each1302

fold. Meanwhile, we run each fold five times and1303

select the checkpoint with the best performance.1304

For each run, we stop training when the perfor-1305

mance on the test set does not improve for five1306

Task Dataset # Text # Malicious Average # Evidence

Fake News
Politifact 415 270 7.9

Gossipcop 2,411 1,408 7.6
AnTiVax 3,797 932 3.6

Hate Speech HASOC 712 298 2.6

Rumor

Pheme 6,425 2,402 7.2
Twitter15 543 276 4.5
Twitter16 362 163 7.2

RumorEval⋆ 446 138 8.1

Sarcasm Twitter 5000 2500 3.6
Reddit 4400 2200 2.5

Table 8: The statistics of the datasets. ⋆ denotes that
this dataset contains additional “not verified” class.

epochs. We present the hyperparameters of ex- 1307

isting strong detectors and encoder-based LMs in 1308

Table 7. For LLM-based Detectors, we set the max 1309

new token to count as 50 and set the temperature 1310

as zero to obtain fixed predictions. 1311

D.2 Dataset Settings 1312

We employ four malicious social text detection 1313

tasks including 10 datasets, i.e., (i) fake news de- 1314

tection: Politicalfact, Gossipcop (Shu et al., 2020), 1315

and ANTiVax (Hayawi et al., 2022); hate speech 1316

detection: HASOC (Mandl et al., 2019); (iii) ru- 1317

mor detection: Pheme (Buntain and Golbeck, 1318

2017), Twitter15, Twitter16 (Ma et al., 2018), and 1319

RumorEval (Derczynski et al., 2017); (iv) sarcasm 1320

detection: Twitter and Reddit (Ghosh et al., 2020). 1321

For original content and corresponding evidence, 1322

we employ the processed data from HYPHEN 1323

(Grover et al., 2022). We randomly split them into 1324

10 folds to support a ten-fold evaluation. To adapt 1325

to each detector and ensure a fair comparison, we 1326

randomly down-sample relevant evidence for each 1327

social text instance, where each instance contains 1328

at most ten pieces of evidence. Table 8 presents 1329

statistics of the datasets. 1330

D.3 Evidence Pollution Settings 1331

We employ Mistral-7B (Jiang et al., 2023) to 1332

rephrase and generate polluted evidence. To ensure 1333

reproducibility, we set the temperature as zero. For 1334

Rephrase strategy, we prompt LLMs to rephrase 1335

in three ways, however, we employ the first version 1336

in practice because their performance is similar. 1337

D.4 Defense Strategy Settings 1338

Machine-Generated Text Detection To con- 1339

struct datasets for evaluating machine-generated 1340

text detectors, we sample 200 pieces of evidence 1341

from each dataset on each pollution strategy and 1342
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Method Fake News Hate Speech Rumor Sarcasm
Politifact Gossipcop ANTiVax HASOC Pheme Twitter15 Twitter16 RumorEval Twitter Reddit

DEFEND (Shu et al., 2019) 81.4±5.1 70.7±2.4 90.1±1.8 68.4±4.2 79.6±0.9 84.4±4.2 90.6±2.8 57.6±3.5 75.0±1.8 66.2±1.3

HYPHEN (Grover et al., 2022) 88.0±6.2 69.1±2.5 90.6±1.8 67.9±7.6 81.0±1.3 90.3±5.3 93.1±3.2 63.2±5.0 75.5±2.0 67.6±2.2

GET (Xu et al., 2022) 93.5±4.8 74.3±2.3 91.3±0.7 66.9±5.1 84.8±1.5 92.2±2.5 94.8±3.3 63.7±5.2 74.1±1.5 65.9±2.2

BERT (Devlin et al., 2019) 94.0±2.9 76.3±1.8 93.2±1.5 71.4±4.7 85.4±1.3 88.5±3.8 93.8±4.4 69.0±4.9 81.0±1.4 70.1±1.9

BERT w/o comments 93.1±3.7 75.2±2.5 92.4±1.0 69.0±5.4 86.2±1.8 90.2±3.3 93.8±4.0 66.1±6.2 79.2±1.2 69.7±1.8

DEBERTA (He et al., 2023b) 96.2±3.5 77.3±1.8 94.4±1.6 64.7±3.1 80.0±1.4 83.4±4.2 90.0±3.9 62.8±6.5 81.8±1.4 73.7±2.1

DEBERTA w/o comments 96.0±3.4 74.3±3.4 93.9±1.7 62.2±5.4 80.9±1.0 83.1±4.3 91.1±4.2 64.9±5.8 79.7±1.1 72.7±2.0

MISTRAL VaN (Lucas et al., 2023) 60.7±8.5 33.1±2.7 52.8±2.2 44.1±4.5 47.1±1.7 37.7±9.4 34.5±5.5 30.4±10.9 63.0±1.7 55.7±2.1

MISTRAL w/ comment 53.2±10.1 39.2±4.1 36.6±2.9 46.0±5.1 50.5±1.7 36.7±6.3 31.1±3.1 37.1±8.4 59.0±2.5 51.6±1.6

CHATGPT VaN (Lucas et al., 2023) 49.3±7.5 29.1±2.1 45.0±2.0 55.6±6.0 27.8±1.0 39.7±5.2 39.3±5.6 39.1±8.9 40.4±2.0 37.1±1.9

CHATGPT w/ comments 61.7±7.3 29.2±2.2 59.4±3.9 56.4±5.4 31.1±1.2 45.6±7.7 38.8±7.5 23.2±6.3 60.2±1.8 53.4±1.9

Table 9: Macro f1-Score of baselines on ten datasets from four malicious text-related tasks. We conduct ten-fold
cross-validation and report the mean and standard deviation to obtain a more robust conclusion. Bold indicates
the best performance and underline indicates the second best. Evidence could provide valuable signals to enhance
detection, however, LLM-based models struggle to detect malicious content.

original evidence, resulting in 2,000 sentences for1343

each set. We then consider the polluted evidence1344

as machine-generated data and the original evi-1345

dence as human-written data and mix them, ob-1346

taining 11 datasets where each dataset contains1347

4,000 sentences, named by the pollution strategy,1348

such as Rephrase and Support. We finally split1349

each dataset into the training set, valuation set, and1350

test set by 2:1:1. For metric-based methods not1351

required to train, we evaluate it on the test set.1352

We employ roc auc and f1-score as metrics. For1353

DeBERTa-v3, we set batch size as 24, learning1354

rate as 1e-4, optimizer as Adam, weight decay as1355

1e-5, and hidden dim as 512. For FastGPT, we1356

employ the official implementation2 to obtain the1357

prediction results.1358

For out-of-domain evaluation of DeBERTa, we1359

keep the parameters the same and directly evaluate1360

DeBERTa trained on a specific dataset on another.1361

Mixture of Expert We set k as m, namely, if a1362

specific social text contains m pieces of evidence,1363

then, we consider each piece of evidence as a group,1364

obtaining m groups. Formally, given a detector f1365

and its fixed parameters θ, social text s, and its1366

corresponding evidence {ci}mi=1, we could obtain1367

m predictions as:1368

yi = argmax
y

p(y | s, {ci}, f, θ).1369

We then obtain the final prediction as:1370

y = argmax
yj

(

k∑
i=1

I(yi = yj)).1371

2https://github.com/baoguangsheng/
fast-detect-gpt

We evaluate this strategy on existing strong 1372

detectors and encoder-based LMs except HY- 1373

PHEN. HYPHEN extracts the reference relations 1374

from multiple pieces of evidence, thus unsuitable 1375

for this strategy and would cost huge computation 1376

resources. Meanwhile, this strategy is unsuitable 1377

for LLM-based detectors, where it would cost 1378

huge input tokens. Given m pieces of evidence, the 1379

consumed tokens would be increased by m times. 1380

Parameter Updating We employ 1% to 10% 1381

data from the training set to update the model pa- 1382

rameters for each dataset, where we set the learning 1383

rate as 1e-4, batch size as 5, weight decay as 1e-5, 1384

and optimizer as Adam. To simulate the realistic 1385

situation that required a quick response, we just re- 1386

train the model using the training data only once. 1387

D.5 Analysis Settings 1388

Metric-based Evaluation of Polluted Evidence 1389

We first randomly sample 100 instances from 1390

each dataset to obtain a generic evaluation. We 1391

then calculate the relevant score between social 1392

text and corresponding evidence and calculate the 1393

BERTScore and ROUGE-L between rephrased and 1394

original evidence. For the “Random” category, we 1395

shuffle the initial polluted-original evidence pairs 1396

and consider it as a baseline. 1397

For the relevant scores, we employ the hugging 1398

face implementation3. For BERTScore, we employ 1399

its official implementation4 and set rescale with 1400

baseline as False, and for ROUGE-L, we employ 1401

the python packet5. 1402

3https://huggingface.co/princeton-nlp/
sup-simcse-bert-base-uncased

4https://github.com/Tiiiger/bert_score
5https://pypi.org/project/rouge-score/

17

https://github.com/baoguangsheng/fast-detect-gpt
https://github.com/baoguangsheng/fast-detect-gpt
https://huggingface.co/princeton-nlp/sup-simcse-bert-base-uncased
https://huggingface.co/princeton-nlp/sup-simcse-bert-base-uncased
https://github.com/Tiiiger/bert_score
https://pypi.org/project/rouge-score/


Human Evaluation of Polluted Evidence We1403

recruit 99 annotators familiar with social network-1404

ing platforms to judge which comment is of higher1405

quality for a certain social text. For each annota-1406

tor, we sample 15 generate-original evidence pairs,1407

15 rephrase-original evidence pairs, 15 generate-1408

rephrase evidence pairs, and 5 randomly shuffled1409

pairs as benchmark questions where the comment1410

with higher quality is clear. We first give each1411

annotator a brief guideline:1412

Thank you for attending our human evaluation.1413

Social media users would comment on a post to1414

express their opinions. You are asked to check1415

which comment is of higher quality for a certain1416

post (comment 1 or 2). Please consider factors1417

such as relevance to the post, tone, suitability for1418

the social platform (for the use of hashtags), etc.1419

Please do not consider the length and grammatical1420

errors of the comment. If you think two comments1421

are of equal quality, please subjectively choose the1422

one you like.1423

After that, if an annotator correctly identifies1424

3 out of 5 benchmark questions, we accept his1425

annotations, obtaining 29 annotations.1426

Calibration Settings We consider the max value1427

of the logits after the softmax operator as the con-1428

fidence scores. For example, if the output is [0.8,1429

0.2], then the confidence score is 0.8, and if the1430

output is [0.25, 0.75], then the confidence score is1431

0.75. Figure 5 presents the model calibration when1432

the evidence pollution strategies are mixed, while1433

Figure 15 presents the calibration of each pollution1434

strategy.1435

Pollution Ensemble Settings We directly em-1436

ploy majority voting to obtain the ensemble predic-1437

tions by multiple pollution strategies.1438

E More Results of Evidence Pollution1439

Table 9 presents the macro f1-score of baselines,1440

where it shows a similar trend as accuracy.1441

Meanwhile, we present the whole accuracy of1442

the seven baselines on ten datasets under each pol-1443

lution strategy in Figures 7, 8, and 9. We only1444

present accuracy because macro-f1 shows similar1445

trends as accuracy shown in Tables 2 and 9. The1446

additional results strengthen that evidence pollu-1447

tion significantly compromised evidence-enhanced1448

malicious social text detection performance.1449

F More Results of Defense Strategies 1450

F.1 Mixture of Experts 1451

Tables 10, 11, 12, and 13 present the performance 1452

of mixture of experts of each baseline on different 1453

datasets under different pollution strategies. We 1454

highlight the values where the strategy imitates the 1455

negative impact. The results show that this defense 1456

strategy could improve the detection performance 1457

on some datasets under some strategies. However, 1458

in some cases, this strategy might harm the per- 1459

formance. It strength that although the mixture of 1460

experts could improve the performance, it would 1461

introduce some noise, declining the performance. 1462

F.2 Paramter Updating 1463

Figures 10, 11, 12, 13, and 14 illustrate the whole 1464

results, where we present the improvements and 1465

highlight the top-ten performance. The results 1466

show that this strategy is the most successful strat- 1467

egy, where the improvements are the most signif- 1468

icant. On the other hand, the need for annotated 1469

data and the unknown when the training ends limit 1470

its practical application. 1471

G More Analysis 1472

G.1 Human Evaluation 1473

Among the 29 acceptable annotators, 12 out of 29 1474

prefer generated evidence to original, 14 out of 29 1475

prefer rephrased evidence to original, and 17 out 1476

of 29 prefer rephrased evidence to generated. 1477

G.2 Calibration 1478

We present the calibration of each baseline under 1479

different pollution strategies in Figure 15. It illus- 1480

trates that any pollution strategy could harm model 1481

calibration. 1482
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Pollution
Fake News Hate Speech Rumor Sarcasm

Politifact Gossipcop ANTiVax HASOC Pheme Twitter15 Twitter16 RumorEval Twitter Reddit
Acc F1 Acc F1 Acc F1 Acc F1 Acc F1 Acc F1 Acc F1 Acc F1 Acc F1 Acc F1

Vanilla
74.2±8.3 70.8±7.8 67.0±4.1 63.4±5.2 92.0±2.0 89.1±2.7 59.7±7.8 50.0±10.2 80.4±1.2 78.9±1.4 77.2±7.1 77.0±7.2 77.6±10.5 76.5±11.2 48.6±6.8 45.8±7.4 71.4±1.9 71.4±1.9 54.5±2.3 47.2±6.9

71.5±8.2 68.3±7.3 67.4±4.7 61.5±7.0 91.5±1.7 88.5±2.4 61.9±6.5 54.5±8.6 80.0±1.4 78.6±1.5 76.9±9.5 76.5±9.7 76.5±9.7 75.9±9.5 46.1±10.2 37.2±11.5 71.3±2.5 71.2±2.5 59.9±2.2 57.7±4.2

3.6% ↓ 3.5% ↓ 0.6% ↑ 3.1% ↓ 0.5% ↓ 0.7% ↓ 3.8% ↑ 9.0% ↑ 0.5% ↓ 0.4% ↓ 0.3% ↓ 0.6% ↓ 1.4% ↓ 0.8% ↓ 5.1% ↓ 18.7% ↓ 0.2% ↓ 0.3% ↓ 9.9% ↑ 22.2% ↑

Publisher
70.6±9.0 67.8±7.8 67.5±4.8 64.1±5.5 91.7±1.6 88.8±2.2 58.8±5.9 47.0±7.9 80.0±1.3 78.5±1.5 73.8±8.7 73.7±8.7 77.0±11.5 76.1±11.8 48.4±8.6 45.6±8.7 71.0±2.6 71.0±2.7 54.5±3.6 47.2±7.9

69.9±9.1 65.8±9.6 67.2±5.0 60.9±7.6 91.8±1.6 88.8±2.2 62.5±7.2 54.5±8.2 80.1±1.3 78.7±1.5 79.0±8.2 78.6±8.5 77.3±8.4 76.8±8.0 47.7±10.2 39.2±12.5 71.4±2.5 71.3±2.6 60.2±2.1 58.0±4.2

1.0% ↓ 2.9% ↓ 0.6% ↓ 4.9% ↓ 0.1% ↑ 0.0% ↑ 6.2% ↑ 15.9% ↑ 0.2% ↑ 0.3% ↑ 7.0% ↑ 6.6% ↑ 0.4% ↑ 0.9% ↑ 1.5% ↓ 13.9% ↓ 0.5% ↑ 0.4% ↑ 10.4% ↑ 22.9% ↑

Echo
75.2±11.0 72.2±11.1 68.1±4.0 64.3±5.3 91.8±2.4 88.8±3.2 59.0±7.8 49.7±8.9 80.5±0.7 78.9±0.9 78.4±5.3 78.3±5.3 79.3±7.5 78.1±7.9 46.9±9.6 43.6±10.4 71.2±2.8 71.2±2.8 54.2±3.7 46.4±8.3

69.4±6.2 66.2±4.5 67.2±4.2 61.1±6.4 91.4±2.1 88.3±3.0 61.1±6.9 54.4±7.0 79.9±1.2 78.5±1.3 79.7±7.4 79.6±7.4 76.8±9.7 76.2±9.5 44.6±10.4 35.0±13.0 71.7±2.3 71.6±2.3 60.1±2.1 57.8±4.2

7.7% ↓ 8.3% ↓ 1.3% ↓ 5.0% ↓ 0.4% ↓ 0.5% ↓ 3.6% ↑ 9.6% ↑ 0.8% ↓ 0.6% ↓ 1.6% ↑ 1.6% ↑ 3.1% ↓ 2.4% ↓ 4.8% ↓ 19.7% ↓ 0.6% ↑ 0.6% ↑ 10.7% ↑ 24.4% ↑

Support
72.0±8.6 69.3±6.7 67.5±4.1 63.7±5.3 91.5±1.3 88.6±1.8 59.7±7.3 49.2±9.3 80.4±1.1 78.9±1.3 75.7±8.6 75.4±8.8 79.3±7.9 78.5±7.6 47.8±6.0 44.7±7.0 72.1±2.2 72.0±2.2 54.9±3.3 47.6±8.0

72.3±8.8 69.1±8.4 66.8±4.8 60.8±7.3 91.3±1.5 88.2±2.0 61.8±7.7 54.3±9.2 80.1±1.4 78.7±1.5 79.0±7.7 78.8±7.7 77.9±8.7 77.4±8.6 46.4±10.3 36.8±12.6 71.9±2.5 71.8±2.6 60.2±2.1 58.1±4.1

0.4% ↑ 0.3% ↓ 1.0% ↓ 4.7% ↓ 0.3% ↓ 0.5% ↓ 3.6% ↑ 10.4% ↑ 0.4% ↓ 0.2% ↓ 4.4% ↑ 4.4% ↑ 1.7% ↓ 1.4% ↓ 2.9% ↓ 17.5% ↓ 0.3% ↓ 0.3% ↓ 9.6% ↑ 22.1% ↑

Oppose
73.7±5.6 70.5±4.8 67.2±3.9 64.6±5.0 90.8±1.8 88.1±2.2 60.7±6.0 49.9±9.4 80.0±1.1 78.8±1.1 77.9±7.2 77.8±7.3 79.0±9.9 78.4±9.9 48.9±8.8 45.2±10.1 70.8±2.2 70.7±2.2 54.4±3.5 46.0±8.1

70.3±9.5 66.1±10.1 67.4±4.9 61.7±7.7 91.0±1.5 88.2±2.0 62.8±7.2 54.7±8.8 79.7±1.2 78.4±1.3 79.2±7.2 79.0±7.2 76.8±8.2 76.1±8.3 46.4±10.6 37.4±12.3 71.0±2.3 70.9±2.3 60.5±2.1 58.4±4.1

4.6% ↓ 6.2% ↓ 0.3% ↑ 4.5% ↓ 0.3% ↑ 0.1% ↑ 3.5% ↑ 9.6% ↑ 0.4% ↓ 0.5% ↓ 1.6% ↑ 1.6% ↑ 2.8% ↓ 2.9% ↓ 5.1% ↓ 17.4% ↓ 0.3% ↑ 0.3% ↑ 11.3% ↑ 26.7% ↑

Makeup
72.2±9.3 69.6±7.5 68.3±3.0 65.0±4.1 91.9±1.6 89.0±2.1 60.1±5.7 48.6±4.8 80.4±1.3 78.9±1.6 76.6±7.4 76.4±7.6 82.0±6.5 81.0±6.9 46.2±7.5 42.5±8.0 71.0±1.7 70.9±1.7 54.4±4.2 45.8±9.6

73.7±6.6 70.5±5.1 67.4±4.9 61.4±7.4 91.3±1.9 88.2±2.5 64.3±6.7 56.6±8.0 80.1±1.5 78.8±1.7 79.7±8.2 79.5±8.2 79.3±7.0 78.6±7.1 46.4±10.4 37.8±11.4 71.4±2.7 71.3±2.8 60.4±2.2 58.1±4.3

2.0% ↑ 1.3% ↑ 1.4% ↓ 5.5% ↓ 0.6% ↓ 1.0% ↓ 7.0% ↑ 16.4% ↑ 0.4% ↓ 0.2% ↓ 4.1% ↑ 4.1% ↑ 3.3% ↓ 3.0% ↓ 0.5% ↑ 11.1% ↓ 0.5% ↑ 0.5% ↑ 11.0% ↑ 26.8% ↑

Amplify
71.8±9.6 68.5±8.2 67.1±5.5 62.7±6.7 91.5±1.7 88.2±2.3 60.2±6.5 52.0±8.2 80.6±0.9 79.1±1.1 75.9±6.7 75.8±6.7 79.3±6.9 78.3±6.9 51.3±5.7 46.0±7.6 70.5±2.0 70.4±2.0 54.4±3.4 47.6±8.1

68.2±9.3 68.2±9.3 66.8±5.0 60.3±7.5 91.5±2.0 88.4±2.8 63.2±7.4 57.8±7.7 80.2±1.2 78.8±1.3 79.9±6.8 79.7±6.8 76.0±9.3 75.2±9.3 47.5±10.9 37.4±13.6 71.1±2.3 70.9±2.4 59.7±1.9 57.5±3.8

5.0% ↓ 0.5% ↓ 0.4% ↓ 3.8% ↓ 0.0% ↑ 0.2% ↑ 4.9% ↑ 11.0% ↑ 0.5% ↓ 0.4% ↓ 5.3% ↑ 5.1% ↑ 4.2% ↓ 4.0% ↓ 7.4% ↓ 18.7% ↓ 0.8% ↑ 0.7% ↑ 9.8% ↑ 20.8% ↑

Rephrase
75.6±8.6 71.0±9.2 68.8±4.0 66.8±4.3 91.3±1.3 88.3±1.8 63.2±6.2 56.7±6.3 80.6±0.9 79.0±1.1 79.2±4.7 79.1±4.8 82.8±6.4 81.4±7.8 49.1±7.7 45.8±7.7 72.3±1.8 72.3±1.8 65.3±2.5 65.1±2.5

74.2±6.7 70.2±7.5 67.6±4.8 61.8±7.1 91.3±1.6 88.2±2.1 64.3±6.6 58.1±7.4 79.8±1.4 78.5±1.5 80.3±6.2 80.1±6.2 77.9±8.4 77.2±8.5 44.8±11.0 36.3±12.5 71.3±1.7 71.2±1.8 59.9±2.6 57.4±4.8

1.9% ↓ 1.1% ↓ 1.9% ↓ 7.6% ↓ 0.0% ↑ 0.1% ↓ 1.8% ↑ 2.5% ↑ 1.0% ↓ 0.7% ↓ 1.4% ↑ 1.3% ↑ 6.0% ↓ 5.1% ↓ 8.8% ↓ 20.7% ↓ 1.5% ↓ 1.5% ↓ 8.3% ↓ 11.9% ↓

Rewrite
72.8±9.4 68.1±10.0 68.6±4.5 66.7±5.2 92.3±1.4 89.5±1.9 62.4±8.4 55.6±9.4 80.5±1.4 78.8±1.7 78.1±6.5 78.0±6.5 85.6±5.5 84.2±7.2 47.0±7.7 43.8±8.3 72.4±2.3 72.3±2.4 65.6±2.0 65.4±2.1

75.4±7.2 71.7±7.0 67.4±5.1 61.4±7.8 91.4±1.4 88.2±2.0 62.5±8.3 55.5±8.8 79.8±1.5 78.4±1.7 81.2±6.8 81.0±6.8 81.8±9.2 81.1±9.5 42.8±12.0 32.4±14.5 71.2±2.4 71.1±2.5 59.8±2.4 57.2±4.7

3.7% ↑ 5.4% ↑ 1.8% ↓ 7.9% ↓ 0.9% ↓ 1.4% ↓ 0.2% ↑ 0.2% ↓ 0.8% ↓ 0.5% ↓ 4.0% ↑ 3.9% ↑ 4.5% ↓ 3.8% ↓ 9.1% ↓ 26.1% ↓ 1.6% ↓ 1.7% ↓ 8.8% ↓ 12.6% ↓

Modify
73.0±9.7 68.6±8.6 69.8±3.8 68.0±4.3 92.1±1.4 89.4±1.9 62.5±6.4 55.4±7.3 80.6±1.7 79.0±2.1 77.9±6.9 77.8±6.9 83.1±5.8 81.3±8.8 47.3±8.2 44.3±7.3 71.9±1.9 71.8±1.9 65.0±2.5 64.8±2.6

75.2±6.9 71.6±5.8 67.5±4.7 61.7±7.3 91.8±1.5 88.8±2.1 63.6±6.2 56.5±7.4 79.9±1.6 78.6±1.7 79.9±6.8 79.8±6.9 78.7±8.7 78.0±9.1 44.3±11.8 34.3±14.2 71.7±1.8 71.7±1.9 59.9±2.3 57.3±4.5

3.0% ↑ 4.3% ↑ 3.3% ↓ 9.3% ↓ 0.4% ↓ 0.7% ↓ 1.8% ↑ 2.1% ↑ 0.8% ↓ 0.6% ↓ 2.6% ↑ 2.6% ↑ 5.3% ↓ 4.0% ↓ 6.2% ↓ 22.6% ↓ 0.3% ↓ 0.2% ↓ 7.8% ↓ 11.5% ↓

Reverse
71.8±8.8 67.4±7.5 68.2±3.8 66.9±3.8 91.3±1.4 88.5±1.8 64.0±8.2 56.7±9.7 80.0±1.3 78.2±1.8 76.8±4.6 76.7±4.7 80.7±5.0 79.3±5.0 45.3±8.9 41.8±7.4 72.0±2.7 71.9±2.8 65.0±2.1 64.8±2.2

74.4±7.8 71.6±7.4 67.1±4.5 61.2±7.2 90.9±1.2 87.8±1.5 63.6±7.2 56.4±7.8 79.9±1.3 78.5±1.5 80.3±7.5 80.1±7.5 80.1±5.5 79.4±5.5 44.3±11.2 35.0±14.6 71.7±2.2 71.6±2.3 60.1±2.8 57.5±5.0

3.7% ↑ 6.2% ↑ 1.6% ↓ 8.5% ↓ 0.5% ↓ 0.8% ↓ 0.7% ↓ 0.5% ↓ 0.0% ↓ 0.4% ↑ 4.5% ↑ 4.4% ↑ 0.7% ↓ 0.1% ↑ 2.0% ↓ 16.2% ↓ 0.4% ↓ 0.5% ↓ 7.5% ↓ 11.2% ↓

Remove
77.3±4.5 73.1±5.0 70.7±3.5 67.8±3.7 91.6±1.3 88.5±1.8 69.2±4.7 66.2±4.8 80.4±1.1 78.9±1.3 82.3±4.9 82.2±4.9 86.2±8.2 85.3±8.6 53.6±7.4 49.6±8.5 72.4±2.2 72.4±2.2 61.7±2.1 60.2±3.5

72.8±6.9 68.9±7.5 68.1±4.8 62.6±7.2 91.9±1.7 88.8±2.3 68.1±4.3 64.6±4.6 79.7±1.3 78.3±1.4 82.1±7.0 82.0±7.1 82.6±6.1 82.0±6.1 47.7±11.3 37.8±12.6 71.6±2.5 71.5±2.7 59.9±2.2 57.5±4.0

5.9% ↓ 5.8% ↓ 3.7% ↓ 7.7% ↓ 0.3% ↑ 0.3% ↑ 1.6% ↓ 2.4% ↓ 0.9% ↓ 0.8% ↓ 0.2% ↓ 0.3% ↓ 4.1% ↓ 3.9% ↓ 10.9% ↓ 23.7% ↓ 1.2% ↓ 1.3% ↓ 3.0% ↓ 4.4% ↓

Repeat
72.3±6.6 68.2±7.1 67.3±4.7 64.2±5.2 90.7±1.8 87.4±2.5 66.0±5.8 63.1±5.3 79.6±1.4 78.1±1.6 79.2±7.6 79.0±7.7 77.1±7.2 76.3±7.2 46.4±8.5 40.7±9.6 70.2±1.9 70.1±2.0 55.1±2.8 49.2±6.5

72.0±5.3 68.2±6.4 67.1±4.7 61.5±7.0 91.8±1.9 88.8±2.5 68.4±5.0 65.3±5.1 79.8±1.3 78.4±1.4 81.7±6.9 81.6±7.0 81.5±9.3 80.9±9.2 47.3±7.8 40.1±10.2 71.4±2.4 71.3±2.5 60.4±2.5 58.2±4.3

0.3% ↓ 0.1% ↑ 0.3% ↓ 4.2% ↓ 1.2% ↑ 1.5% ↑ 3.6% ↑ 3.5% ↑ 0.3% ↑ 0.4% ↑ 3.3% ↑ 3.3% ↑ 5.7% ↑ 6.1% ↑ 1.9% ↑ 1.5% ↓ 1.7% ↑ 1.7% ↑ 9.7% ↑ 18.3% ↑

Table 10: The Mixture of Experts strategy performance on DEFEND. We highlight the improved parts.

Pollution
Fake News Hate Speech Rumor Sarcasm

Politifact Gossipcop ANTiVax HASOC Pheme Twitter15 Twitter16 RumorEval Twitter Reddit
Acc F1 Acc F1 Acc F1 Acc F1 Acc F1 Acc F1 Acc F1 Acc F1 Acc F1 Acc F1

Vanilla
89.8±6.2 88.5±6.8 74.6±2.4 72.9±3.2 93.2±0.8 90.7±0.9 65.0±5.1 61.6±4.8 85.5±1.6 84.5±1.7 91.3±2.5 91.3±2.4 94.2±3.3 93.9±3.6 60.8±4.7 59.6±4.8 73.7±2.0 73.6±2.0 65.1±2.0 64.8±2.2

87.4±7.4 85.9±7.5 74.5±2.2 72.5±3.2 93.2±0.8 90.8±0.9 64.6±5.3 61.1±5.2 85.4±1.6 84.5±1.7 91.3±3.0 91.3±3.0 94.2±2.7 93.9±3.0 61.4±4.9 60.4±5.1 73.5±1.8 73.4±1.8 65.7±2.3 65.2±2.7

2.7% ↓ 2.9% ↓ 0.1% ↓ 0.5% ↓ 0.0% ↑ 0.1% ↑ 0.6% ↓ 0.8% ↓ 0.0% ↓ 0.0% ↑ 0.0% ↑ 0.0% ↓ 0.0% ↑ 0.0% ↑ 1.1% ↑ 1.3% ↑ 0.2% ↓ 0.2% ↓ 0.8% ↑ 0.7% ↑

Publisher
89.1±8.3 87.9±8.5 74.8±2.7 73.2±2.9 93.2±0.6 90.7±0.8 65.5±4.4 61.8±4.6 85.4±1.5 84.4±1.6 91.0±2.8 90.9±2.8 94.2±3.8 93.9±4.0 61.4±4.7 60.4±4.7 73.6±1.5 73.5±1.5 65.4±1.7 65.0±1.9

86.5±6.8 84.6±7.4 75.0±2.0 73.1±2.8 93.3±0.7 90.9±0.7 65.5±4.3 61.6±5.2 85.3±1.5 84.4±1.6 91.0±2.8 90.9±2.8 94.2±3.8 93.9±4.0 60.3±5.0 59.3±5.0 73.6±1.6 73.6±1.6 65.4±2.5 65.0±2.8

3.0% ↓ 3.8% ↓ 0.3% ↑ 0.1% ↓ 0.1% ↑ 0.1% ↑ 0.0% ↑ 0.2% ↓ 0.1% ↓ 0.0% ↑ 0.0% ↑ 0.0% ↑ 0.0% ↑ 0.0% ↑ 1.8% ↓ 1.8% ↓ 0.1% ↑ 0.1% ↑ 0.1% ↑ 0.0% ↑

Echo
90.3±6.0 88.9±6.2 74.6±2.6 72.9±2.9 93.3±0.6 90.9±0.6 66.0±6.2 62.5±6.6 85.6±1.4 84.7±1.6 91.0±2.8 90.9±2.8 94.2±3.0 93.9±3.3 60.5±5.2 59.5±5.7 73.7±1.8 73.7±1.8 65.1±2.1 64.7±2.3

87.4±6.5 85.8±6.5 74.8±2.6 72.7±3.5 93.2±0.9 90.8±1.1 65.6±5.7 61.8±6.8 85.5±1.4 84.7±1.5 91.0±2.8 90.9±2.8 94.2±3.0 93.9±3.3 59.6±5.9 58.8±6.3 73.5±1.9 73.5±1.9 65.4±2.0 65.0±2.4

3.2% ↓ 3.6% ↓ 0.3% ↑ 0.3% ↓ 0.1% ↓ 0.1% ↓ 0.6% ↓ 1.2% ↓ 0.1% ↓ 0.1% ↓ 0.0% ↑ 0.0% ↑ 0.0% ↑ 0.0% ↑ 1.5% ↓ 1.1% ↓ 0.2% ↓ 0.2% ↓ 0.5% ↑ 0.4% ↑

Support
89.6±6.0 88.2±6.4 74.0±2.8 72.4±3.4 93.3±0.6 90.8±0.7 65.2±6.0 61.6±6.1 85.6±1.4 84.7±1.5 91.3±3.0 91.3±3.0 93.7±3.9 93.3±4.3 60.8±6.4 59.8±6.6 73.5±1.8 73.4±1.8 65.5±1.8 65.1±2.0

85.7±8.1 83.7±8.7 74.6±2.6 72.7±3.6 93.3±0.7 90.9±0.8 66.4±4.7 63.0±5.3 85.5±1.4 84.6±1.5 91.3±3.0 91.3±3.0 93.4±4.1 93.1±4.5 61.6±5.9 60.7±5.9 73.7±1.8 73.7±1.8 65.5±1.7 65.0±2.1

4.3% ↓ 5.1% ↓ 0.8% ↑ 0.4% ↑ 0.0% ↑ 0.1% ↑ 1.9% ↑ 2.2% ↑ 0.2% ↓ 0.1% ↓ 0.0% ↑ 0.0% ↑ 0.3% ↓ 0.3% ↓ 1.5% ↑ 1.4% ↑ 0.4% ↑ 0.3% ↑ 0.1% ↓ 0.2% ↓

Oppose
90.3±4.6 88.9±5.0 74.6±2.1 73.0±2.5 93.3±0.6 90.8±0.8 65.9±5.3 62.1±5.9 85.6±1.6 84.6±1.7 91.2±3.0 91.1±3.0 94.2±3.8 93.9±4.0 61.9±5.9 60.9±5.7 73.8±1.7 73.7±1.7 65.8±2.3 65.4±2.5

86.7±9.9 84.3±11.3 74.7±2.2 72.8±3.2 93.3±0.8 90.9±0.9 67.3±5.2 63.9±5.3 85.6±1.4 84.7±1.5 91.2±3.0 91.1±3.0 94.2±3.8 93.9±4.0 62.1±6.1 61.2±6.0 73.8±1.8 73.8±1.8 65.5±1.9 65.0±2.3

4.0% ↓ 5.2% ↓ 0.2% ↑ 0.2% ↓ 0.0% ↑ 0.1% ↑ 2.1% ↑ 2.9% ↑ 0.0% ↑ 0.1% ↑ 0.0% ↑ 0.0% ↑ 0.0% ↑ 0.0% ↑ 0.4% ↑ 0.5% ↑ 0.0% ↑ 0.0% ↑ 0.4% ↓ 0.5% ↓

Makeup
90.8±6.2 89.6±6.2 74.6±2.3 72.9±3.1 93.2±0.7 90.7±1.0 66.6±5.9 63.1±7.2 85.3±1.4 84.4±1.5 91.2±3.4 91.1±3.4 94.2±3.0 93.9±3.3 60.3±5.8 59.2±5.6 73.6±1.6 73.5±1.6 65.9±2.2 65.5±2.4

87.7±6.7 85.3±8.6 74.5±2.2 72.5±3.3 93.3±0.8 90.9±0.8 66.3±5.1 62.7±5.5 85.5±1.3 84.7±1.3 91.2±2.8 91.1±2.8 93.7±3.2 93.4±3.5 61.0±6.3 59.9±6.3 73.8±1.5 73.7±1.5 65.4±1.9 65.0±2.2

3.4% ↓ 4.8% ↓ 0.2% ↓ 0.6% ↓ 0.2% ↑ 0.2% ↑ 0.4% ↓ 0.5% ↓ 0.2% ↑ 0.3% ↑ 0.0% ↑ 0.0% ↑ 0.6% ↓ 0.6% ↓ 1.1% ↑ 1.3% ↑ 0.2% ↑ 0.2% ↑ 0.7% ↓ 0.8% ↓

Amplify
89.8±6.9 88.4±7.2 74.9±2.1 73.3±2.4 93.4±0.7 91.1±0.8 65.2±5.7 61.4±6.8 85.4±1.5 84.5±1.6 91.2±2.8 91.1±2.8 93.9±4.1 93.6±4.4 60.5±6.1 59.0±6.0 73.8±1.7 73.7±1.7 65.3±2.1 64.9±2.3

86.7±7.1 84.8±7.3 74.9±2.3 73.0±2.8 93.2±0.8 90.8±0.9 64.2±5.3 60.5±5.2 85.4±1.5 84.5±1.6 91.0±2.8 90.9±2.8 93.6±4.5 93.3±4.9 61.6±6.0 60.5±5.9 73.6±1.8 73.5±1.8 65.5±2.1 65.0±2.6

3.5% ↓ 4.1% ↓ 0.1% ↑ 0.4% ↓ 0.2% ↓ 0.3% ↓ 1.5% ↓ 1.4% ↓ 0.0% ↓ 0.0% ↑ 0.2% ↓ 0.2% ↓ 0.3% ↓ 0.3% ↓ 1.8% ↑ 2.6% ↑ 0.2% ↓ 0.2% ↓ 0.2% ↑ 0.0% ↑

Rephrase
91.5±4.5 90.5±4.5 74.7±2.0 73.1±2.6 93.4±0.7 91.0±0.8 66.6±4.9 63.7±4.9 85.4±1.7 84.4±1.8 91.0±3.5 90.9±3.5 93.6±2.9 93.3±3.2 62.8±4.3 61.5±4.6 73.6±1.8 73.5±1.8 65.6±2.4 65.2±2.6

87.5±4.5 85.0±6.7 74.4±2.6 72.2±4.3 93.3±0.9 91.0±1.0 65.3±4.9 62.1±4.8 85.2±1.6 84.3±1.7 90.8±3.4 90.7±3.4 93.4±2.7 93.1±2.9 61.9±4.8 60.7±5.0 73.5±1.7 73.5±1.7 65.6±2.0 65.0±2.3

4.5% ↓ 6.1% ↓ 0.4% ↓ 1.3% ↓ 0.1% ↓ 0.1% ↓ 1.9% ↓ 2.5% ↓ 0.3% ↓ 0.2% ↓ 0.2% ↓ 0.2% ↓ 0.3% ↓ 0.3% ↓ 1.5% ↓ 1.3% ↓ 0.1% ↓ 0.1% ↓ 0.0% ↑ 0.3% ↓

Rewrite
92.0±5.6 90.8±6.0 74.7±2.6 73.2±3.0 93.0±0.7 90.5±0.9 65.9±5.0 62.7±5.0 85.4±1.5 84.5±1.6 91.2±3.6 91.1±3.6 94.2±3.8 93.9±4.1 61.9±6.1 60.7±6.1 73.7±2.1 73.6±2.1 65.6±1.9 65.2±2.2

88.7±7.2 86.1±9.5 74.7±2.5 72.6±3.9 93.2±0.8 90.7±0.9 65.6±4.3 62.3±4.1 85.3±1.5 84.4±1.6 91.0±3.4 90.9±3.4 94.2±3.8 93.9±4.1 61.2±6.3 60.1±6.5 73.6±1.6 73.6±1.6 65.6±2.1 65.0±2.6

3.7% ↓ 5.1% ↓ 0.1% ↓ 0.8% ↓ 0.2% ↑ 0.3% ↑ 0.4% ↓ 0.7% ↓ 0.1% ↓ 0.1% ↓ 0.2% ↓ 0.2% ↓ 0.0% ↑ 0.0% ↑ 1.1% ↓ 0.9% ↓ 0.1% ↓ 0.1% ↓ 0.0% ↑ 0.4% ↓

Modify
91.8±6.2 90.6±6.6 75.0±2.0 73.5±2.2 93.3±0.7 90.9±0.7 66.0±6.8 63.0±7.0 85.6±1.2 84.6±1.2 91.3±3.2 91.3±3.2 93.7±3.2 93.3±3.5 61.7±4.2 60.6±4.6 73.7±1.8 73.7±1.8 65.5±2.3 65.1±2.5

89.6±5.8 87.4±7.0 74.3±2.8 72.2±4.0 93.2±0.8 90.8±0.9 65.7±7.2 62.5±7.5 85.3±1.6 84.4±1.7 91.0±2.9 90.9±2.9 93.4±3.7 93.1±4.1 60.3±5.5 59.2±5.5 73.4±1.8 73.4±1.8 65.7±2.1 65.1±2.5

2.3% ↓ 3.5% ↓ 1.0% ↓ 1.7% ↓ 0.1% ↓ 0.2% ↓ 0.4% ↓ 0.7% ↓ 0.3% ↓ 0.2% ↓ 0.4% ↓ 0.4% ↓ 0.3% ↓ 0.3% ↓ 2.2% ↓ 2.2% ↓ 0.4% ↓ 0.4% ↓ 0.4% ↑ 0.0% ↑

Reverse
92.0±6.0 90.9±6.6 75.0±2.4 73.5±2.7 93.4±0.7 91.0±0.7 67.0±6.6 63.8±6.8 85.7±1.5 84.8±1.6 91.2±3.1 91.1±3.1 93.9±3.4 93.6±3.7 61.7±4.5 60.4±4.6 73.7±1.6 73.7±1.6 65.5±1.9 65.1±2.1

89.6±6.9 87.9±7.3 75.2±2.5 73.4±3.2 93.4±0.7 91.0±0.8 66.4±6.5 63.1±6.3 85.3±1.6 84.4±1.7 91.0±3.0 90.9±3.0 94.2±3.0 93.9±3.3 61.4±5.2 60.2±5.9 73.7±1.6 73.7±1.6 65.6±2.3 65.0±2.7

2.6% ↓ 3.3% ↓ 0.3% ↑ 0.1% ↓ 0.0% ↓ 0.0% ↓ 0.8% ↓ 1.0% ↓ 0.5% ↓ 0.4% ↓ 0.2% ↓ 0.2% ↓ 0.3% ↑ 0.3% ↑ 0.4% ↓ 0.3% ↓ 0.0% ↑ 0.0% ↑ 0.1% ↑ 0.2% ↓

Remove
92.3±3.0 91.1±3.1 75.2±2.4 73.5±2.7 93.5±0.6 91.1±0.7 68.0±5.1 65.0±5.8 85.7±1.4 84.7±1.5 92.3±2.1 92.2±2.1 94.2±3.8 93.9±4.1 63.0±4.3 62.0±5.0 73.8±1.7 73.8±1.7 65.9±2.0 65.5±2.3

87.0±5.8 84.9±7.1 74.2±2.5 72.4±3.1 93.4±0.7 91.0±0.9 67.1±5.5 64.0±5.8 85.4±1.6 84.5±1.7 92.1±2.3 92.0±2.3 94.2±3.3 93.9±3.5 60.5±5.8 59.0±6.3 73.8±1.4 73.7±1.4 64.9±2.2 64.3±2.7

5.8% ↓ 6.8% ↓ 1.3% ↓ 1.6% ↓ 0.1% ↓ 0.1% ↓ 1.2% ↓ 1.4% ↓ 0.3% ↓ 0.2% ↓ 0.2% ↓ 0.2% ↓ 0.0% ↓ 0.0% ↑ 4.0% ↓ 4.8% ↓ 0.1% ↓ 0.1% ↓ 1.5% ↓ 1.7% ↓

Repeat
86.0±5.6 83.9±7.3 74.2±2.2 72.4±3.0 93.3±0.8 90.9±1.0 68.3±5.4 65.5±6.2 85.3±1.7 84.4±1.8 91.9±2.6 91.8±2.6 93.4±3.5 93.1±3.8 60.5±5.9 59.1±7.1 73.8±1.5 73.7±1.5 65.3±2.3 64.9±2.7

85.3±7.4 83.1±8.4 74.4±2.0 72.5±2.9 93.3±0.9 90.9±1.2 67.1±5.3 64.1±5.6 85.3±1.7 84.3±1.8 92.3±2.3 92.2±2.2 93.4±3.5 93.1±3.8 60.1±5.6 58.6±6.9 73.8±1.5 73.7±1.5 65.5±2.2 65.1±2.6

0.9% ↓ 0.9% ↓ 0.2% ↑ 0.1% ↑ 0.1% ↑ 0.1% ↑ 1.6% ↓ 2.2% ↓ 0.0% ↓ 0.0% ↓ 0.4% ↑ 0.4% ↑ 0.0% ↑ 0.0% ↑ 0.7% ↓ 0.7% ↓ 0.0% ↑ 0.0% ↑ 0.2% ↑ 0.3% ↑

Table 11: The Mixture of Experts strategy performance on GET. We highlight the improved parts.
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Pollution
Fake News Hate Speech Rumor Sarcasm

Politifact Gossipcop ANTiVax HASOC Pheme Twitter15 Twitter16 RumorEval Twitter Reddit
Acc F1 Acc F1 Acc F1 Acc F1 Acc F1 Acc F1 Acc F1 Acc F1 Acc F1 Acc F1

Vanilla
79.3±11.0 78.2±10.4 71.2±3.6 70.4±3.6 93.0±1.1 90.1±2.1 64.8±7.6 56.8±7.9 85.2±1.8 84.0±1.8 86.2±4.1 86.1±4.1 76.8±6.7 76.1±6.9 58.8±7.8 54.9±8.2 74.3±2.0 74.2±2.0 65.6±3.3 65.2±3.5

78.5±9.9 77.3±9.4 71.0±2.7 70.3±2.7 93.0±1.2 90.1±2.1 64.6±8.4 56.5±8.9 85.1±1.7 83.9±1.7 86.6±4.8 86.5±4.9 76.5±7.9 75.8±8.1 59.2±7.4 55.5±7.6 74.0±1.9 74.0±1.9 65.7±3.4 65.2±3.7

0.9% ↓ 1.1% ↓ 0.2% ↓ 0.2% ↓ 0.0% ↑ 0.0% ↑ 0.2% ↓ 0.5% ↓ 0.1% ↓ 0.1% ↓ 0.4% ↑ 0.4% ↑ 0.4% ↓ 0.4% ↓ 0.8% ↑ 1.1% ↑ 0.4% ↓ 0.4% ↓ 0.2% ↑ 0.1% ↑

Publisher
80.0±12.1 78.9±11.6 71.5±2.1 69.8±2.5 93.2±1.1 90.4±1.9 63.2±7.0 52.2±8.3 84.8±1.3 83.5±1.1 85.3±4.9 85.1±5.0 75.4±6.5 74.5±6.5 58.8±7.3 54.0±9.3 74.2±2.3 74.2±2.3 65.5±3.2 65.2±3.4

79.5±10.3 78.3±9.7 71.3±2.4 69.4±2.9 93.3±1.2 90.6±2.1 63.8±6.8 53.5±7.7 84.9±1.4 83.7±1.3 84.6±5.0 84.4±5.1 75.4±6.6 74.5±6.6 58.8±7.4 53.8±8.5 74.0±2.0 73.9±2.0 65.3±3.3 64.9±3.6

0.6% ↓ 0.7% ↓ 0.3% ↓ 0.5% ↓ 0.2% ↑ 0.2% ↑ 0.9% ↑ 2.5% ↑ 0.2% ↑ 0.2% ↑ 0.9% ↓ 0.8% ↓ 0.0% ↑ 0.0% ↑ 0.0% ↓ 0.5% ↓ 0.3% ↓ 0.4% ↓ 0.4% ↓ 0.5% ↓

Echo
81.9±9.5 81.0±9.1 71.7±2.2 69.7±2.9 93.1±1.4 90.2±2.6 67.3±7.1 61.8±7.4 84.7±1.5 83.3±1.5 85.7±5.2 85.5±5.2 77.9±6.8 77.2±6.4 60.5±5.9 56.3±5.6 74.2±2.7 74.0±2.8 66.7±2.6 66.5±2.7

82.2±9.7 81.2±9.2 71.3±2.7 69.0±3.3 93.2±1.4 90.3±2.4 66.9±7.0 61.4±7.3 84.8±1.4 83.4±1.5 85.1±4.8 85.0±4.9 77.3±7.0 76.7±6.8 60.8±8.3 56.9±9.5 74.3±2.4 74.1±2.5 66.5±2.4 66.4±2.5

0.3% ↑ 0.3% ↑ 0.6% ↓ 0.9% ↓ 0.1% ↑ 0.1% ↑ 0.6% ↓ 0.8% ↓ 0.0% ↑ 0.0% ↑ 0.6% ↓ 0.7% ↓ 0.7% ↓ 0.7% ↓ 0.4% ↑ 1.1% ↑ 0.1% ↑ 0.2% ↑ 0.2% ↓ 0.2% ↓

Support
79.3±11.1 78.2±10.5 70.9±3.2 70.1±3.3 93.3±1.3 90.5±2.5 63.8±8.1 55.2±8.4 85.0±1.8 83.7±1.8 86.0±4.4 85.9±4.5 76.8±7.3 76.2±7.4 60.3±6.7 56.2±7.6 74.9±2.7 74.8±2.7 65.9±2.8 65.5±2.9

78.8±11.3 77.6±10.8 70.9±4.4 70.1±4.4 93.4±1.2 90.7±2.4 64.2±7.1 55.7±7.5 84.9±1.9 83.6±1.8 85.8±4.3 85.7±4.3 75.7±8.0 75.1±8.0 60.6±7.2 56.5±7.8 75.0±2.6 74.9±2.5 65.8±2.7 65.4±2.9

0.6% ↓ 0.7% ↓ 0.0% ↑ 0.0% ↓ 0.2% ↑ 0.3% ↑ 0.7% ↑ 0.8% ↑ 0.1% ↓ 0.1% ↓ 0.2% ↓ 0.2% ↓ 1.4% ↓ 1.5% ↓ 0.4% ↑ 0.5% ↑ 0.1% ↑ 0.1% ↑ 0.1% ↓ 0.2% ↓

Oppose
82.4±11.2 81.5±10.5 66.5±3.9 66.2±4.1 93.3±1.5 91.0±1.9 65.0±8.3 57.1±8.9 82.9±2.3 82.2±2.1 86.6±4.8 86.4±5.0 79.8±7.5 79.4±7.3 61.5±5.7 59.7±5.3 73.3±2.7 73.1±2.7 67.0±2.8 66.8±2.8

81.0±12.0 80.0±11.6 66.8±3.5 66.5±3.5 93.2±1.4 90.9±1.8 66.0±8.4 58.8±8.7 82.7±2.5 82.0±2.2 85.6±5.9 85.4±6.1 79.8±7.2 79.3±7.0 60.8±6.6 58.8±6.1 73.6±2.4 73.5±2.3 66.9±2.8 66.7±2.9

1.7% ↓ 1.8% ↓ 0.4% ↑ 0.6% ↑ 0.1% ↓ 0.2% ↓ 1.5% ↑ 2.9% ↑ 0.2% ↓ 0.2% ↓ 1.1% ↓ 1.1% ↓ 0.0% ↓ 0.0% ↓ 1.1% ↓ 1.5% ↓ 0.4% ↑ 0.5% ↑ 0.2% ↓ 0.2% ↓

Makeup
80.5±12.0 79.5±11.5 71.2±2.9 70.2±3.1 93.3±1.5 90.5±2.7 65.5±6.3 57.6±6.8 84.4±1.9 83.2±1.9 85.7±4.5 85.5±4.6 82.8±7.3 82.5±7.2 62.6±6.5 59.8±7.2 74.1±2.8 74.0±2.8 66.9±2.5 66.7±2.5

79.8±10.9 78.7±10.4 70.8±2.4 69.8±2.4 93.1±1.5 90.2±2.8 65.3±5.5 57.1±6.1 84.4±1.9 83.2±1.9 84.9±4.5 84.8±4.6 82.5±7.6 82.1±7.4 62.8±9.3 60.0±9.7 73.8±2.7 73.7±2.7 66.5±2.7 66.3±2.8

0.9% ↓ 1.0% ↓ 0.5% ↓ 0.5% ↓ 0.2% ↓ 0.3% ↓ 0.2% ↓ 0.7% ↓ 0.0% ↓ 0.0% ↑ 0.9% ↓ 0.9% ↓ 0.3% ↓ 0.4% ↓ 0.4% ↑ 0.5% ↑ 0.5% ↓ 0.4% ↓ 0.5% ↓ 0.5% ↓

Amplify
80.5±9.1 79.3±8.6 71.2±1.8 69.0±2.4 93.1±1.4 90.2±2.5 65.5±7.2 59.1±7.3 85.0±1.6 83.6±1.6 87.3±4.6 87.2±4.7 78.7±6.6 78.0±6.7 59.2±7.7 53.8±9.3 74.8±2.7 74.5±2.9 65.6±3.0 65.2±3.1

81.0±9.8 79.8±9.4 71.0±1.0 68.7±2.0 93.1±1.3 90.2±2.4 65.3±7.4 58.8±7.2 84.8±1.3 83.4±1.3 87.7±4.5 87.5±4.6 79.0±6.9 78.4±6.8 58.8±7.9 53.1±9.2 75.0±2.5 74.8±2.6 65.4±2.8 65.0±2.9

0.6% ↑ 0.6% ↑ 0.2% ↓ 0.5% ↓ 0.0% ↑ 0.1% ↑ 0.2% ↓ 0.5% ↓ 0.3% ↓ 0.3% ↓ 0.4% ↑ 0.4% ↑ 0.4% ↑ 0.5% ↑ 0.8% ↓ 1.2% ↓ 0.3% ↑ 0.3% ↑ 0.3% ↓ 0.4% ↓

Rephrase
88.4±7.3 87.4±7.3 72.3±2.6 71.8±2.4 94.3±1.3 92.2±1.9 68.7±6.5 64.7±7.5 85.2±1.9 84.3±1.9 85.6±4.4 85.4±4.6 82.6±5.6 82.2±5.5 63.5±4.6 61.9±4.5 77.0±3.0 76.9±3.0 67.6±2.2 67.4±2.3

89.4±7.0 88.3±7.5 72.0±1.5 71.3±1.4 94.2±1.4 92.0±2.2 68.0±7.1 63.9±8.2 85.1±1.8 84.2±1.6 85.1±5.4 84.8±5.7 80.7±5.1 80.1±5.0 63.9±5.8 62.1±6.0 75.9±2.9 75.8±2.9 68.5±2.1 68.2±2.3

1.1% ↑ 1.0% ↑ 0.4% ↓ 0.7% ↓ 0.1% ↓ 0.2% ↓ 1.0% ↓ 1.1% ↓ 0.1% ↓ 0.1% ↓ 0.6% ↓ 0.7% ↓ 2.3% ↓ 2.5% ↓ 0.7% ↑ 0.4% ↑ 1.4% ↓ 1.4% ↓ 1.3% ↑ 1.2% ↑

Rewrite
84.8±7.4 83.9±7.1 72.7±2.6 71.2±2.9 93.5±1.5 90.7±2.5 67.0±5.9 62.2±5.7 85.4±1.8 84.4±1.9 84.9±5.0 84.7±5.1 81.8±8.2 81.4±8.2 62.4±7.2 59.5±7.4 76.6±2.3 76.6±2.2 68.1±2.2 67.9±2.3

85.3±6.9 84.4±6.8 70.8±3.1 68.7±3.4 93.0±1.4 90.0±2.5 67.0±6.5 62.1±6.8 84.8±1.8 83.8±1.8 84.4±4.6 84.1±4.8 80.1±8.0 79.8±8.0 63.0±5.7 60.0±6.4 74.8±2.0 74.6±2.0 68.3±2.1 67.9±2.4

0.6% ↑ 0.6% ↑ 2.6% ↓ 3.4% ↓ 0.4% ↓ 0.8% ↓ 0.0% ↓ 0.1% ↓ 0.7% ↓ 0.7% ↓ 0.7% ↓ 0.7% ↓ 2.0% ↓ 2.0% ↓ 1.1% ↑ 0.9% ↑ 2.4% ↓ 2.5% ↓ 0.3% ↑ 0.1% ↓

Modify
82.9±9.5 81.9±9.1 73.4±3.0 72.5±3.0 93.5±1.6 90.8±2.8 65.2±5.7 59.9±5.8 85.2±1.9 84.1±2.0 84.5±5.1 84.3±5.2 80.1±7.9 79.6±7.9 60.8±8.6 58.1±8.9 76.4±2.6 76.3±2.6 67.8±2.2 67.7±2.3

84.1±8.5 83.2±8.0 72.2±2.2 71.0±2.8 93.2±1.6 90.2±2.9 65.3±5.7 59.8±5.8 84.7±2.2 83.7±2.2 84.4±4.9 84.1±5.0 77.9±8.2 77.2±8.3 61.5±8.2 58.8±8.7 75.3±2.5 75.2±2.5 68.3±2.5 67.9±2.9

1.4% ↑ 1.6% ↑ 1.6% ↓ 2.2% ↓ 0.3% ↓ 0.6% ↓ 0.2% ↑ 0.2% ↓ 0.6% ↓ 0.5% ↓ 0.2% ↓ 0.2% ↓ 2.8% ↓ 3.0% ↓ 1.1% ↑ 1.1% ↑ 1.3% ↓ 1.4% ↓ 0.7% ↑ 0.3% ↑

Reverse
78.1±11.9 76.9±11.5 68.9±3.5 68.6±3.3 93.2±1.9 90.3±3.2 66.0±6.7 60.7±6.8 85.3±1.4 84.1±1.4 83.6±4.9 83.3±5.2 80.1±8.8 79.5±8.8 61.9±5.0 60.1±4.3 75.0±2.7 74.9±2.7 67.0±2.3 66.7±2.4

77.4±13.0 76.1±12.8 68.2±2.9 67.9±2.6 92.9±1.9 89.9±3.3 66.0±7.0 60.4±7.6 85.1±1.4 84.0±1.4 84.0±4.7 83.7±5.0 79.3±7.9 78.7±8.0 62.6±4.7 60.9±3.6 73.1±2.4 72.8±2.5 67.2±2.1 66.5±2.7

0.9% ↓ 1.1% ↓ 1.0% ↓ 1.1% ↓ 0.3% ↓ 0.4% ↓ 0.0% ↓ 0.5% ↓ 0.2% ↓ 0.2% ↓ 0.4% ↑ 0.5% ↑ 1.0% ↓ 1.0% ↓ 1.0% ↑ 1.2% ↑ 2.5% ↓ 2.9% ↓ 0.2% ↑ 0.3% ↓

Remove
92.5±3.1 91.4±3.1 74.0±2.6 72.2±2.9 94.5±1.0 92.6±1.3 71.5±4.3 68.9±5.3 85.4±1.8 84.3±1.7 86.8±3.7 86.6±3.7 90.9±4.2 90.5±4.2 66.4±4.5 65.5±5.5 78.1±2.1 78.0±2.1 68.1±2.9 67.9±3.0

91.1±3.9 89.8±4.4 71.8±2.5 70.0±2.8 94.4±1.1 92.3±1.7 70.0±4.4 67.2±5.2 84.9±1.6 83.7±1.4 86.4±3.1 86.2±3.1 90.3±4.6 90.0±4.6 65.5±4.9 63.7±5.7 76.7±2.3 76.6±2.3 66.4±3.1 66.1±3.4

1.6% ↓ 1.7% ↓ 3.0% ↓ 3.0% ↓ 0.2% ↓ 0.3% ↓ 2.2% ↓ 2.6% ↓ 0.6% ↓ 0.7% ↓ 0.4% ↓ 0.4% ↓ 0.6% ↓ 0.6% ↓ 1.4% ↓ 2.7% ↓ 1.7% ↓ 1.7% ↓ 2.4% ↓ 2.7% ↓

Table 12: The Mixture of Experts strategy performance on BERT. We highlight the improved parts.

Pollution
Fake News Hate Speech Rumor Sarcasm

Politifact Gossipcop ANTiVax HASOC Pheme Twitter15 Twitter16 RumorEval Twitter Reddit
Acc F1 Acc F1 Acc F1 Acc F1 Acc F1 Acc F1 Acc F1 Acc F1 Acc F1 Acc F1

Vanilla
90.4±5.2 89.4±6.1 71.7±4.0 69.9±3.7 93.7±0.9 91.1±1.6 62.5±5.2 55.2±4.4 79.8±2.0 78.3±2.2 77.5±3.9 76.8±4.7 63.3±4.8 59.9±5.6 61.2±7.8 57.0±9.4 77.1±1.5 77.0±1.5 69.6±2.3 69.2±2.3

89.2±4.6 88.2±5.4 71.8±3.9 69.7±3.8 93.6±1.0 90.9±1.8 61.8±5.2 54.4±3.7 79.8±2.0 78.3±2.1 77.3±3.8 76.6±4.5 63.0±5.5 59.4±6.5 62.1±8.8 58.1±9.8 77.4±1.7 77.4±1.7 69.4±2.6 69.0±2.8

1.3% ↓ 1.3% ↓ 0.2% ↑ 0.3% ↓ 0.1% ↓ 0.2% ↓ 1.1% ↓ 1.5% ↓ 0.1% ↓ 0.0% ↑ 0.2% ↓ 0.2% ↓ 0.4% ↓ 0.8% ↓ 1.5% ↑ 1.8% ↑ 0.4% ↑ 0.4% ↑ 0.3% ↓ 0.4% ↓

Publisher
90.3±6.7 89.4±7.4 71.2±2.5 67.7±2.6 93.7±1.1 91.0±2.0 62.9±4.9 56.3±5.2 80.0±2.1 78.3±2.4 75.3±5.0 74.2±6.3 62.2±5.3 58.2±6.4 61.2±6.4 56.8±5.9 76.4±1.7 76.3±1.7 70.3±2.5 70.1±2.6

89.9±6.6 89.0±7.3 70.9±2.9 67.1±3.0 93.7±1.1 91.0±2.0 62.8±4.6 56.2±4.6 80.1±2.0 78.5±2.3 76.0±4.4 75.0±5.9 63.5±4.8 59.6±7.1 61.4±6.5 57.0±5.4 76.0±1.6 75.9±1.6 69.8±2.4 69.5±2.4

0.5% ↓ 0.5% ↓ 0.4% ↓ 0.8% ↓ 0.0% ↓ 0.0% ↓ 0.2% ↓ 0.1% ↓ 0.1% ↑ 0.2% ↑ 1.0% ↑ 1.1% ↑ 2.2% ↑ 2.4% ↑ 0.4% ↑ 0.4% ↑ 0.5% ↓ 0.5% ↓ 0.7% ↓ 0.8% ↓

Echo
91.1±6.0 90.1±7.0 70.8±3.6 67.4±3.9 93.9±1.3 91.4±2.1 62.4±5.1 54.9±5.0 80.1±1.6 78.6±1.7 75.3±4.4 74.6±4.8 69.1±6.9 67.2±6.9 61.7±7.6 57.5±9.3 77.4±1.8 77.3±1.7 70.0±2.9 69.8±3.2

91.3±6.3 90.4±7.2 70.6±2.8 66.8±3.0 93.9±1.4 91.4±2.4 62.4±5.8 54.8±6.1 80.0±1.5 78.7±1.7 75.9±3.3 75.2±3.7 69.1±6.0 67.1±6.2 61.5±6.3 57.3±8.3 77.2±1.9 77.1±1.8 70.2±2.6 70.0±2.7

0.3% ↑ 0.3% ↑ 0.3% ↓ 0.9% ↓ 0.0% ↑ 0.0% ↑ 0.0% ↑ 0.1% ↓ 0.0% ↓ 0.1% ↑ 0.8% ↑ 0.8% ↑ 0.0% ↓ 0.2% ↓ 0.4% ↓ 0.3% ↓ 0.3% ↓ 0.3% ↓ 0.3% ↑ 0.3% ↑

Support
90.6±5.9 89.7±6.6 71.7±4.0 69.9±3.5 93.9±1.5 91.2±2.7 63.5±6.3 56.3±5.8 80.3±1.7 78.8±1.9 77.0±6.0 76.3±6.7 63.0±5.0 59.6±4.8 60.1±7.3 56.0±8.0 76.1±2.2 76.0±2.2 69.8±2.6 69.5±2.7

90.3±6.1 89.5±6.7 71.5±3.8 69.3±3.5 94.0±1.3 91.4±2.3 63.1±5.9 56.0±5.4 80.5±1.6 79.1±1.9 76.4±5.9 75.7±6.6 63.5±5.3 60.1±6.4 61.5±6.3 57.3±7.4 76.2±2.7 76.2±2.6 70.0±2.4 69.7±2.5

0.3% ↓ 0.3% ↓ 0.2% ↓ 0.9% ↓ 0.1% ↑ 0.2% ↑ 0.7% ↓ 0.5% ↓ 0.3% ↑ 0.4% ↑ 0.7% ↓ 0.8% ↓ 0.9% ↑ 0.7% ↑ 2.2% ↑ 2.3% ↑ 0.1% ↑ 0.1% ↑ 0.4% ↑ 0.3% ↑

Oppose
90.1±5.7 89.0±6.5 69.2±4.5 68.6±4.1 94.0±0.8 91.7±1.4 61.8±5.1 52.8±5.4 79.0±1.7 77.9±1.6 75.3±4.8 74.5±5.4 61.6±4.9 58.2±5.4 61.2±8.1 57.1±8.7 74.9±2.6 74.7±2.6 70.5±2.1 70.3±2.3

89.9±7.1 88.8±7.8 69.1±4.3 68.4±3.7 94.0±1.2 91.7±1.9 61.5±5.6 53.1±4.2 78.7±1.9 77.6±1.8 75.7±5.2 75.1±5.6 61.3±5.2 57.6±6.0 60.3±7.6 56.0±8.1 75.3±2.3 75.1±2.3 71.0±1.6 70.8±1.8

0.3% ↓ 0.2% ↓ 0.2% ↓ 0.3% ↓ 0.0% ↓ 0.0% ↓ 0.5% ↓ 0.7% ↑ 0.4% ↓ 0.3% ↓ 0.5% ↑ 0.8% ↑ 0.5% ↓ 1.0% ↓ 1.5% ↓ 2.0% ↓ 0.5% ↑ 0.5% ↑ 0.8% ↑ 0.8% ↑

Makeup
89.9±5.3 88.7±6.5 71.6±3.7 70.1±3.6 93.6±1.2 90.8±2.1 61.9±5.4 53.4±7.2 79.5±1.9 78.0±1.9 76.6±4.9 75.9±5.6 66.8±4.1 64.3±5.0 60.1±5.9 55.9±5.9 77.0±2.2 76.9±2.1 70.5±2.2 70.2±2.4

90.1±5.0 88.9±6.3 71.7±3.1 69.7±3.0 93.6±1.3 90.9±2.4 62.4±4.5 53.8±7.0 79.3±1.7 77.9±1.9 75.1±5.5 74.3±6.5 67.4±3.3 64.9±4.6 59.6±5.7 55.5±6.0 77.0±2.3 76.9±2.2 70.6±1.8 70.3±2.0

0.3% ↑ 0.3% ↑ 0.1% ↑ 0.5% ↓ 0.0% ↑ 0.0% ↑ 0.7% ↑ 0.7% ↑ 0.3% ↓ 0.1% ↓ 1.9% ↓ 2.1% ↓ 0.8% ↑ 0.9% ↑ 0.8% ↓ 0.8% ↓ 0.0% ↑ 0.0% ↓ 0.1% ↑ 0.1% ↑

Amplify
90.8±5.4 89.8±6.3 70.3±3.2 65.5±3.7 93.5±1.8 90.6±3.0 62.6±5.4 55.2±6.5 80.0±1.9 78.3±2.1 78.1±4.9 77.4±5.6 65.5±4.3 62.7±4.1 61.7±6.5 57.5±7.4 76.7±0.9 76.6±0.8 69.2±2.4 68.8±2.4

90.6±5.2 89.6±6.1 70.3±3.3 65.1±4.4 93.7±1.8 90.9±2.9 62.6±5.8 55.2±7.2 79.8±1.7 78.2±2.0 77.7±4.4 77.2±4.8 64.6±4.1 61.6±3.9 62.6±7.8 58.3±8.8 76.5±1.4 76.4±1.3 69.0±2.1 68.5±2.2

0.3% ↓ 0.3% ↓ 0.1% ↓ 0.6% ↓ 0.1% ↑ 0.2% ↑ 0.0% ↑ 0.0% ↑ 0.2% ↓ 0.2% ↓ 0.5% ↓ 0.3% ↓ 1.3% ↓ 1.7% ↓ 1.5% ↑ 1.5% ↑ 0.3% ↓ 0.3% ↓ 0.3% ↓ 0.4% ↓

Rephrase
94.5±3.2 93.5±4.4 72.1±4.2 71.1±3.8 94.9±1.2 93.1±1.5 63.8±4.4 56.7±4.8 81.1±1.6 79.7±1.8 73.7±4.4 72.6±4.9 70.7±4.6 69.1±4.3 60.8±4.7 56.1±5.5 76.8±2.5 76.7±2.5 72.0±2.0 71.7±2.4

92.8±6.0 91.7±7.0 72.3±2.8 70.5±2.3 94.8±1.2 92.9±1.6 63.5±3.7 56.0±5.8 80.5±1.9 79.3±1.9 72.9±5.0 71.8±5.9 71.0±3.0 69.2±3.5 60.8±4.2 56.1±5.4 76.0±3.2 75.8±3.4 72.3±2.6 72.2±2.7

1.8% ↓ 1.9% ↓ 0.3% ↑ 0.9% ↓ 0.1% ↓ 0.2% ↓ 0.4% ↓ 1.3% ↓ 0.7% ↓ 0.5% ↓ 1.0% ↓ 1.1% ↓ 0.4% ↑ 0.2% ↑ 0.0% ↑ 0.0% ↑ 1.1% ↓ 1.2% ↓ 0.5% ↑ 0.7% ↑

Rewrite
93.0±4.9 92.1±5.8 74.0±2.2 71.8±2.0 94.3±1.4 92.0±2.1 61.9±5.6 55.0±5.5 80.7±1.8 79.3±2.0 74.8±3.0 73.8±3.5 73.5±4.5 72.0±5.4 61.4±5.6 57.0±6.4 76.9±2.8 76.7±2.9 71.3±2.3 71.0±2.5

92.5±4.8 91.5±5.7 71.3±3.0 67.2±3.8 93.9±1.4 91.3±2.3 61.8±5.7 54.6±6.2 80.5±1.6 79.2±1.9 74.6±4.3 73.5±4.9 70.2±5.6 68.2±5.9 59.4±5.9 54.9±6.7 75.3±4.1 75.0±4.6 72.0±2.0 71.8±2.2

0.5% ↓ 0.6% ↓ 3.7% ↓ 6.4% ↓ 0.5% ↓ 0.8% ↓ 0.2% ↓ 0.8% ↓ 0.2% ↓ 0.1% ↓ 0.2% ↓ 0.3% ↓ 4.5% ↓ 5.2% ↓ 3.3% ↓ 3.8% ↓ 2.0% ↓ 2.3% ↓ 1.1% ↑ 1.1% ↑

Modify
92.5±5.2 91.6±6.1 73.7±2.0 71.9±1.4 94.1±1.0 91.8±1.6 62.2±6.3 56.3±5.1 80.6±1.3 79.3±1.4 75.7±2.2 74.9±2.4 71.0±3.4 69.1±3.8 62.1±6.1 58.5±6.2 76.8±3.1 76.7±3.2 71.0±2.4 70.7±2.7

92.3±5.8 91.4±6.7 71.7±2.8 68.3±2.9 94.0±1.1 91.6±1.9 62.6±5.9 56.4±5.3 80.2±1.9 79.0±1.9 75.1±2.4 74.4±2.7 69.3±4.3 67.2±4.8 61.7±7.5 58.0±7.7 75.7±3.9 75.5±4.3 72.0±2.2 71.8±2.3

0.3% ↓ 0.2% ↓ 2.7% ↓ 5.1% ↓ 0.1% ↓ 0.2% ↓ 0.7% ↑ 0.3% ↑ 0.6% ↓ 0.4% ↓ 0.7% ↓ 0.7% ↓ 2.3% ↓ 2.7% ↓ 0.7% ↓ 0.9% ↓ 1.4% ↓ 1.5% ↓ 1.5% ↑ 1.6% ↑

Reverse
88.0±8.9 87.0±9.3 72.3±4.1 70.7±4.2 93.9±1.2 91.6±2.0 63.5±5.2 57.3±5.5 80.8±1.6 79.5±1.6 77.9±3.9 77.5±4.0 64.7±5.1 61.2±7.2 60.1±6.7 55.3±7.3 74.4±3.5 74.2±3.7 71.2±2.4 71.0±2.6

87.9±9.7 87.1±10.1 71.8±3.0 69.1±4.1 94.0±1.1 91.6±1.8 63.2±5.0 56.5±5.7 80.4±2.0 79.2±1.9 76.4±4.5 76.0±4.6 64.1±4.7 60.9±5.3 59.9±6.8 55.5±7.7 73.3±4.4 72.9±5.0 71.0±2.2 70.8±2.4

0.0% ↓ 0.0% ↑ 0.6% ↓ 2.3% ↓ 0.1% ↑ 0.0% ↑ 0.4% ↓ 1.4% ↓ 0.5% ↓ 0.4% ↓ 1.9% ↓ 1.9% ↓ 0.9% ↓ 0.5% ↓ 0.4% ↓ 0.3% ↑ 1.4% ↓ 1.7% ↓ 0.3% ↓ 0.4% ↓

Remove
94.2±4.1 93.2±5.4 75.3±2.7 73.1±2.7 95.1±1.2 93.4±1.7 67.4±4.5 63.6±4.3 80.8±1.6 79.3±1.6 80.8±5.2 80.5±5.4 85.3±5.9 84.4±6.1 62.5±4.3 59.4±5.5 79.1±2.1 79.0±2.1 71.9±2.0 71.8±2.1

94.0±4.2 93.0±5.1 72.8±2.5 69.6±2.9 95.0±1.0 93.2±1.4 66.4±5.0 62.5±4.0 80.0±2.1 78.7±1.9 78.8±7.3 78.5±7.6 84.0±6.5 83.0±6.5 60.8±5.7 56.5±8.0 78.5±2.5 78.4±2.4 70.0±2.3 69.8±2.4

0.3% ↓ 0.2% ↓ 3.3% ↓ 4.9% ↓ 0.1% ↓ 0.2% ↓ 1.5% ↓ 1.7% ↓ 0.9% ↓ 0.8% ↓ 2.5% ↓ 2.5% ↓ 1.6% ↓ 1.7% ↓ 2.8% ↓ 4.9% ↓ 0.7% ↓ 0.8% ↓ 2.6% ↓ 2.7% ↓

Table 13: The Mixture of Experts strategy performance on DEBERTA. We highlight the improved parts.
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Strategy Content Original Polluted

Case Studies for Basic Evidence Pollution.

Remove

*** may have done irreparable
harm to her career this morning
when she decided to join a gang
of thugs in *** for a day of drink-
ing, drugs and dogfighting at a
public park in ***...

This got to be fake news right
I truly hope not
Who the *** even makes this...
*** anyone can create a meme
...his own daughter lol go figure
Just like her dad into drugs a thug
Hey *** thats a *** story A lie
This may be fake news...
I LOVE these ** stories...
...realise its not true...

This got to be fake news right
I truly hope not
Who the *** even makes this...
*** anyone can create a meme
...his own daughter lol go figure

Repeat

*** *** Baseball Team To Sell
Marijuana Brownies At Their
Concession ***, *** –With the
new laws in effect in ***, major
sports organizations are looking
for ways to cash in on the newest
legal cash crop in the state...

...are like on level 10 progression
Ha?
we need to move
...catering to the smokers...
I got caught straight slippin’
Its very real Ill try to fix the link
its fake Heres the link though
...they used unnamed sources...
...theyll sell so many snacks
food sales are about to blow up

...are like on level 10 progression

...are like on level 10 progression

...are like on level 10 progression

...are like on level 10 progression

...are like on level 10 progression

Case Studies for Rephrase Evidence.

Rephrase Attorney General *** today
issued the following
statement:“During the course of
the confirmation proceedings on
my nomination to be Attorney
General, I advised the Senate
Judiciary Committee that ‘[i]f a
specific matter arose where I
believed my impartiality might
reasonably be questioned, I
would consult with Department
ethics officials regarding the
most appropriate way to
proceed.’...

do not understand why u
hate pres *** the way u do

I don’t understand why you seem
to have such strong dislike

towards President ***.

Rewrite

I’m not sure why you might think
I have a particular opinion

about President ***. This text
is simply sharing information
about Attorney General ***’s
decision to recuse himself from
any investigations related to the
2016 presidential campaigns.

Reverse

It’s not clear why you seem
to support President *** so
strongly. The Attorney General,
***, has just announced that he
will recuse himself from any in-
vestigations related to the Pres-
idential campaigns, which sug-
gests a commitment to impartial-
ity and integrity.

Modify

It seems there might be

a misunderstanding . This
text appears to be a statement
from Attorney General ***
about recusing himself from
any matters related to the
2016 Presidential campaigns.
It doesn’t express any hate

towards President ***.

Table 14: Case studies of the polluted evidence. We employ the Politifact dataset and conceal personal privacy
information such as name and location, as well as content that may contain hate speech. We present the examples
and highlight the parts highly related to the intent of a specific pollution strategy. Here are the case studies of Basic
Evidence Pollution and Rephrase Evidence. For Rephrase Evidence, we also highlight the parts sharing the
same semantic content as the original. It illustrates that the polluted evidence is of high quality, where LLMs could
understand the pollution intent and inject malicious content into the original evidence while keeping it human-like.
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Strategy Content Polluted

Case Studies for Generate Evidence.

Vanilla Attorney General *** today issued the following
statement:“During the course of the confirmation
proceedings on my nomination to be Attorney
General, I advised the Senate Judiciary Committee
that ‘[i]f a specific matter arose where I believed
my impartiality might reasonably be questioned, I
would consult with Department ethics officials
regarding the most appropriate way to proceed.’...

*** to step aside from any matters arising from
2016 Presidential campaigns.

Support *** clarified this decision doesn’t confirm or sug-
gest the scope of any investigation.

Oppose ***’s recusal was a tactic, not a commitment ,
sources claim

Publisher
AG ***’s decision to recuse himself from campaign-
related investigations demonstrates commitment to
fairness and impartiality. #Transparency

Echo
AG *** has shown his dedication to upholding jus-
tice by recusing himself from any matters related to
the 2016 Presidential campaigns.

Makeup
*** consulted with senior career Department

officials before making this decision.

Amplify

*** recuses himself from any mat-
ters related to 2016 Presidential
campaigns. What does this mean
for the *** investigation? #Politics

Table 15: Case studies of Generate Evidence (cont.). We present the examples and highlight the parts highly
related to the intent of a specific pollution strategy. It illustrates that the generated evidence is of high quality, where
LLMs could understand the pollution intent and could inject predetermine malicious content.
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Figure 7: Performance of existing strong detectors on different datasets under different pollution strategies. We
illustrate the most effective pollution strategy on each dataset for each model.
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the most effective pollution strategy on each dataset for each model.
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Figure 9: Performance of LLM-based detectors on different datasets under different pollution strategies. We
illustrate the most effective pollution strategy on each dataset for each model.
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Figure 10: The performance trend of Parameter Updating strategy with re-training data increasing. We present
DEFEND on different datasets under different pollution strategies. We present the max improvement of each
situation and highlight the top-ten improvement. It strengthens that Parameter updating is the most effective
defense strategy, however, the need for annotated data and the unknown when the training ends limit its practical
application.
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Figure 11: The performance trend of Parameter Updating strategy with re-training data increasing. We present
HYPHEN on different datasets under different pollution strategies. We present the max improvement of each
situation and highlight the top-ten improvement. It strengthens that Parameter updating is the most effective
defense strategy, however, the need for annotated data and the unknown when the training ends limit its practical
application.
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Figure 12: The performance trend of Parameter Updating strategy with re-training data increasing. We present
GET on different datasets under different pollution strategies. We present the max improvement of each situation
and highlight the top-ten improvement. It strengthens that Parameter updating is the most effective defense
strategy, however, the need for annotated data and the unknown when the training ends limit its practical application.
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Figure 13: The performance trend of Parameter Updating strategy with re-training data increasing. We present
BERT on different datasets under different pollution strategies. We present the max improvement of each situation
and highlight the top-ten improvement. It strengthens that Parameter updating is the most effective defense
strategy, however, the need for annotated data and the unknown when the training ends limit its practical application.
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Figure 14: The performance trend of Parameter Updating strategy with re-training data increasing. We present
DEBERTA on different datasets under different pollution strategies. We present the max improvement of each
situation and highlight the top-ten improvement. It strengthens that Parameter updating is the most effective
defense strategy, however, the need for annotated data and the unknown when the training ends limit its practical
application.
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Figure 15: Calibration of existing detectors with the original and polluted evidence. We highlight the values where
evidence pollution harms the model calibration. Evidence pollution could harm the model calibration.
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