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Abstract

Knowledge distillation (KD) has emerged as a promising technique in deep learning,
typically employed to enhance a compact student network through learning from
their high-performance but more complex teacher variant. When applied in the
context of image super-resolution, most KD approaches are modified versions of
methods developed for other computer vision tasks, which are based on training
strategies with a single teacher and simple loss functions. In this paper, we propose
a novel Multi-Teacher Knowledge Distillation (MTKD) framework specifically
for image super-resolution. It exploits the advantages of multiple teachers by
combining and enhancing the outputs of these teacher models, which then guides
the learning process of the compact student network. To achieve more effective
learning performance, we have also developed a new wavelet-based loss function
for MTKD, which can better optimize the training process by observing differences
in both the spatial and frequency domains. We fully evaluate the effectiveness
of the proposed method by comparing it to five commonly used KD methods for
image super-resolution based on three popular network architectures. The results
show that the proposed MTKD method achieves evident improvements in super-
resolution performance, up to 0.46dB (based on PSNR), over state-of-the-art KD
approaches across different network structures. The source code of MTKD will be
made available here| for public evaluation.

1 Introduction

Image super-resolution (ISR) is an important research topic in image processing; its purpose is to
create a high-resolution (HR) image with improved perceptual quality and richer spatial detail from
a corresponding low-resolution (LR) version. It is widely used in applications including medical
imaging [63]], image restoration [39], enhancement [57]], and picture coding [[1]]. The past decade
has seen impressive performance improvements due to extensive research in this area, in particular
associated with advances in deep learning techniques. Learning-based ISR approaches can be
classified according to their basic network structure [2]. One major class is based on convolutional
neural networks (CNNs), with notable examples including e.g., SRCNN [14], EDSR [40] and RCAN
[74;142]]. A second class employs Vision Transformer (ViT) networks with important contributions
such as SwinIR [39]], Swin2SR [[13] and HAT [11].

Although these learning-based ISR algorithms have demonstrated superior performance over con-
ventional methods based on classic signal processing theory, they are typically associated with high
computational complexity and memory requirements, often inhibiting their practical deployment. To
address this issue, research has focused on the development of lightweight ISR methods for real-world
applications [28; 6]]. These works often obtain compact models through model compression [4]] or
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Figure 1: Illustration of the proposed Multi-Teacher Knowledge Distillation framework.

other simplification of their corresponding full versions. However, when these lite ISR models
are directly optimized based on the same training material used for their original counterparts, they
generally achieve lower super-resolution performance due to their reduced model capacity and limited
learning ability.

To further improve the performance of these low complexity learning-based ISR methods, knowledge
distillation (KD) techniques [23]] have been commonly applied. These employ a larger network as a
“teacher” that transfers knowledge to a smaller “student” network. In this process, an auxiliary loss
function is often employed to instruct the student to mimic the teacher’s output, through minimizing
the disparity between intermediate features or by aligning their final predictions. This type of
approach has demonstrated promising outcomes for various applications such as image classification
[30; [50], video compression [53], object detection [553} [77]], natural language processing (NLP)
[29% and quality assessment [[16]].

Many prior studies [15} [73; 21} 51]] in KD predominantly focus on the transfer of knowledge from a
single teacher to its corresponding student. This strategy loses the advantages of well-performing
complex models. They also employ simple loss objectives, such as L1, to minimize the output
difference between the teacher and student models; this does not fully reflect the nature of image
super-resolution in reconstructing lost high-frequency information in the higher-resolution content.

In this context, inspired by the advances in multi-teacher selection based KD for natural language
processing tasks [69] and the classic wavelet transforms [22], this paper presents a novel Multi-
Teacher Knowledge Distillation (MTKD) framework for image super-resolution based on a new
wavelet-inspired loss function. As illustrated in Fig. [[, MTKD employs a new Discrete Cosine
Transform Swin transformer (DCTSwin) based network to combine the outputs of multiple ISR
teacher models and generates an enhanced representation of the high-resolution image, which is then
used to guide the student model during distillation. For improving knowledge transfer performance,
we have designed a new distillation loss function based on the discrete wavelet transform, which
compares the output of the student and the enhanced representation within different frequency
subbands. The primary contributions of this work are summarized as follows.

1) We, for the first time, propose a novel Multi-Teacher Knowledge Distillation (MTKD)
framework for image super-resolution. This framework allows the use of multiple teacher
models with different network architectures, which improves the efficiency and diversity of
transferred knowledge.

2) We have developed a knowledge aggregation network based on novel DCTSwin blocks,
which is employed to combine the outputs of multiple teachers to produce a refined repre-
sentation for ISR knowledge distillation.



3) We have designed an ISR-specific and wavelet-based loss function which collects infor-
mation from different frequency subbands allowing the model to effectively learn high-
frequency information from the original images, which can enhance the performance of
knowledge distillation for image super-resolution.

We have demonstrated the superior performance of the proposed method through quantitative and
qualitative evaluations based on three teacher and student models with distinct network architectures.
Our MTKD approach has been compared against five existing KD methods and achieved consistent
and evident performance gains, up to 0.46dB assessed by PSNR.

2 Related Work

Our work is closely related to two main research topics in the literature: image super-resolution and
knowledge distillation.

2.1 Image Super-Resolution (ISR)

ISR is an image restoration technique, which aims to reconstruct high spatial resolution images
from their low-resolution counterparts. In conventional methods, this is achieved using upsampling
filters [S)]. However, learning-based ISR methods are predominate due to their superior performance.
One of the earliest contributions in this area is SRCNN [14], which is based on a simple three-layer
convolutional network. This has been further enhanced by incorporating more sophisticated network
structures, with notable examples such as VDSR [32] based on residual connections, SRRetNet [34]]
and EDSR [40] employing residual blocks, and RCAN [74] containing channel weight attention
mechanisms. Recently, more effective ISR algorithms have been proposed inspired by the Vision
Transformer (ViT) networks [61], which leverage self-attention mechanisms for capturing extensive
contextual interaction information. Important contributions include the ESRT [47], SwinIR [39]
and Swin2SR [13] based on shifted window attention [44]], and HAT [11]] which combines both
channel attention and window-based self-attention schemes. To improve the perceptual quality of
super-resolution results, generative models such as variational autoencoders (VAEs), generative
adversarial networks, and diffusion models have also been exploited, with typical examples including
SR-VAE [45], VDVAE-SR [12], SRGAN [34]], CAL-GAN [52]], SR3 [54] and IDM [18]. For a
more comprehensive overview of image super-resolution, readers are referred to references including
(685 137].

2.2 Knowledge Distillation (KD)

The objective of Knowledge Distillation (KD) is to improve the model generalization of a compact
student model by emulating the behavior of a large well-performing teacher network. It is typically
applied together with model compression in order to reduce the complexity of a deep neural network
[4]. KD offers enhanced performance compared to directly optimizing the compact model on training
data only [23]. Existing KD approaches can be categorized into two primary classes that either: (i)
perform direct emulation of the output from the teacher model (output-level) [30;[75] or (ii) allow
the student network to learn intermediate features generated by the teacher model (feature-level)
[215 155 70]. These approaches have been widely applied to many high-level tasks, including, image
classification [30;150; 41} |10], object detection [555 75 9; [77]] and natural language processing (NLP)
[29; 435 131]]. In the context of ISR, SRKD is a pioneer work [[17]] employing KD for image super-
resolution. It has been further enhanced through distilling second-order statistical information from
feature maps as in FAKD [21]], which improves the effective transfer of structural knowledge from the
teacher to the student. In [35], the teacher model is replaced by the privileged information obtained
from the ground truth high-resolution images, which has been reported to offer improved knowledge
distillation performance. Moreover, knowledge distillation has been improved in [75] through image
zooming and invertible data augmentations, which enhances the generalization of the student model.

It is noted that all the aforementioned knowledge distillation approaches for ISR are based on a
single-teacher framework. In the context of multi-task learning, some recent studies have identified
the potential of using multiple teachers for knowledge distillation [20;49;138;[25]]. Similar approaches
have also been proposed for applications with single tasks, such as [8;165;[76]. These approaches
involve leveraging the weighted average of teacher models for distilling into the student model with



fixed weights. In contrast, [69] proposed an approach that dynamically assigns weights to teacher
models based on individual examples. However, these knowledge distillation paradigms have only
been investigated for high-level tasks such as classification and detection, and have not been exploited
for image super-resolution in the literature.

Moreover, existing knowledge distillation methods typically employ simple loss functions to perform
observation in the spatial or feature domain. Due to the nature of the ISR task, which aims to recover
spatial details (high-frequency information) in high-resolution images, it is more important to conduct
an assessment in the frequency domain during the training process. It is noted that in the literature
several token-mixing models have been proposed recently, which replace self-attention modules in
transformers with Fourier [36] and wavelet transforms [27]. These models show evident performance
enhancement for high-level vision tasks such as image classification and semantic segmentation,
while maintaining low computational complexity. In the field of ISR, feature extraction has been
performed in the frequency domain in order to achieve competitive performance [[72;26; 66], and
there are also several attempts to design transform-based (DCT or Fast Fourier Transform) loss
functions [465(67]. However, as we are aware, wavelet-based loss objectives have not previously been
investigated for ISR.

3 Proposed method: MTKD

As illustrated in Fig. [1} our Multi-Teacher Knowledge Distillation (MTKD) framework consists
of two primary stages: 1) knowledge aggregation and 2) model distillation. In Stage 1, the input
low-resolution image I1,g € RHEXWXCin (H, W and Cjy, represent the image height, width and the
number of color channels respectively) is reconstructed by NV pre-trained ISR teacher models, denoted
by M}.... MY, resulting in N high-resolution images, Iji . .. I§k. These are then concatenated
and fed into a Knowledge Aggregation module, which outputs an enhanced high-resolution image,
INT. Once the Knowledge Aggregation module is optimized, its parameters are then fixed in Stage 2
when the student model is trained through knowledge distillation.

3.1 Stage 1: Knowledge Aggregation
3.1.1 Network architecture

The architecture of the network employed for knowledge aggregatlon is shown in Flg‘g} The input
of the network is the concatenation of N teachers’ outputs, [[jig ... [{z] € RS SWXCinxN fip
which s is the up-scale factor in ISR. A pixel unshuffle layer (together with an additional 3 x 3
convolution layer) is then used to down-sample the spatial resolution of the input by a factor of s.
The down-sampling factor here is the same as the super-resolution up-scale rate in order to keep
the following DCTSwin blocks independent from the upscale factor. The feature set output by the
convolutional layer is denoted by F, € RF*Wx*C where C represents the feature channel number
that is a fixed hyperparameter. F are then processed by B DCTSwin blocks, generating deep features
Fl F?...FB. The last set of features F'7? is fed into a 3 x 3 convolutional layer to produce F,
which will be combined with the shallow features F before being upsampled to the full image
resolution. The upsample module is implemented based on the sub-pixel convolution layer [56].

3.1.2 DCTSwin block

As shown in Fig. [} each DCTSwin block contains L DCTSwin Transformer Layers (DCTSTLSs),
which are modified from the original Swin Transformer layer [44]. It first normalizes the input using
a Layer Norm before performing Discrete Cosine Transform (DCT). The transformed coefficients
are then processed by the Shifted Window Multi-head Self-Attention (SW-MSA) module [44]. The
output of the SW-MSA module is further fed into the Inverse DCT (IDCT) module to recover the
features in the spatial domain, which are combined with the input of this DCTSTL to achieve residual
learning. Here to reduce the number of model parameters and facilitate fast DCT operation, the
input of the DCT is segmented into Wy x Wy blocks prior to the SW-MSA module through window
partition [44], and the window reverse operation is performed after the IDCT module to reshape and
assemble the output.



Table 1: The configurations of the employed teacher and student ISR networks.
Model | Role | Channel | Block/Group | #Params(M)

SwinlIR [39] | Teacher 180 6/- 11.8
SwinlR_lightweight [39] | Student 60 4/- 0.9
RCAN [74] | Teacher 64 20/10 15.6
RCAN_lightweight [15;(75] | Student 64 6/10 5.2
EDSR [40] | Teacher 256 32/- 43

EDSR_baseline [40] | Student 64 16/- 1.5

3.1.3 Loss function

To train the Knowledge Aggregation module, we optimize its network parameters by minimizing the
L1 loss between the ground-truth image, I, and the output of the module, I Il}/IRT :

Lxa = |ler — Ifg || - ey
3.2 Stage 2: Model Distillation

In Stage 2, the network parameters of the optimized Knowledge Aggregation module will be fixed
for student-teacher distillation. Here our new MTKD approach does not require the student network
to have a similar architecture to one of the teacher models. This allows us to employ teacher models
with diverse network architectures in order to achieve improved knowledge distillation performance.

3.2.1 Loss function

The output of the Knowledge Aggregation module and the ground-truth image are jointly employed
to train the student model. Specifically, we first compare the output of the student model I, with
the ground truth based on L1 loss:

‘cstu = HIstu - IGTHl . (2)

The design of the distillation loss is inspired by [73]], where a wavelet-based training methodology was
employed for image-to-image translation. It is calculated between I, and I} after decomposing
both using a discrete wavelet transform (DWT):

1
Lais = 3777 zkj [DWT: g (Tot) = DW Tk (T )] 3)

in which ¢ € {LL,LH,HL, HH}. Here kK = 1... K, which stands for the DWT decomposition level.

These two losses are then combined as the overall loss function L;,:4; as given below.

£total = a»cstu(-[stuv IGT) + ['dis (Istua I%g% (4)

where « is a tunable weight to determine the contributions of two losses. It is noted here that we did
not employ a wavelet-based loss for L. This is because (i) L1 loss is the most commonly used
loss function to minimize the difference between the model output and the ground truth; (ii) due to
the small « value used, the contribution of Ly, is rather limited. Using L1 loss here can effectively
reduce the training complexity without compromising the performance.

4 Experiment Configuration

4.1 Teacher and student networks

To evaluate the effectiveness of the proposed MTKD approach, we followed the evaluation practice in
[75] by selecting two widely used CNN-based ISR models: EDSR [40], RCAN [74], and one popular
transformer-based model: SwinlIR [39] for comparison. Their open-source full original models
have been used here as the teacher networks. As the aim of this paper is to develop and validate
a new knowledge distillation method, rather than design a novel lightweight model, we employed



the existing low complexity variants of these teacher networks as the compact student models. For
EDSR and SwinlIR, the student models are the same as in their original papers: EDSR_baseline [40]
and SwinlIR_lightweight [39]]. For RCAN, due to the lack of the lite model in the corresponding
literature, we follow the configurations in [[155[75]] to obtain the compact RCAN model, denoted by
RCAN_lightweight. The configuration details of these teacher and student models are summarized
in Table[I] To fully evaluate the ISR performance, we trained and evaluated each model for super-
resolution tasks with multiple scale factors, including x2, x3 and x4.

4.2 Training configurations

In alignment with [39; 40; [74], we utilized 800 images from DIV2K [58]] in this experiment for
model training. In the training process, we perform random cropping of LR patches with dimensions
64 x 64 from the LR images, and the corresponding HR patches are cropped from the ground-truth
images based on the scale factor. To achieve data augmentation, random rotation and horizontal
flipping are further applied to the training material.

Other training configurations include ADAM optimizer [33]] with parameter settings 31 = 0.9,
B2 =0.999, and € = 10~8; the block number B is 4, layer number L is 2 and the window size Wy is
set to 8; the feature channel number C' is 24, and the maximum DWT decomposition level K is 1;
the factor a used to balance the distillation loss function is set as 0.1. The training batch size is 16
with a total of 2.5 x 10° iterations; the initial learning rate is set to 10~* and is decayed by a factor
of 10 at every 10° update. This experiment is implemented on the BasicSR [62]] platform using an
NVIDIA V100 GPU.

4.3 Evaluation configurations

Four commonly used test sets, Set5 [3]], Set14 [[71], BSD100 [48], and Urban100 [24]], were employed
here for benchmarking the model performance. The ISR performance is assessed using two widely
used quality metrics including peak signal-to-noise ratio (PSNR) and structural similarity index
(SSIM) [64].

To benchmark the performance of the proposed MTKD method, we employed five existing knowledge
distillation methods for comparison including basic KD [23[], AT [70], FAKD [21], DUKD [735],
and CrossKD [[15]]. We also include the results of the corresponding pre-trained teacher and student
(training from scratch without any KD) models for benchmarking.

5 Results and Discussion

5.1 Quantitative Evaluation

The quantitative results for three compact ISR networks, EDSR_baseline [40], SwinIR_lightweight
[39] and RCAN_lightweight [[15} [75] that have been trained with different knowledge distillation
methods, including basic KD [23]], AT [[70]], FAKD [21], DUKD [/75]], CrossKD [15] and the proposed
MTKD are presented in Table [2}f4] in which the best and second-best performers are highlighted
in red and blue, respectively. Here we also provide results for the original EDSR, SwinIR and
RCAN models (denoted by “full” in Table2}4), their pre-trained student variants (without knowledge
distillation, denoted by “compact”), and our enhanced teacher (through knowledge aggregation,
denoted by “MT”) for reference. It should be noted that the results for DUKD, CrossKD, and three
original pre-trained teacher/student models are from their corresponding publications, while the
results for KD, AT and FAKD were generated by ourselves based on their publicly available source
code. We did not report the results of CrossKD for the EDSR and SwinIR student model, and those
of DUKD for EDSR student, due to the unavailability of the source code and these results associated
with their original papers.

It can be observed from Table [2}f4] that our MTKD approach consistently offers the best performance
for all three student models, on four different test datasets, and for different scale factors. MTKD
optimized RCAN_lightweight model even outperforms its original full version (e.g., with a 0.26dB
PSNR gain for scale x4 on the Urban100 database). We also note that the performance improvement
over other knowledge distillation methods is more significant when the performance difference
between the original teacher and (pre-trained w/o KD) student models is larger - this aligns with the



Table 2: Quantitative results (PSNR/SSIM) for the RCAN_lightweight model.

Dataset | Set5 | Setl4 | BSDI00 | Urbanl00
Model ‘ Scale ‘ Method ‘ PSNR/SSIM ‘ PSNR/SSIM ‘ PSNR/SSIM ‘ PSNR/SSIM
MT 38.41/0.9626 | 34.49/0.9252 | 32.53/0.9045 | 33.91/0.9429
Full 38.27/0.9614 | 34.12/0.9216 | 32.41/0.9027 | 33.34/0.9384
Compact 38.07/0.9608 | 33.62/0.9183 | 32.20/0.9000 | 32.32/0.9302
%2 KD 38.18/0.9611 | 33.83/0.9197 | 32.29/0.9010 | 32.67/0.9329
AT 38.13/0.9610 | 33.70/0.9187 | 32.25/0.9005 | 32.48/0.9313
FAKD 38.16/0.9611 | 33.82/0.9190 | 32.27/0.9010 | 32.53/0.9320
DUKD 38.23/0.9614 | 33.90/0.9201 | 32.33/0.9016 | 32.87/0.9349
CrossKD 38.18/0.9612 | 33.82/0.9195 | 32.29/0.9012 | 32.69/0.9331
MTKD (ours) | 38.26/0.9619 | 34.09/0.9219 | 32.40/0.9031 | 33.06/0.9364
MT 34.96/0.9315 | 30.93/0.8531 | 29.48/0.8154 | 29.85/0.8822
Full 34.74/0.9299 | 30.65/0.8482 | 29.32/0.8111 | 29.09/0.8702
g Compact 34.56/0.9284 | 30.41/0.8438 | 29.16/0.8076 | 28.48/0.8600
32> %3 KD 34.61/0.9291 | 30.47/0.8447 | 29.21/0.8080 | 28.62/0.8612
AT 34.55/0.9287 | 30.43/0.8438 | 29.17/0.8070 | 28.43/0.8577
FAKD 34.65/0.9291 | 30.45/0.8442 | 29.21/0.8087 | 28.52/0.8602
DUKD 34.74/0.9296 | 30.54/0.8458 | 29.25/0.8088 | 28.79/0.8646
CrossKD 34.66/0.9291 | 30.50/0.8448 | 29.22/0.8082 | 28.64/0.8617
MTKD (ours) | 34.78/0.9306 | 30.59/0.8483 | 29.34/0.8106 | 29.18/0.8704
MT 32.83/0.9027 | 29.06/0.7934 | 27.93/0.7496 | 27.44/0.8232
Full 32.63/0.9002 | 28.87/0.7889 | 27.77/0.7436 | 26.82/0.8087
Compact 32.32/0.8964 | 28.69/0.7840 | 27.63/0.7381 | 26.34/0.7933
<4 KD 32.45/0.8980 | 28.76/0.7860 | 27.67/0.7400 | 26.49/0.7980
AT 32.31/0.8967 | 28.69/0.7839 | 27.64/0.7385 | 26.29/0.7927
FAKD 32.46/0.8983 | 28.75/0.7859 | 27.68/0.7402 | 26.42/0.7973
DUKD 32.56/0.8990 | 28.83/0.7870 | 27.72/0.7410 | 26.62/0.8020
CrosskKD 32.45/0.8984 | 28.81/0.7866 | 27.69/0.7406 | 26.53/0.7992
MTKD (ours) | 32.62/0.9009 | 28.84/0.7901 | 27.88/0.7447 | 27.08/0.8108

observation reported elsewhere [50]. The second best performer is DUKD for RCAN and FAKD
for SwinIR and EDSR, typically with lower PSNR results (up to 0.46 dB) compared to MTKD.
We also observe that most of the benchmarked knowledge distillation methods do offer improved
performance compared to the corresponding pre-trained student model (without KD) - thus verifying
the effectiveness of the knowledge distillation technique. As we mentioned above, the output of the
Knowledge Aggregation module, I}¥i, has also been compared with its ground-truth counterpart,
with results (denoted by “MT”) are shown in Table It is noted that for all three scale factors, and
four test datasets, the MT results are always better than those for full EDSR, SwinlR and RCAN
models, which also showcase the effectiveness of the Knowledge Aggregation module.

5.2 Qualitative Evaluation

Fig. [2]and 3] shows a visual comparison between results generated by various SwinIR models (for a
scale factor 4) that are trained using different knowledge distillation methods. The source images
presented are from the Urban100 dataset, which is the most challenging one among all four test sets.
It can be observed that for repetitive texture reconstruction (subfigure (a) and (b)) in Fig. 2} MTKD
produces sharper edges and structures which are closer to the ground-truth high-resolution images
compared to other knowledge distillation methods. This may be due to the use of the DWT-based
loss function, which is able to perceive high frequency energy changes at various directions. MTKD
can also generate more spatial details as shown in subfigures (c) and (d) in Fig. |3} such as complex
textures. The perceptual quality enhancement achieved by MTKD has also been verified by the
corresponding PSNR values in each example.



Table 3: Quantitative results (PSNR/SSIM) for the EDSR_baseline model.

Dataset | Set5 | Setl4 | BSDI100 | Urbanl00
Model ‘ Scale ‘ Method ‘ PSNR/SSIM ‘ PSNR/SSIM ‘ PSNR/SSIM ‘ PSNR/SSIM
MT 38.41/0.9626 | 34.49/0.9252 | 32.53/0.9045 | 33.91/0.9429
Full 38.11/0.9601 | 33.92/0.9195 | 32.32/0.9013 | 32.93/0.9351
Compact 37.96/0.9608 | 33.55/0.9176 | 32.17/0.9003 | 31.99/0.9274
X2 KD 37.97/0.9610 | 33.60/0.9180 | 32.19/0.9002 | 32.09/0.9283
AT 37.99/0.9607 | 33.58/0.9173 | 32.21/0.8996 | 32.08/0.9275
FAKD 38.01/0.9604 | 33.59/0.9181 32.23/0.9008 | 32.11/0.9292
MTKD (ours) | 38.08/0.9612 | 33.82/0.9196 | 32.29/0.9017 | 32.42/0.9308
MT 34.96/0.9315 | 30.93/0.8531 | 29.48/0.8154 | 29.85/0.8822
Full 34.65/0.9282 | 30.52/0.8462 | 29.25/0.8093 | 28.80/0.8653
- Compact 34.36/0.9273 | 30.28/0.8421 | 29.09/0.8066 | 28.14/0.8528
8 x3 KD 34.39/0.9277 | 30.31/0.8427 | 29.10/0.8071 | 28.19/0.8533
~ AT 34.40/0.9268 | 30.30/0.8431 29.16/0.8056 | 28.12/0.8519
FAKD 34.47/0.9273 | 30.37/0.8425 | 29.12/0.8062 | 28.21/0.8533
MTKD (ours) | 34.54/0.9286 30.48/0.8450 | 29.20/0.8086 | 28.48/0.8578
MT 32.83/0.9027 | 29.06/0.7934 | 27.93/0.7496 | 27.44/0.8232
Full 32.46/0.8968 | 28.80/0.7876 | 27.71/0.7420 | 26.64/0.8033
Compact 32.09/0.8944 | 28.56/0.7814 | 27.57/0.7372 | 26.03/0.7849
x4 KD 32.12/0.8952 | 28.56/0.7823/ | 27.56/0.7382 | 26.02/0.7861
AT 32.08/0.8935 | 28.49/0.7798 | 27.51/0.7365 | 26.00/0.7866
FAKD 32.21/0.8957 | 28.55/0.7826 | 27.58/0.7377 | 26.11/0.7892
MTKD (ours) | 32.29/0.8967 | 28.73/0.7849 | 27.69/0.4707 | 26.32/0.7918

5.3 Ablation Study

To demonstrate the effectiveness of each primary contribution in this work, we conducted ablation
studies to more fully characterise the impact of our proposed MTKD framework.

5.3.1 Study 1: Multiple teachers

To confirm the contribution of multiple teachers in the MTKD framework, we created two different
variants, each of which employs 1-2 teachers. Here only the RCAN_lightweight model (for the x4
ISR task) is employed in this experiment, and the created variants include (v1) with both SwinIR
and EDSR as teachers; (v2) only with SwinIR as teacher. Here we kept SwinlR as a teacher in
both variants due to its superior performance over the other two teachers. As shown in Table[5] the
performance is improved in line with the number of teachers, with the full MTKD method (with three
teachers) delivering the best ISR results.

To further showcase the contribution of each employed teacher model in the proposed framework, we
utilize the Local Attribution Maps tool [19]] to identify the level of contribution from the pixels in
each teacher’s output, Ify, to those in the output of the Knowledge Aggregation module, I 11}/11%‘ . As
illustrated in Fig. 4} we can observe that all three teacher models have contributed information to the
final output of the Knowledge Aggregation module.

5.3.2 Study 2 - Knowledge aggregation network structure

As the design of the Knowledge Aggregation network (with the new DCTSwin blocks) is one of
the primary contributions in this work, we tested the effectiveness of the proposed DCTSwin blocks
by replacing them with Mixer Layer blocks [59] (v3) and removing the DCT and IDCT modules
(v4). In (v3), to enable a fair comparison, we keep the number of parameters similar to that of the
original knowledge aggregation network. The experiment is also based on the Urban100 database,
RCAN_lightweight model and the scale factor 4. Based on the results summarized in Table 5] both
(v3) and (v4) have been outperformed by the original network design, which shows the importance of
using DCT/IDCT modules and the DCTSwin blocks.



Table 4: Quantitative results (PSNR/SSIM) for the SwinIR_lightweight model.

Dataset Set5 Setl4 BSD100 Urban100
Model \ Scale \ Method \ PSNR/SSIM \ PSNR/SSIM \ PSNR/SSIM \ PSNR/SSIM
MT 38.41/0.9626 | 34.49/0.9252 | 32.53/0.9045 | 33.91/0.9429
Full 38.35/0.9620 | 34.14/0.9227 | 32.44/0.9030 | 33.40/0.9393
Compact 38.14/0.9611 | 33.86/0.9206 | 32.31/0.9012 | 32.76/0.9340
x2 KD 38.15/0.9619 | 33.90/0.9211 | 32.33/0.9023 | 32.79/0.9342
FAKD 38.16/0.9615 | 33.87/0.9216 | 32.34/0.9024 | 32.81/0.9345
AT 38.14/0.9615 | 33.85/0.9209 | 32.32/0.9021 | 32.74/0.9341
DUKD 38.13/0.9610 | 33.78/0.9194 | 32.26/0.9007 | 32.63/0.9327
MTKD (ours) | 38.21/0.9619 | 34.03/0.9218 | 32.39/0.9030 | 32.92/0.9351
MT 34.96/0.9315 | 30.93/0.8531 | 29.48/0.8154 | 29.85/0.8822
n Full 34.89/0.9312 | 30.77/0.8503 | 29.37/0.8124 | 29.29/0.8744
£ Compact 34.62/0.9289 | 30.54/0.8463 | 29.20/0.8082 | 28.66/0.8624
=]
= x3 KD 34.61/0.9292 | 30.55/0.8469 | 29.23/0.8100 | 28.67/0.8627
FAKD 34.65/0.9296 | 30.56/0.8463 | 29.25/0.8113 | 28.65/0.8629
AT 34.59/0.9289 | 30.53/0.8464 | 29.22/0.8094 | 28.63/0.8618
DUKD 34.55/0.9285 | 30.53/0.8456 | 29.20/0.8080 | 28.53/0.8604
MTKD (ours) | 34.70/0.9300 | 30.66/0.8480 | 29.31/0.8116 | 29.03/0.8679
MT 32.83/0.9027 | 29.06/0.7934 | 27.93/0.7496 | 27.44/0.8232
Full 32.72/0.9021 | 28.94/0.7914 | 27.83/0.7459 | 27.07/0.8164
Compact 32.44/0.8976 | 28.77/0.7858 | 27.69/0.7406 | 26.47/0.7980
x4 KD 32.43/0.8984 | 28.78/0.7862 | 27.71/0.7426 | 26.50/0.7981
FAKD 32.43/0.8979 | 28.79/0.7857 | 27.69/0.7427 | 26.51/0.7982
AT 32.42/0.8982 | 28.77/0.7860 | 27.70/0.7421 | 26.47/0.7981
DUKD 32.41/0.8973 | 28.79/0.7860 | 27.69/0.7405 | 26.43/0.7972
MTKD (ours) | 32.52/0.8993 | 28.87/0.7885 | 27.79/0.7450 | 26.85/0.8071

Table 5: Ablation study results with RCAN_lightweight (x4) as the student model.

Variants | vl v2 v3 v4
PSNR/SSIM ‘ 26.79/0.8018 26.70/0.8003 26.93/0.8062 26.89/0.8043

Ours
26.98/0.8078 26.28/0.7958 27.08/0.8108

Variants | v5 v6 v7
PSNR/SSIM ‘ 26.78/0.8023

5.3.3 Study 3 - Distillation loss function

To validate the effectiveness of the wavelet-based distillation loss, we have replaced it with L1 loss
(v5), DCT-based loss [60] (v6) and an alternative DWT loss [73] (which only focuses on high-
frequency information) (v7) but kept the network architectures and training configurations the same.
This study is based on the Urban100 dataset and the RCAN_lightweight model for the x4 task ISR
task. The results shown in Table [5]indicate that the employed wavelet-based distillation loss does
improve the model performance compared to other tested loss functions.

6 Conclusion

This paper presents a novel Multi-Teacher Knowledge Distillation (MTKD) framework for image
super-resolution. The proposed approach integrates a new DCTSwin-based network to aggregate
the knowledge from multiple teacher models and generates an enhanced representation of the high-
resolution image. This is employed to optimize the student model through distillation using a
loss function based on discrete wavelet transform. We conduct comprehensive experiments for the
image super-resolution task using various teacher and student networks and diverse test databases.
Throughout these experiments, our method consistently outperforms other existing knowledge
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Figure 2: The x4 super-resolution results of SwinIR models on (a) img012, (b) img062 from
Urban100. PSNRs and SSIMs are displayed below each image.

distillation methods, showcasing its effectiveness and robustness for the ISR task. The primary
contributions of this work have also been verified in the additional ablation study. Future work should
focus on the application of this approach to other low-level computer vision tasks.
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Figure 3: The x4 super-resolution results of SwinIR models on (a) img223061 and (b) img253027
from BSD100. PSNRs and SSIMs are displayed below each image.
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Figure 4: The illustration of the contribution from each teacher model using the Local Attribution
Maps tool [19]]. (a) The input low-resolution image and the high resolution reconstructions generated
by the original EDSR, RCAN, and SwinlR at a x4 scale. (b) the high-resolution image and LAM
[19] maps for all three teacher models. Here diffusion Index (DI) quantifies the overall contribution
from each teacher.
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