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Abstract

With the rise of digital communication memes001
have become a significant medium for cultural002
and political expression that is often used to003
mislead audience. Identification of such mis-004
leading and persuasive multimodal content be-005
come more important among various stakehold-006
ers, including social media platforms, policy-007
makers, and the broader society as they often008
cause harm to the individuals, organizations009
and/or society. While there has been effort010
to develop AI based automatic system for re-011
source rich languages (e.g., English), it is rela-012
tively little to none for medium to low resource013
languages. In this study, we focused on devel-014
oping an Arabic memes dataset with manual015
annotations of propagandistic content.1 We an-016
notated ∼ 6K Arabic memes collected from017
various social media platforms, which is a first018
resource for Arabic multimodal research. We019
provide a comprehensive analysis aiming to de-020
velop computational tools for their detection.021
We will make them publicly available for the022
community.023

1 Introduction024

Social media platforms have enabled people to025

post and share content online. A significant por-026

tion of this content provides valuable resources027

for initiatives such as citizen journalism, raising028

public awareness, and supporting political cam-029

paigns. However, a considerable amount is posted030

and shared to mislead social media users and to031

achieve social, economic, or political agendas. In032

addition, the freedom to post and share content033

online has facilitated negative uses, leading to an034

increase in online hostility, as evidenced by the035

spread of disinformation, hate speech, propaganda,036

and cyberbullying (Brooke, 2019; Joksimovic et al.,037

1Propaganda is a form of communication designed to in-
fluence people’s opinions or actions toward a specific goal,
employing well-defined rhetorical and psychological tech-
niques(for Propaganda Analysis, 1938).

Figure 1: Examples of Arabic memes representing dif-
ferent categories.

2019; Schmidt and Wiegand, 2017; Davidson et al., 038

2017; Da San Martino et al., 2019a; Van Hee et al., 039

2015). A lack of media literacy2 is also a major fac- 040

tor contributing to the spread of misleading infor- 041

mation on social media (Zannu et al., 2024). This 042

can lead to the uncritical acceptance and sharing 043

of false or misleading content, which can quickly 044

disseminate through social networks. In their study, 045

Zannu et al. (2024) highlight the crucial role of me- 046

dia literacy in mitigating the spread of fake news 047

among users of platforms such as Instagram and 048

Twitter. 049

Online content typically consists of different 050

modalities, including text, images, and videos. 051

Disinformation, misinformation, propaganda, and 052

other harmful content are shared across all these 053

modalities. Recently, the use of Internet memes 054

2Media literacy encompasses the ability to access, analyze,
evaluate, and create media in various forms.
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have become very popular on these platforms. A055

meme is defined as “a collection of digital items056

that share common characteristics in content, form,057

or stance, which are created through association058

and widely circulated, imitated, or transformed059

over the Internet by numerous users” (Shifman,060

2013). Memes typically consist of one or more061

images accompanied by textual content (Shifman,062

2013; Suryawanshi et al., 2020). While memes are063

primarily intended for humor, they can also con-064

vey persuasive narratives or content that may mis-065

lead audiences. To automatically identify such con-066

tent, research efforts have focused on addressing067

offensive material (Gandhi et al., 2020), identify-068

ing hate speech across different modalities (Gomez069

et al., 2020; Wu and Bhandary, 2020), and detect-070

ing propaganda techniques in memes (Dimitrov071

et al., 2021a).072

Among the various types of misleading and073

harmful content, the spread of propagandistic con-074

tent can significantly distort public perception and075

hinder informed decision-making. To address this076

challenge, research efforts have been specifically di-077

rected towards defining techniques and tackling the078

issue in different types of content, including news079

articles (Da San Martino et al., 2019), tweets (Alam080

et al., 2022b), memes (Dimitrov et al., 2021a), and081

textual content in multiple languages (Piskorski082

et al., 2023a). Most of these efforts have focused083

on English, with relatively little attention given to084

Arabic. Prior research on Arabic textual content085

includes studies presented at WANLP-2022 and086

ArabicNLP-2023 (Alam et al., 2022b; Hasanain087

et al., 2023). However, for multimodal content,088

specifically memes, there are no available datasets089

or resources. To address this gap, we have col-090

lected and annotated a dataset consisting of approx-091

imately 6,000 memes, categorizing them into four092

categories (as shown in Figure 1) to identify propa-093

gandistic content. Below we briefly summarize the094

contribution of our work.095

• The first Arabic meme dataset with manual096

annotations defining four categories.097

• A detailed description of the data collection098

procedure, which can assist the community in099

future data collection efforts.100

• An annotation guideline that will serve as a101

foundation for future research.102

• Detailed experimental results, including:103

– Text modality: training classical models 104

and fine-tuning monolingual vs. multi- 105

lingual transformer models. 106

– Image modality: fine-tuning CNN mod- 107

els with different architectures. 108

– Multimodality: training an early fusion- 109

based model. 110

– Evaluating different LLMs in a zero-shot 111

setup for all modalities. 112

• Releasing the dataset to the community.3 The 113

dataset and annotation guideline will be ben- 114

eficial for research to develop automatic sys- 115

tems and enhance media literacy. 116

2 Related Work 117

The widespread use of social media has become 118

one of the main ways of sharing information and 119

is also responsible for creating and spreading mis- 120

information and propaganda among users. Pro- 121

pagandistic techniques often utilize various types 122

of content, such as fake news and doctored im- 123

ages, across multiple media platforms, frequently 124

employing tools like bots. This information is dis- 125

tributed in diverse forms, including textual, visual, 126

and multi-modal. To mitigate the impact of pro- 127

paganda in online media, researchers have been 128

developing resources and tools to identify and de- 129

bunk such content. 130

2.1 Persuasion Techniques Detection 131

Early research on propaganda identification relies 132

on the entire document to identify whether the con- 133

tent is propaganda, while recent studies focus on 134

social media content (Dimitrov et al., 2021b), news 135

articles (Da San Martino et al., 2019b), political 136

speech (Partington and Taylor, 2017), arguments 137

(Habernal et al., 2017, 2018), and multimodal con- 138

tent (Dimitrov et al., 2021a). Barrón-Cedeno et al. 139

(2019) developed a binary classification (propa- 140

ganda and non-propaganda) corpus to explore writ- 141

ing style and readability levels. An alternative ap- 142

proach followed by Habernal et al. (2017, 2018) 143

to identify persuasion techniques within the texts 144

constructing a corpus on arguments. Moreover, the 145

study of Da San Martino et al. (2019b) developed a 146

span-level propaganda detection corpus from news 147

articles and annotated in eighteen propaganda tech- 148

niques. 149

3Dataset will be released under CC-BY-NC-SA through
https://anonymous.com.
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Piskorski et al. (2023b) developed a dataset from150

online news articles into twenty-two persuasion151

techniques containing nine languages to address the152

multilingual research gap. Following the previous153

work, Piskorski et al. (2023a) and SemEval-2024154

task 4 focus on resource development to facilitate155

the detection of multilingual persuasion techniques.156

Focusing on multimodal persuasion techniques for157

memes, Dimitrov et al. (2021a) created a corpus158

containing 950 memes and investigated pretrained159

models for both unimodal and multimodal memes.160

The study of Chen et al. (2024) proposed a mul-161

timodal visual-textual object graph attention net-162

work to detect persuasion techniques from multi-163

modal content using the dataset described in (Pisko-164

rski et al., 2023b). In a recent shared task, Dim-165

itrov et al. (2024) introduced a multilingual and166

multimodal propaganda detection task, which at-167

tracted many participants. The participants’ sys-168

tems included various models based on transform-169

ers, CNNs, and LLMs.170

2.2 Multimodal Content171

The study of multimodal content has gained pop-172

ularity among researchers for propaganda detec-173

tion due to the effectiveness of multimodal con-174

tent in spreading propaganda information and cre-175

ating positive impacts among the targeted audience.176

Sharma et al. (2022) presented propaganda can be177

used to cause several types of harm including hate,178

violence, exploitation, etc. while spreading mis-179

and dis-information is also one of the main rea-180

sons (Alam et al., 2022a). The study of Volkova181

et al. (2019) presented an in-depth analysis of mul-182

timodal content for predicting misleading informa-183

tion from news. Additionally, the deception and184

disinformation analysis on social media platforms185

using multimodal content in multilingual settings186

has been studied by Glenski et al. (2019). More-187

over, hateful memes (Kiela et al., 2020), propa-188

ganda in visual content (Seo, 2014), emotions and189

propaganda (Abd Kadir et al., 2016) also studied190

by the researchers in the past few years.191

Recent studies focusing on fine-tuning visual192

transformer models such as ViLBERT (Lu et al.,193

2019), Multimodal Bitransformers (Kiela et al.,194

2019), and VisualBERT (Li et al., 2019). Cao et al.195

(2022) study focuses on multimodal hateful meme196

identification using prompting strategies by adopt-197

ing (Prakash et al., 2023). Hee et al. (2024) studied198

hate speech content moderation and discussed re-199

cent advancements leveraging large models.200

Compared to previous studies, our work differs 201

in that we provide the first resource for Arabic. 202

Additionally, our annotation guidelines and data 203

collection procedures for memes may be useful for 204

other languages. 205

3 Dataset 206

3.1 Data Collection 207

Our data collection process involve several steps as 208

highlighted in the Figure 2. We manually selected 209

public groups from Facebook, Instagram, and Pin- 210

terest. In addition, we have also collected memes 211

from Twitter using a set of keywords as listed in the 212

Figure 3 (in Appendix). Our data curation consists 213

of a series of steps as discussed below. 214

Manual selection of groups, links and keywords: 215

Focusing on the mentioned sources we have man- 216

ually selected public groups, which contains post 217

on public figures, celebrity, and mentions about 218

politics. In Table 1, we provide the sources of the 219

dataset, number of groups and number of image we 220

have collected.

Source # of Group # of Images

Facebook 19 5,453
Instagram 22 107,307
Pinterest - 11,369
Twitter - 5,369

Total 129,498

Table 1: Statistics of the initial data collection.

221

Crawling: Given that Facebook, Instagram and 222

Pinterest do provide API or do not allow automatic 223

crawling images, therefore, we developed a semi- 224

automatic approach to crawl images from these 225

platforms. The steps include manually loading 226

images and then crawl the images that are loaded 227

on the browser. For the Twitter (X-platform), we 228

used the keywords to crawl tweets, which consists 229

of media/image. 230

3.2 Filtering 231

Filtering duplicate images: Given that user 232

might have posted same meme or a slight modi- 233

fication of it in multiple platforms, which is very 234

common for social media, therefore, we applied an 235

exact and near-duplicate image detection method 236
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Figure 2: Data curation pipeline.

to remove them. This method consists of ex-237

tracting features using a pre-trained deep learn-238

ing model and compute similarity. Given a dataset239

D = {x1, x2, . . . , xN} consisting of N data points,240

we extracted features using a pre-trained deep learn-241

ing model and used nearest neighbor based ap-242

proach (Cunningham and Delany, 2007). The243

model is trained by fine-tuning ResNet18 (He et al.,244

2016) using the social media dataset discussed in245

(Alam et al., 2020). Let f : Rd → Rm be a pre-246

trained deep learning model that maps an input247

data point xi ∈ Rd to a feature vector f(xi) ∈ Rm.248

For each data point xi ∈ D, the feature vector is249

extracted as: zi = f(xi), for i = 1, 2, . . . , N250

where zi ∈ Rm is the feature vector of the data251

point xi. To compute the nearest neighbors be-252

tween a data point xi and the entire dataset D, we253

use the euclidean distance. We then use a threshold254

of 3.6 to define the near-duplicate images as those255

with a euclidean distance less than or equal to this256

threshold value.257

OCR Text: We used EasyOCR4 to extract text258

from memes. Memes with no extracted OCR text259

were filtered out.260

Classifier-Based Filtering: We employed an in-261

house meme vs. non-meme classifier to filter out262

images that were not classified as memes. The263

classifier was developed using a dataset of 3,935264

images, consisting of 2,000 memes and 1,935 non-265

memes. Following the approach of (Hasnat et al.,266

2019), we developed a lightweight meme classi-267

fier to perform binary classification based on the268

extracted image features. The classifier achieved269

the best performance of 94.79% test set accuracy270

4https://github.com/JaidedAI/EasyOCR

in classifying memes using a 256-dimensional 271

normalized histogram extracted from gray-scale 272

images as features, with a Multilayer Perceptron 273

(MLP) as the classifier. 274

3.3 Annotation 275

Data Sampling: Due to budget constraints for 276

manual annotation, we randomly sampled ∼6K 277

images. 278

Manual Annotation: For the manual annotation, 279

we first prepared an annotation guideline to assist 280

the annotators. To facilitate the annotation tasks, 281

we developed an annotation platform as presented 282

in Appendix D. The details of the annotation guide- 283

lines are reported in Appendix C. Note that we de- 284

veloped the annotation guidelines in English, (see 285

Section C), which were then translated into the Ara- 286

bic language. Translating the guideline in native 287

language was indeed important and also inspired 288

by prior work (Alam et al., 2021; Hasanain et al., 289

2024a). The idea is not only make the annotation 290

task more convenient but also capture different lin- 291

guistic aspects. The guidelines included several 292

examples of memes. It was reviewed by several 293

NLP experts who are also native Arabic speakers. 294

The details of the Arabic annotation guideline can 295

be found in https://shorturl.at/3z4CS. 296

In Figure 1, we provide examples of memes rep- 297

resenting different categories. Figure 1(a) depicts a 298

couple in what appears to be a therapy session. The 299

therapist asks, “Do you feel your wife is controlling 300

you?” The wife responds, “No, I don’t feel so.” It is 301

evident that the question was directed towards the 302

husband, yet the wife answers instead of him. The 303

irony lies in her controlling the conversation when 304

her control is the subject of discussion. This meme 305

4

https://github.com/JaidedAI/EasyOCR
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attempts to humorously portray the stereotypical306

notion that wives are controlling in marriages. Fig-307

ure 1(b) employs a play on words to create humor308

but does not contain any propagandistic techniques.309

Figure 1(c) features a meme that uses an image of a310

scene with dialogue and added text to create humor.311

However, it was categorized as “other” because the312

dialogues were in English, rather than “not propa-313

gandistic” or “propagandistic.” Figure 1(d) shows314

a picture of book covers, which might have been315

part of an advertisement.316

The annotation tasks consist of two phases:317

• Phase 1 (meme categorization): labeling318

memes as (i) not-meme, (ii) other, (iii) not319

propaganda, or (iv) propaganda. Each meme320

was annotated by three annotators and final321

label is decided based on majority agreement.322

• Phase 2 (text editing): editing the text to fix323

OCR errors.324

Annotation Team: The team in phase 1 con-325

sisted of three members, and in phase 2, it con-326

sisted of one member. All annotators are native327

Arabic speakers holding at least a bachelor’s de-328

gree. Our in-house expert annotator provided329

them with several iterations of training, supervised330

and monitored their work, and handled quality331

control throughout the entire annotation process.332

This quality assurance included periodic checks333

of random annotation samples and providing feed-334

back. Since the institute requires the signing of a335

Non-Disclosure Agreement (NDA), each annota-336

tor signed an NDA after being made aware of the337

institute’s terms and conditions. They were com-338

pensated at the same rate as charged by external339

companies.340

Annotation platform: We utilized our in-house341

annotation platform for the annotation task. Sepa-342

rate annotation interfaces were designed for each343

phase.344

Annotation Agreement For the Phase 1 annota-345

tion, we computed annotation agreement using var-346

ious evaluation measures, including Fleiss’ kappa,347

Krippendorff’s alpha, average observed agreement,348

and majority agreement. The resulting scores were349

0.529, 0.528, 0.755, and 0.873, respectively. Based350

on the value of Krippendorff’s alpha, we can con-351

clude that our annotation agreement score indicates352

moderate agreement.5 In the final label selection,353

5Note that Kappa values of 0.21–0.40, 0.41–0.60, 0.61–
0.80, and 0.81–1.0 correspond to fair, moderate, substantial,

Class label Train Dev Test Total

Not propaganda 2,634 384 746 3,764
Propaganda 972 141 275 1,388
Not-meme 199 30 57 286
Other 202 29 56 287
Total 4,007 584 1,134 5,725

Table 2: Data split statistics.

we excluded the ∼200 memes on which the anno- 354

tators disagreed. In the second phase, we mainly 355

edited text to fix the OCR errors, which has been 356

done by a single annotator. To ensure the quality of 357

the editing phase, random samples were checked 358

by an expert annotator and periodically provided 359

feedback. Note that the post-editing has been done 360

for only propagandistic and non-propagandistic 361

memes. It is to reduce the cost of the annotation, 362

and to further annotate them with span-level propa- 363

ganda techniques. 364

3.4 Statistics 365

Table 2 shows the number of memes for each cate- 366

gory. For the rest of the experiments, the data was 367

split into train, dev, and test as shown in the table. 368

The dataset comprises a total of 5,725 annotated 369

samples, with “Not propaganda” covers over half 370

of the dataset (∼66%), followed by “Propaganda.” 371

The “Not-meme“ and “Other“ classes are signif- 372

icantly smaller in comparison. The distribution 373

indicates a significant class imbalance, particularly 374

between “Not propaganda” and the other classes, 375

which could affect model training and performance. 376

In Table 3, we report the distribution of the 377

dataset across different sources. The annotated 378

number of memes reflects the memes we collected 379

from various sources, as detailed in Table 1. We 380

have the highest number of memes collected and 381

annotated from Instagram. A very small number 382

from Twitter is due to different image filtering steps. 383

As shown in Table 3 the prevalence of propagan- 384

distic memes is relatively higher on Facebook than 385

that of non-propagandistic memes. 386

4 Experiments 387

4.1 Training and Evaluation Setup 388

For all experiments, except for those involving 389

LLMs as detailed below, we trained the models 390

using the training set, fine-tuned the parameters 391

and perfect agreement, respectively (Landis and Koch, 1977).

5



Source Not prop. Prop. Not-meme Other Total

Facebook 464 332 58 144 998
Instagram 2,052 637 46 60 2,795
Pinterest 1,245 414 147 78 1,884
Twitter 3 5 38 2 48

Total 3,764 1,388 289 284 5,725

Table 3: Number of annotated memes across different
sources. Prop. - Propaganda.

with the development set, and assessed their perfor-392

mance on the test set. We use the model with the393

best weighted-F1 on the development set to evalu-394

ate its performance on the test set. For the LLMs,395

we accessed them through APIs.396

Evaluation Measures For the performance mea-397

sure for all different experimental settings, we com-398

pute accuracy, and weighted precision, recall and399

F1 score. In addition, we also computed macro-F1.400

4.2 Models401

We conducted our experiments using classical402

models (e.g., SVM) as well as both small (e.g.,403

ConvNeXt-T) and large language models. It is im-404

portant to note that our definitions of ‘small’ and405

‘large’ models are based on the criteria discussed406

in (Zhao et al., 2023).6407

4.2.1 Baseline:408

We adopted widely-used standard baseline meth-409

ods, including the majority and random baselines.410

4.2.2 Small Language Models (SLMs)411

We implemented classical models across all modal-412

ities, consisting of (i) feature extraction followed413

by model training, and (ii) fine-tuning pre-trained414

models (PLMs). For fine-tuning PLMs, we used a415

task-specific classification head over the training416

subset.417

Text-Based Models: For the text-based uni-418

modal model, we transformed text into n-gram419

(n=1) format using a tf-idf representation, consid-420

ering the top 5,000 tokens, and trained an SVM421

model with a parameter value of C = 1. Addition-422

ally, we fine-tuned several pre-trained transformer423

models (PLMs). These included the monolingual424

transformer model AraBERT (Antoun et al., 2020),425

6The term ‘LLMs’ specifically refers to models that en-
compass tens or hundreds of billions of parameters.

Qarib (Abdelali et al., 2021) and multilingual trans- 426

formers such as multilingual BERT (mBERT) (De- 427

vlin et al., 2019), and XLM-RoBERTa (XLM- 428

r) (Conneau et al., 2019). We used the Transformer 429

toolkit (Wolf et al., 2019) for the experiment. Fol- 430

lowing the guidelines outlined in (Devlin et al., 431

2019), we fine-tuned each model using the default 432

settings over three epochs. Due to instability, we 433

performed ten reruns for each experiment using 434

different random seeds, and we picked the model 435

that performed best on the development set. We 436

provided the details of the parameters settings in 437

Appendix B. 438

Image-Based Models: For the image-based uni- 439

modal model with feature-extraction approach, we 440

extracted features using ConvNeXt-T (Liu et al., 441

2022),7 and trained an SVM model. For fine- 442

tuning image-based PLMs, we used ResNet18, 443

ResNet50 (He et al., 2016), VGG16 (Simonyan 444

and Zisserman, 2014), MobileNet (Howard et al., 445

2017), and EfficientNet (Tan and Le, 2019). We 446

chose these diverse architectures to understand 447

their relative performance. The models were 448

trained using the Adam optimizer (Kingma and Ba, 449

2015) with an initial learning rate of 10−3, which 450

was decreased by a factor of 10 when accuracy 451

on the development set stopped improving for 10 452

epochs. The training lasted for 150 epochs. 453

Multimodal Models: We developed a multi- 454

modal model by concatenating text features (ex- 455

tracted using AraBERT) and image features (ex- 456

tracted using ConvNeXt-T), which were then fed 457

into an SVM. 458

4.2.3 LLMs for Text 459

For the LLMs, we investigate their performance 460

with zero-shot learning settings without any spe- 461

cific training. It involves prompting and post- 462

processing of output to extract the expected content. 463

Therefore, for each task, we experimented with 464

a number of prompts. We used GPT-4 (OpenAI, 465

2023). We set the temperatures to zero for all these 466

models to ensure deterministic predictions. We 467

used LLMeBench framework (Dalvi et al., 2024) 468

for the experiments, which provides seamless ac- 469

cess to the API end-points and followed prompting 470

approach reported in (Abdelali et al., 2024). 471

7The configuration of ConvNeXt-T includes C =
(96, 192, 384, 768) and B = (3, 3, 9, 3), where C and B
represent the number of channels and blocks, respectively.
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4.2.4 Multimodal LLMs472

For the multimodal models (Xu et al., 2023), we473

experimented with several well-known and top-474

performing commercial models. These included475

OpenAI’s GPT models (GPT-4 Turbo and GPT-4o)476

(OpenAI, 2023), as well as Google’s Gemini Pro477

models (versions 1.0 and 1.5) (Team et al., 2023).478

Using these models, we tested (i) the meme/im-479

age only, (ii) text only (text extracted using OCR480

from the image), and (iii) multimodal (meme and481

OCR text) in a zero-shot learning setting. This482

means we did not provide any training examples483

within the prompts to the models.484

We designed a prompt based on trial and error us-485

ing the visual interfaces of OpenAI’s GPT-4 user in-486

terface. The prompt instructs the models to perform487

a deeper analysis of the image and any text that488

they can read within the image before answering489

whether the meme can be classified as spreading490

propaganda. Additionally, it requests the models491

to provide the output in a valid JSON format. For492

the experiments, we used the default parameters493

for each multimodal model.494

4.3 Prompting Strategy495

LLMs produce varied responses depending on the496

prompt design, which is a complex and iterative497

process that presents challenges due to the un-498

known representation of information within dif-499

ferent LLMs. The instructions expressed in our500

prompts include English language with the input501

text content in Arabic.502

As mentioned earlier we employed zero-shot503

prompting, providing natural language instructions504

that describe the task and specify the expected out-505

put. This approach enables the LLMs to construct506

a context that refines the inference space, yielding507

a more accurate output. In Listing 1, we provide an508

example of a zero-shot prompt, emphasizing the in-509

structions and placeholders for both input and label.510

Along with the instruction we provide the labels to511

guide the LLMs and provide information on how512

the LLMs should present their output, aiming to513

eliminate the need for post-processing.514

Instructions:515

prompt = (516

"You are an expert social media image517

analyzer specializing in identifying518

propaganda in Arabic contexts. "519

"I will provide you with Arabic memes520

and the text extracted from these521

images. Your task is to briefly 522

analyze them. " 523

"To accurately perform this task, you 524

will: (a) Explicitly focus on the 525

image content to understand the 526

context and provide a meaningful 527

description and " 528

"(b) pay close attention to the 529

extracted text to enrich your 530

description and support your 531

analysis. " 532

"Finally, provide response in valid JSON 533

format with two fields with a 534

format: {\"description\": \"text\", 535

\"classification\": \"propaganda\"}. 536

Output only json. " 537

"The \"description\" should be very 538

short in maximum 100 words and \" 539

classification\" label should be \" 540

propaganda\" or \"not-propaganda\" 541

or \"not-meme\" or \"other\". " 542

"Note, other is a category, which is 543

used to label the image that does 544

not fall in any of the previous 545

category." 546

) 547

Listing 1: Zero-shot prompt example for GPT-4.

5 Results and Discussion 548

In Table 4, we report the detailed classification 549

results for different modalities and models. All 550

models outperform the majority and random base- 551

lines. Among the text-based models, the fine-tuned 552

Qarib model outperforms all other models, achiev- 553

ing the best results (0.690 weighted F1) across all 554

modalities and models. AraBERT is the second- 555

best fine-tuned model, with a weighted F1-score 556

of 0.666 among the text-based models. The per- 557

formance of multilingual transformer models is 558

relatively worse than that of monolingual models. 559

For the image-based models, the fine-tuned 560

ResNet50 shows the best result (0.673 weighted 561

F1) among all other fine-tuned models and GPT- 562

4o model. The performance of MobileNet (v2) 563

and CNeXt + SVM rank as the second and third 564

best among the fine-tuned models. The results of 565

VGG16 and EfficientNet (b7) are almost similar. 566

For the multimodal models, the model trained 567

with ConvNeXt + AraBERT + SVM shows the high- 568

est performance (0.659 weighted F1) among the 569
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Model Acc W-P W-R W-F1 M-F1

Baseline

Majority 0.658 0.433 0.659 0.522 0.198
Random 0.479 0.518 0.479 0.479 0.239

Unimodal - Text

Ngram 0.669 0.624 0.669 0.582 0.280
AraBERT 0.688 0.670 0.688 0.666 0.511
Qarib 0.697 0.688 0.697 0.690 0.551
mBERT 0.707 0.688 0.707 0.675 0.487
XLM-r 0.699 0.676 0.699 0.678 0.489
GPT-4v 0.664 0.620 0.664 0.624 0.384
GPT-4o 0.573 0.611 0.573 0.579 0.350

Unimodal - Image

CNeXt + SVM 0.655 0.608 0.655 0.614 0.405
MobileNet (v2) 0.660 0.618 0.660 0.620 0.426
ResNet18 0.656 0.597 0.656 0.593 0.358
ResNet50 0.660 0.638 0.660 0.637 0.434
Vgg16 0.656 0.597 0.656 0.593 0.358
Eff (b7) 0.660 0.597 0.660 0.595 0.352
GPT-4v 0.565 0.551 0.565 0.545 0.223
GPT-4o 0.693 0.627 0.693 0.634 0.305

Multimodal

CNeXt + ArB + SVM 0.683 0.655 0.683 0.659 0.513
Gemini 0.519 0.551 0.519 0.521 0.276
GPT-4v 0.681 0.461 0.330 0.619 0.340
GPT-4o 0.653 0.443 0.354 0.639 0.363

Table 4: Classification with different modalities. CNeXt:
ConvNeXt, Eff (b7): Efficientnet (b7), Gemini: Gemini-
1.5-flash-preview-0514l, GPT-4v: GPT-4-vision (gpt-
4-vision-preview) W-*: weighted average; M-: Macro
average. XLM-r: XLM-RoBERTa base.

multimodal LLMs. The performance of Gemini570

is significantly worse than that of the GPT-4 vari-571

ants. GPT-4o demonstrates higher performance572

compared to GPT-4 Vision.573

In our experiments all multimodal model are574

tested using zero-shot setting, therefore, such lower575

performance compared to the fine-tuned models are576

expected.577

6 Additional Experiments578

We further conducted experiments using the dataset579

released as part of the ArAIEval shared task 2580

(Hasanain et al., 2024b), focusing on two labels:581

propaganda and not-propaganda. The dataset statis-582

tics are provided in Table ??. The goal was to583

investigate model performance in a binary classi-584

fication scenario and we benchmarked this dataset585

using multimodal models.586

Table 6 presents the competitive results of four587

multimodal models with image-only input: GPT-588

Class labels Train Dev Test Total

Not propaganda 1,540 224 436 2,200
Propaganda 603 88 171 862
Total 2,143 312 607 3,062

Table 5: Distribution of dataset for ArAIEval shared
task 2.

4o, GPT-4 Turbo, and Gemini Pro 1.0. Among 589

these models, GPT-4o significantly outperforms the 590

others and demonstrates the highest performance 591

across all evaluated metrics, achieving an accuracy 592

of 85.17%, a precision of 84.80, a recall of 85.17, 593

and a weighted F1-score of 84.87. In comparison, 594

GPT-4 Turbo lags behind GPT-4o in all metrics, 595

with an accuracy of 76.44%, indicating a significant 596

performance drop compared to GPT-4o. Gemini 597

Pro 1.0 shows lower performance than the GPT-4 598

models, with an accuracy of 72.47%. 599

Model Acc. W-P W-R W-F1 M-F1

Gemini 0.725 0.685 0.725 0.663 0.345
GPT-4v 0.764 0.748 0.764 0.735 0.645
GPT-4o 0.852 0.848 0.852 0.849 0.810

Table 6: Results on ArAIEval dataset. Gemini: version
Pro 1.0.

7 Conclusions and Future Work 600

In this study, we introduce a manually annotated 601

dataset for detecting propaganda in Arabic memes. 602

We have annotated ∼ 6K memes with four different 603

categories, making it the first such resource for Ara- 604

bic content. To facilitate future annotation efforts 605

for this type of content, we developed annotation 606

guidelines in both English and Arabic and are re- 607

leasing them to the community. Our work provides 608

an in-depth analysis of the dataset and includes 609

extensive experiments focusing on different modal- 610

ities and models, including pre-trained language 611

models (PLMs), large language models (LLMs), 612

and multimodal LLMs. Our results indicate that 613

fine-tuned models significantly outperform LLMs. 614

In future work, we plan to extend the dataset with 615

further annotations that include hateful, offensive, 616

and propagandistic techniques. 617
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8 Limitations618

The dataset we have collected originates from var-619

ious public groups on Facebook, Instagram, Pin-620

terest, and Twitter. The annotated dataset is highly621

imbalanced, which may affect model performance.622

Therefore, it is important to develop models with623

this aspect in mind.624

Ethics and Broader Impact625

Our dataset solely comprises memes, and we have626

not collected any user information; therefore, the627

privacy risk is nonexistent. It is important to note628

that annotations are subjective, which inevitably629

introduces biases into our dataset. However, our630

clear annotation schema and instructions aim to631

minimize these biases. We urge researchers and632

users of this dataset to remain critical of its po-633

tential limitations when developing models or con-634

ducting further research. Models developed using635

this dataset could be invaluable to fact-checkers,636

journalists, and social media platforms.637
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A Additional Dataset Details 1010

Figure 3: Keywords used to collect tweets.

B Details of the experiments 1011

For the experiments with transformer models, we 1012

adhered to the following hyper-parameters during 1013

the fine-tuning process. Additionally, we have re- 1014

leased all our scripts for the reproducibility. 1015

• Batch size: 8; 1016

• Learning rate (Adam): 2e-5; 1017

• Number of epochs: 10; 1018

• Max seq length: 256. 1019

Models and Parameters: 1020

• AraBERT: L=12, H=768, A=12; the total 1021

number of parameters is 371M. 1022

• XLM-RoBERTa (xlm-roberta-base): L=24, 1023

H=1027, A=16; the total number of parame- 1024

ters is 355M. 1025

C Annotation Task 1026

We designed the annotation instructions through 1027

careful analysis and discussion, followed by iter- 1028

ative refinements based on observations and in- 1029

put from the annotators based on the pilot annota- 1030

tion. Our annotation schema is structured into two 1031

phases. 1032
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Figure 4: A visual representation of the annotation pro-
cess. Block with yellow color represents phase 2.

C.1 Phases of Annotations1033

To ensure the quality of the annotation and facilitate1034

the work of annotators, we conducted the annota-1035

tion in two phases: (i) meme categorization and1036

(ii) text editing. The first phase (see Section C.2)1037

focuses primarily on categorization. In the second1038

phase (see Section C.3), our goal is to edit the text1039

only for memes labeled as propagandistic or not1040

propagandistic. The motivation for editing the text1041

for these categories is to further utilize them for1042

other annotation tasks. For example, propagandis-1043

tic memes can be further annotated with specific1044

propagandistic techniques. In Figure , we illustrate1045

the thought process of the meme annotation phases.1046

C.2 Meme Categorization1047

C.2.1 Definition of a Meme:1048

Memes typically consist of a background image,1049

which could be a photograph, illustration, or screen-1050

shot, and a layer of text that adds context, humor,1051

or commentary to the image. The text is usually1052

placed at the top and/or bottom of the image but1053

not always. The combination of the image and the1054

text creates a specific message, joke, or commen-1055

tary that is meant to be easily understood, relatable,1056

and shareable. Some characteristics of memes as1057

observed during analysis and discussion:1058

1. Text overlaid on image.1059

2. The text has humor in it.1060

3. The image must meet points 1 and 2.1061

4. Some contents of the image have been edited.1062

5. Text might be added to different locations of1063

the image.1064

6. Mostly uses images of entities with facial ex-1065

pressions (human, animals, fictional charac-1066

ters), which are then used to construct mean-1067

ing alongside the added text.1068

7. Uses an entity performing a certain action that 1069

might be used to construct meaning alongside 1070

the added text. 1071

8. Uses an entity that represents an idea or cul- 1072

ture, to construct meaning alongside the added 1073

text. 1074

9. Mostly uses screenshots from movie scenes 1075

and dialogues with added comments, to create 1076

memes. 1077

10. Most of the pictures used to make the meme 1078

can be re-edited and a new funny comment 1079

can be added to it. 1080

Note: In points 6, 7, and 8, the removal of the entity 1081

from the images will affect the meaning. In other 1082

words, if the entity is removed, then the meaning 1083

will not be complete. This is what we mean by 1084

constructing meaning. 1085

C.2.2 Defining Propaganda: 1086

Propaganda is any communication that deliberately 1087

misrepresents symbols and/or entities, appealing to 1088

emotions and prejudices while bypassing rational 1089

thought, to influence its audience toward a specific 1090

goal. Memes are created to be humorous; there- 1091

fore, it is natural that they lack rational discussion. 1092

Instead, they use content to appeal to emotions and 1093

prejudices. For our task, we defined the following 1094

four categories and annotated the memes accord- 1095

ingly. 1096

(1) Not-Meme: For images that do not follow the 1097

definition of a meme, examples of images labeled 1098

as “not-meme” are shown in Figure 5. 1099

(2) Other: For images that can be defined as 1100

memes but fall under any of the criteria listed be- 1101

low. Examples of images labeled as “not-meme” 1102

are shown in Figure 6. The criteria for "Other": 1103

1. Memes that rely on nudity and offensive con- 1104

tent, unless the target of the offense is a fa- 1105

mous, political, or religious entity. 1106

2. Memes that rely on numbers or figures to con- 1107

struct meaning. 1108

3. Memes that show explicit nudity. 1109

4. Memes that explicitly use offensive words. 1110

5. Memes that are in a different language (not 1111

Arabic). 1112
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Figure 5: Examples of images labeled as not-meme.

6. Memes that you could not understand due to1113

the dialect it was written in, poor font size, or1114

for any other reason.1115

Note: Memes might contain words that have an1116

implicitly offensive meaning, or the use of offen-1117

sive words may be aimed at social, religious, or1118

political groups. In these cases, the meme does not1119

fall under this criterion.1120

(3) Not Propaganda: For memes that follow the1121

definition of memes but do not contain any propa-1122

ganda techniques, examples of images labeled as1123

“not propagandistic” are shown in Figure 7.1124

(4) Propaganda: For memes that follow the def-1125

inition of memes and contain propaganda tech-1126

niques, examples of images labeled as “propagan-1127

distic” are shown in Figure 8.1128

C.3 Text Editing1129

The task is to edit the text to match the text shown in1130

the image. The interface will show you the picture,1131

alongside the text that is viewed in it. The text was1132

extracted automatically, so it might contain errors.1133

It might not reflect all you see in the picture. Some1134

important guidelines to follow for editing the text1135

are listed below:1136

1. Each part that is a standalone sentence and1137

makes complete meaning should be written as1138

one line.1139

2. Punctuation marks are considered a part of the1140

text. They need to be edited/added.1141

3. If the text is in columns, put first all the text1142

of the first column, then all the text of the next1143

column. This task will specifically address1144

memes in Arabic, so the first column should1145

be considered from the right. However, this is1146

not a rule, and memes might change this ori- 1147

entation, so it is up to the annotator to decide 1148

the order based on their understanding. 1149

4. Rearrange the text so that there is one sentence 1150

per line, if possible. 1151

5. If there are separate blocks of text in different 1152

locations of the image, start a new line from 1153

each block. 1154

6. Leave a blank between two blocks of text if 1155

they were shown in two different locations on 1156

the picture. 1157

7. Items that should be excluded from the text: 1158

• Usernames and social media account 1159

names (if visible in the image). 1160

• Websites, logos, and any text that is not a 1161

part of the meme, so that removing that 1162

part does not affect the meaning of the 1163

meme. 1164

• Any text that is hidden and is hard to 1165

read. 1166

8. In special cases, a logo can be used in the 1167

meme to create meaning. In this case, add the 1168

text of the logo to the edited text, if needed. 1169

Example 1: Figure 9 shows an example of a 1170

meme, for editing the text that can be viewed it, 1171

the following points are important: 1172

• Each dialog box is one sentence 1173

• Start a new line for each box (each box is a 1174

different block of text) 1175

• Remove any elements that are not part of the 1176

meaning: account name and location 1177
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Figure 6: Examples of images labeled as other.

Figure 7: Examples of images labeled as not propaganda.

• Add or modify punctuation to suit what is1178

presented in the text1179

• Text after modification (text translated to EN1180

and read from the first speech bubble from1181

right):1182

Get him ... Get him... corner him...1183

get him so we can give him his rights1184

come... aren't you coming??1185

come...take your rights you son of1186

a bastard1187

Wallah we gonna get you till...1188

we give you all your rights1189

you chick ....1190

Example 2: Figure 10 shows another example,1191

for which the following points are important.1192

• Text written in red is difficult to understand1193

and read, so it should not be included in the1194

text.1195

• The text written on the hat and the text in black1196

are each a different block of text. Start a line1197

for each of them and leave a space for each1198

new line.1199

• This example is for illustrative purposes only, 1200

and “memes” in English will not be shown in 1201

this task. 1202

• Text after modification: 1203

Bernie 1204

Riding with Biden **2020** 1205

Haha hey its the Obama guy 1206

D Annotation Platform 1207

D.1 Meme Categorization Task 1208

In Figure 11, we provide a screenshot of the anno- 1209

tation platform for the meme categorization task. 1210

As shown in the figure, the platform displays the 1211

meme itself on the right, the extracted text on the 1212

left, a link to the annotation guidelines, and labels 1213

with buttons at the bottom for selecting a category 1214

for the meme. The task of the annotator was to 1215

label the meme as one of the below categories, ac- 1216

cording to the definitions detailed in the guideline 1217

(see Section C). To facilitate the work of annotators 1218

in the annotation process, we used the keywords 1219

‘meme’ along with the labels ‘other’, ‘propaganda’, 1220

and ‘not-propaganda’. 1221

• Not Meme 1222
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Figure 8: Examples of images labeled as propaganda.

Figure 9: An example of a meme for editing text.

Figure 10: An example of a meme for editing text.

• Meme, Other 1223

• Meme, Not Propaganda 1224

• Meme, Propaganda 1225

Given that the memes we collected were from 1226

different social media platforms, they may contain 1227

offensive content. Therefore, we added a note that 1228

some pictures may contain offensive content, and 1229

that we apologize for any inconvenience that such 1230

content may cause. We appreciate your contribu- 1231

tion to this project which will minimize the spread 1232

of such harmful content on the internet. 1233

To further guide the annotation process, we 1234

asked the annotators to follow the following steps. 1235

1. Begin by determining whether the image pre- 1236

sented is a “meme”. If the image is not a 1237

meme, select “Not Meme”, then click “Sub- 1238

mit”. The next image will then be loaded. 1239

2. If the image is a “meme”, assess whether it 1240

falls under the category of “Other”. If so, 1241

select “Other”, then click “Submit”. The next 1242

image will then be loaded. 1243

3. If the image does not fall under the cate- 1244

gory of “Other”, choose one of the remain- 1245

ing two labels based on your interpretation 1246

of the meme’s content. After selecting the 1247

appropriate label, edit the text as needed. 1248

D.2 Text Editing Task 1249

In this phase, the task was to edit the text based on 1250

the guidelines discussed in Section C.3. In Figure 1251

12, we provide a screenshot demonstrating the text 1252

extracted from OCR, an editable text box, and the 1253

original meme. The task was to edit the text to 1254

match it with the original meme. 1255
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Figure 11: A screenshot of the annotation platform for the meme categorization task.

Figure 12: An screenshot of the annotation platform for the text editing.
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