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Abstract001

Though large language models (LLMs) are002
increasingly used in multilingual contexts,003
their political and sociocultural biases in low-004
resource languages remain critically underex-005
plored. In this paper, we investigate how006
LLM-generated texts in Bengali shift in re-007
sponse to personas with varying political ori-008
entations (left vs. right), religious identi-009
ties (Hindu vs. Muslim), and national affili-010
ations (Bangladeshi vs. Indian). In a quasi-011
experimental study, we simulate these per-012
sonas and prompt LLM to respond to political013
discussions. Measuring the shifts relative to014
responses for a baseline Bengali persona, we015
examined how political orientation influences016
LLM outputs, how topical association shapes017
outputs’ political leanings, and how demo-018
graphic persona-induced changes align with019
differently politically oriented variations. Our020
findings highlight left-leaning political bias in021
Bengali text generation and its significant as-022
sociation with Muslim sociocultural and demo-023
graphic identity. We also connect our findings024
with broader discussions around emancipatory025
politics, epistemological considerations, and026
alignment of multilingual models.027

1 Introduction028

Large language models (LLMs) are increasingly029

being integrated into global information ecosys-030

tems. Individuals, organizations, and communi-031

ties are adopting LLMs as search engines (Bubeck032

et al., 2023), for personal expression and self-033

disclosure (Papneja and Yadav, 2024), and to034

enhance productivity (Knight, 2024; Chan and035

Alexander, 2025). Hence, LLMs’ ability to shape036

and reflect political ideologies and sociocultural037

narratives (Buyl et al., 2024; Hoffman, 2024)038

raises critical concerns. Although recent audits039

have revealed biases in LLM-generated texts, most040

studies–including multilingual ones–remain cen-041

tered on English or Western contexts (Yuksel et al.,042

2025; Rettenberger et al., 2025), leaving the be- 043

havior of these models in major Global South lan- 044

guages critically under-examined. In this paper, we 045

focus on political bias in LLM-generated texts in 046

the Bengali language and sociocultural contexts. 047

Bengali (endonym Bangla: বাংলা) is the sev- 048

enth largest language spoken by over 284 million 049

people worldwide (SIL International, 2023). Its 050

native speakers are the Bengali people (endonym 051

Bangali: বাঙাǬল), who are native to the Bengal 052

region in South Asia that constitutes present-day 053

Bangladesh and theWest Bengal state of India (En- 054

cyclopædia Britannica, 2025). Although united by 055

a common language and rich literary tradition, the 056

Bengali ethnolinguistic identity fractured into two 057

national identities following British and Pakistani 058

colonization, which was based on and deepened re- 059

ligious divisions and reshaped cultural imaginar- 060

ies (Das et al., 2024a). Today, this community 061

comprises approximately 71% Muslims and 28% 062

Hindus, and is nationally divided into Bangladeshi 063

(59%) and Indian (38%) populations (BSB, 2022; 064

India, 2011). These religious and national iden- 065

tities also correspond with dialectal and regional 066

variations (Das et al., 2021; Dil, 1972), making 067

Bengali a compelling case for studying how lan- 068

guage encodes social, cultural, and political fault 069

lines. However, despite its global reach and so- 070

ciopolitical complexity, little is known about how 071

LLMs reflect different political orientations and 072

how it relates to sociocultural identities in Bengali. 073

To address this gap, we construct Bengali lin- 074

guistic personas with varying political, religious, 075

and national attributes and prompt the GPT-4 by 076

OpenAI to generate responses to political discus- 077

sions in the Bengali Transnational Political Dis- 078

course dataset (Das et al., 2025a) collected from 079

three online platforms. Following prior scholar- 080

ship on algorithmic bias (Bommasani and Liang, 081

2024), we quantify and compare differences in 082

generated texts using embedding-based analysis 083
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within a quasi-experimental design. We investi-084

gate how political orientations, topics, and socio-085

cultural attributes shape LLM-generated content in086

Bengali through three research questions:087

• RQ1: How do LLM-generated texts for a base-088

line Bengali linguistic persona differ based on the089

persona’s (left-right) political orientation?090

• RQ2: How do the topics of political discussions091

relate to the left- or right-leaning orientation of092

the LLM-generated texts?093

• RQ3: How do the shifts in LLM-generated texts094

associated with sociocultural and demographic at-095

tributes, specifically religion (Hindu and Mus-096

lim) and nationality (Bangladeshi and Indian),097

align with the shifts for the personas’ left or right-098

leaning political orientation?099

Our study showed how political and sociocul-100

tural attributes shape LLM-generated content in101

the low-resource and politically sensitive Bengali102

language. First, we found that baseline responses103

are significantly closer to left-leaning texts than104

right-leaning ones, indicating a measurable left-105

leaning bias. Second, while political orientations106

often do not associate with most topics, discourse107

on Indigenous and tribal minorities correlates with108

left-leaning outputs. Third, demographic (e.g., re-109

ligion and nationality) persona-induced shifts gen-110

erally show no directional alignment, except for111

the religious majority Muslim persona, whose re-112

sponses align significantly with left-leaning shifts.113

Finally, we reflect on our findings through the lens114

of epistemic considerations toward sociopolitical115

alignment of multilingual LLMs and emancipatory116

politics around marginalized identities.117

2 Literature Review118

In this section, we will discuss how computing119

systems influence people’s political participation120

and how algorithms mediating such spaces can ex-121

hibit various sociocultural and political biases.122

2.1 How Computing Systems Shape People’s123

Political Participation and Perspectives124

Computing systems, particularly online plat-125

forms have reconfigured how people engage in po-126

litical discourse–in forms of opinion expression127

or organized collective action (Halpern and Gibbs,128

2013; Flores-Saviaga et al., 2018). Nowadays,129

contemporary political participation happens not130

only through votes or protests but also through131

likes, shares, and hashtags–that are algorithmi-132

cally interpreted and acted upon (Booten, 2016;133

Jung et al., 2024). Often described as “digital134

public spheres” (Semaan et al., 2014), these so- 135

ciotechnical platforms enable users to co-construct 136

meaning and contest dominant narratives (Harris 137

et al., 2023), amplify marginalized voices (Das 138

and Semaan, 2022), engage in public delibera- 139

tion (Dosono and Semaan, 2018), and activism on 140

a scale that was not possible through mainstream 141

media (Balan and Dumitrica, 2024). 142

Researchers in computational linguistics, so- 143

cial computing, and computational social science 144

develop datasets of computer-mediated political 145

discussions and empirically study those interac- 146

tions (Chen et al., 2022; Davoodi et al., 2020; Star- 147

bird and Palen, 2012). In the United States, for 148

example, social media played a defining role in 149

shaping public opinion and mobilizing voters dur- 150

ing the recent presidential elections (Rizk et al., 151

2023). These studies have highlighted concerns 152

like the emergence of echo chambers, polarization, 153

and homophily among the left and right sides of the 154

political spectrum (Boutyline and Willer, 2017). 155

Whereas left-leaning ideologies typically advo- 156

cate for social equality, economic redistribution, 157

and stronger government involvement, labor rights, 158

and public services, right-leaning ideologies em- 159

phasize free markets, individual responsibility, 160

limited government intervention, and the protec- 161

tion of traditional values and institutions (Lakoff, 162

2016). While these platforms enabled decentral- 163

ized political engagement and political identity for- 164

mation (e.g., #BlackLivesMatter) outside of insti- 165

tutional politics (Wilkins et al., 2019), algorithms 166

shape the visibility, amplification, and perceived 167

legitimacy of political discourses by prioritizing 168

engagement-driven content, often reinforcing dom- 169

inant narratives andmarginalizing dissenting ormi- 170

nority voices (Bucher, 2012; Crawford, 2019). 171

2.2 Auditing Algorithmic Bias across Various 172

Sociocultural and Political Dimensions 173

Scholars in critical algorithmic studies define 174

bias as the consistent and unfair discrimination 175

by computer systems against specific individuals 176

or groups in favor of others (Friedman and Nis- 177

senbaum, 1996). Such group distinctions often 178

emerge along lines of political views, religion, 179

language, or nationality–salient markers of social 180

identity that shape how individuals are perceived 181

and treated by algorithmic systems (Tajfel, 1974). 182

Computing systems actively construct people’s 183

“algorithmic identities”, i.e., how digital technolo- 184

gies and algorithms represent individuals by draw- 185
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ing from both historical archives and near-real-186

time data (Cheney-Lippold, 2017). However, these187

data sources have their implicit politics that can188

encode and perpetuate ontologies and hierarchies189

from certain political perspectives in algorithmic190

systems (Scheuerman et al., 2019, 2021).191

In response to these concerns, algorithmic au-192

dits have emerged as a widely used methodologi-193

cal approach for examining bias, which typically194

involve controlled experiments that probe a sys-195

tem’s behavior by systematically varying specific196

attributes of an input, such as race or gender, while197

holding other variables constant (Metaxa et al.,198

2021). Reflecting the notion of counterfactual fair-199

ness (Kusner et al., 2017), these studies assess200

if a model provides consistent responses across201

identity-based variations. A canonical example is202

(Bertrand and Mullainathan, 2004)’s audit study,203

which demonstrated significant racial discrimina-204

tion in hiring by showing that resumes with white-205

sounding names received 50%more callbacks than206

identical resumes with Black-sounding names. In207

recent scholarship, audits have been extended to208

study the behavior of algorithmic systems and209

their outputs across various domains, such as hous-210

ing (Edelman and Luca, 2014), hiring (Chen et al.,211

2018), healthcare information (Juneja and Mitra,212

2021), gig economy (Wood et al., 2019), rec-213

ommendation systems (Baeza-Yates, 2020), and214

search engines (Robertson et al., 2018).215

Extensive scholarship has documented algorith-216

mic bias across various axes of identity, including217

gender (Huang et al., 2021), race (Sap et al., 2019),218

nationality (Venkit et al., 2023), religion (Bhatt219

et al., 2022), caste (B et al., 2022), age (Díaz et al.,220

2018), occupation (Touileb et al., 2022), disabil-221

ity (Venkit et al., 2022). However, research on222

algorithmic biases related to political identities–223

how models interpret, encode, or skew ideological224

positions–has only recently gained traction.225

Among the earliest efforts to explore political226

bias in NLP research, a prominent line of work227

focused on analyzing political biases in news arti-228

cles (Agrawal et al., 2022; Baly et al., 2020). To229

empirically audit the language models, many stud-230

ies adopted a binary framing of political leaning,231

typically using party affiliations—Democrats and232

Republicans—or the ideological values they are233

commonly associated with, namely left and right,234

respectively, and have found both proprietary and235

open-source LLMs to exhibit a left-leaning bias236

in cross-border contexts (e.g., the US, the UK,237

the EU, Brazil) (Li and Goldwasser, 2021; Mo- 238

toki et al., 2024; Rettenberger et al., 2025). Re- 239

searchers have studied how LLMs’ political bias 240

relates with truthfulness, stance, and framing (Fu- 241

lay et al., 2024; Bang et al., 2024). Persona-based 242

prompting is a widely used empirical strategy. For 243

example, (Liu et al., 2022; Qi et al., 2024) used 244

context-specific attributes, such as gender, location 245

(e.g., red vs blue states1), topics of political differ- 246

ences (e.g., immigration) to prompt the LLMs. In 247

these studies, the LLMs are asked to answer the 248

questions in different political orientation tests or 249

pick preferred election candidates and measured 250

for biases using keyword matching and inferential 251

statistics (Qi et al., 2024; Rozado, 2024). 252

Prior scholarship on Bengali communities has 253

examined how users collaboratively engage in po- 254

litical discourse, often centered around content 255

creators and influencers, across both national and 256

transnational spheres (Das et al., 2022, 2024a). In 257

contrast, NLP research has predominantly focused 258

on tasks such as ideology prediction (Tasnim et al., 259

2021), hate speech detection (Mondal et al., 2024; 260

Bhattacharya et al., 2024), and the curation of po- 261

litical discourse datasets (Tasnim et al., 2024; Das 262

et al., 2025a), leaving the sociopolitical biases of 263

language models in Bengali NLP largely under- 264

explored. Attending to the sociocultural diver- 265

sity within Bengali communities, prior work has 266

demonstrated how algorithmic systems, such as 267

sentiment analysis and automated content moder- 268

ation exhibit biases along gender, religion, and na- 269

tionality lines (Das et al., 2021, 2024b). The study 270

by (Thapa et al., 2023), which examined political 271

inclinations of language models through fill-mask 272

and text-generation tasks in Bengali, is the most 273

directly related to our work. However, their re- 274

liance on propositions from political compass tests, 275

rather than on real political discourse data from 276

Bengali communities, limits its relevance. Further- 277

more, despite the sociohistorical entanglements of 278

religion and nationality with political dynamics in 279

Bengali communities, as explained in Section 1, lit- 280

tle attention has been paid to how political biases 281

in LLM-generated Bengali text intersect with so- 282

ciocultural identities–a gap we aim to address. 283

3 Methods 284

This section outlines our quasi-experimental de- 285

sign for prompting an LLM to generate texts in re- 286

1 American states that traditionally vote Democrats and Re-
publicans are called blue and red states, respectively.
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sponse to political discussions based on personas287

expressing a baseline Bengali identity, opposing288

political leanings, and sociocultural attributes such289

as religion and nationality (Figure 1), and explains290

how we compared those generated texts.291

3.1 Evaluation Dataset of Political Discourse292

To audit how Bengali LLMs demonstrate po-293

litical bias across collective identities, such as294

religion and nationality, we utilized the Bengali295

Transnational Political Discourse (BTPD) Dataset296

prepared by (Das et al., 2025a). The context of the297

Bengali language and people exemplifies how re-298

ligion and nationality intersect to shape linguistic299

practices (Dil, 1972). Since major religions, such300

as Islam and Hinduism, have historically played a301

central role in shaping national identities in the re-302

gion, particularly in the emergence of Bangladesh303

and India (Chatterjee, 2020), both religious affili-304

ation and national belonging continue to influence305

what and how Bengali communities participate in306

political discourse today (Das et al., 2024a).307

BTPD is a multilingual dataset comprising po-308

litical discussions among Bengali speakers across309

three online platforms, such as Reddit, Politics310

Stack Exchange (PoliticsSE), and Bengali Quora311

(BnQuora). Each platform has distinct commu-312

nity structures, interaction affordances, and pat-313

terns of participation. For example, while most314

discussions on PoliticsSE and BnQuora are in En-315

glish and Bengali, respectively, Reddit conversa-316

tions on Bengali politics are conducted in Bengali,317

English, or Banglish (Bengali written in romanized318

fonts). The dataset contains 2235 Bengali political319

discussion posts, including both titles and bodies,320

sourced from all three platforms and their English321

translations. Whereas (Das et al., 2025a) were322

solely focused on creating the dataset, this paper323

utilizes their dataset to audit political bias in LLM-324

generated Bengali text across personas expressing325

different religious and nationality-based identities.326

3.2 Generation of Political Responses327

For this study, we focused on one particular328

LLM, namely GPT-4o (referred to as GPT-4 hence-329

forth) by OpenAI. We generated texts in response330

to the political posts in BTPD using a structured331

prompt format based on the Chat API schema. To332

see if and how the political orientation of the LLM-333

generated texts changes based on specific sociocul-334

tural and demographic personas, we used the fol-335

lowing prompts to configure the system message:336

• Baseline: “You are a Bengali.”337

• Political leaning: “You are a Bengali who aligns 338

with the left/right wing political ideology.” 339

• Religion-based: “You are a Bengali whose po- 340

litical perspectives are deeply shaped by Mus- 341

lim/Hindu identity in the Bengali sociopolitical 342

landscape and Islamic/Hindu beliefs.” 343

• Nationality-based: “You are a Bengali whose 344

political perspectives are deeply shaped by 345

Bangladeshi/Indian national identity.” 346

We asked the LLM to generate responses based 347

on that persona using the following instruction: 348

“Respond in 200-300 words in Bengali as a follow- 349

up to the given text, clearly reflecting this persona’s 350

viewpoint.” For each data instance in BTPD, we 351

configured the user role by using the concatenation 352

of that political post’s title and body as the content. 353
354

messages = [{"role": "system", 355
"content": "You are a Bengali whose 356

political perspectives are deeply 357
shaped by Bangladeshi national 358
identity. Respond in 200-300 359
words in Bengali as a follow-up 360
to the given text, clearly 361
reflecting this persona's 362
viewpoint."}, 363

{"role": "user", "content": 364
f"{title}\n{body}"}] 365366

The following code prompts the LLM to gen- 367

erate texts aligned with a Bangladeshi political 368

perspective in response to a political post. Let 369

us refer to the texts generated with baseline Ben- 370

gali persona as baseline Bengali texts, and to 371

those generated with politically left- and right- 372

leaning, or socioculturally Bangladeshi-, Indian- 373

, Hindu-, and Muslim-personas, as left- and 374

right-leaning, Bangladeshi-, Indian-, Hindu-, and 375

Muslim-persona texts, respectively, hereafter (see 376

the right side of Figure 1). We accessed Ope- 377

nAI’s GPT-4 model using the aisuite (Ng 378

et al., 2024) package between March 9 and March 379

31, 2025. To balance between creativity and 380

coherence in the generated responses, we set 381

temperature=0.75, while other hyperparam- 382

eters were kept at their default values. 383

3.3 Comparison of Generated Texts 384

To examine whether and how the Bengali re- 385

sponses generated by GPT-4 vary for personas ex- 386

pressing different political leanings, religions, and 387

nationalities, following (Bommasani and Liang, 388

2024), we compare their embeddings. We used the 389

distiluse-base-multilingual-cased 390

sentence transformer model (Reimers and 391

Gurevych, 2019) to generate those embeddings 392
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Figure 1: Pipeline for prompting LLM with different personas to generate responses to political posts in the BTPD.

with 512 dimensions. Let’s assume that for a par-393

ticular post from BTPD, with personas expressing394

a baseline Bengali, left-leaning, right-leaning, and395

any sociocultural or demographic attribute (e.g.,396

Bangladeshi, Hindu, Indian, Muslim), the gener-397

ated texts from the LLM yield embeddings A, B,398

C, and D, respectively (see Figure 2). In other399

words, these four points in a 512-dimensional400

space represent responses to a political post401

for baseline, left-leaning, right-leaning, and402

identity-based personas, respectively.403

Figure 2: Projection of embeddings for LLM responses.

To answer RQ1, we analyze the LLM’s re-404

sponses to assess how the political orientations of405

personas are reflected in the generated texts rela-406

tive to that generated for the baseline Bengali per-407

sona, by calculating the cosine similarities between408

text embeddings for politically oriented personas409

(B or C) and that for a base persona (A). If we410

found a significant difference in the left-leaning411

texts and right-leaning texts (which we did, as de-412

scribed next, in Section 4), we would compare413

their relativemagnitude of shifts by calculating and414

comparing their Euclidean norms.415

Our RQ2 investigates the relationship between416

the topics of political discussions and the left-417

or right-leaning orientation of the LLM-generated418

texts. We labeled the texts generated for the419

baseline Bengali persona as left-leaning or right-420

leaning by comparing the previously computed Eu-421

clidean norms, assigning each text the label of the422

political persona whose response it was closest to.423

Since the questions and corresponding post bodies424

in BTPD are relatively short–similar to (Das et al.,425

2025a)–we applied non-negative matrix factoriza-426

tion (NMF) (Lee and Seung, 1999) to identify un-427

derlying topics. After using NMF on the English 428

translations of these questions and bodies, we then 429

mapped the resulting topics back to the original 430

Bengali posts using post URLs. In total, we iden- 431

tified ten topics and for each post, extracted their 432

relative weights from the NMF decomposition and 433

determined the dominant topic. To explore how 434

political leaning aligns with topic distributions 435

through visualization, we applied principal compo- 436

nent analysis (PCA) (Jolliffe, 2002), t-distributed 437

Stochastic Neighbor Embedding (t-SNE) (Van der 438

Maaten and Hinton, 2008), and Uniform Manifold 439

Approximation and Projection (UMAP) (McInnes 440

et al., 2018) to the NMF-derived topic weights. 441

Whereas PCA preserves global variance structure, 442

t-SNE and UMAP preserve local and manifold 443

structure, respectively. We conducted a χ2 test of 444

independence (Agresti, 2013) to test whether LLM- 445

generated responses’ political leanings varied sig- 446

nificantly across dominant topics. Finally, we fit 447

a logistic regression model (Hosmer et al., 2013) 448

using the NMF topic weights as predictors and the 449

binary political leaning labels as the outcome to 450

identify which topics were most predictive of the 451

LLM-generated responses’ political orientations. 452

In case of RQ3, compute three directional vec- 453

tors: u⃗ = B−A (representing the shift from base- 454

line to left-oriented persona), v⃗ = C − A (rep- 455

resenting the shift from baseline to right-oriented 456

persona), and p⃗ = D − A (representing the shift 457

from baseline to religion or nationality-based per- 458

sona). Let’s assume, p⃗ creates angles α and β with 459

u⃗ and v⃗, respectively. We compare the cosine sim- 460

ilarities of p⃗ with u⃗ and v⃗ (p cosα and p cosβ, re- 461

spectively) to examine which political leaning the 462

shift of generated text for a certain religious or na- 463

tional identity category aligns more closely with. 464

We compared the Euclidean norms (in RQ1) 465

and the cosine similarities (in RQ3) using infer- 466

ential statistics. First, we checked if the distribu- 467

tions of those values maintained normality using 468

the Shapiro-Wilk test (Shapiro andWilk, 1965). In 469

all of our tests, we used a significance threshold, 470
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α = 0.01. Our RQ1 readily facilitates pairwise471

comparisons between left- and right-leaning shifts472

from the baseline. Similarly, in RQ3, as we want to473

investigate whether a persona expressing a certain474

religion- or nationality-based identity influences475

the LLM-generated texts to alignmore closelywith476

left- or right-leaning responses, we can employ477

pairwise comparisons. For cases where the dis-478

tributions of Euclidean norms or cosine similari-479

ties approximated a Gaussian distribution, we ap-480

plied the parametric paired t-test (Student, 1908);481

otherwise, we used the non-parametric Wilcoxon482

signed-rank test (Wilcoxon, 1992).483

4 Results484

This section presents our findings on how po-485

litical personas influence LLM responses (RQ1),486

whether topic correlates with political leaning487

(RQ2), and how identity-based personas shift re-488

sponses toward left or right leanings (RQ3).489

4.1 RQ1: Differences with Political Leanings490

To examine how the political orienta-491

tions of personas manifest as differences in492

LLM-generated texts relative to the base-493

line, we tested the null hypothesis: H1o :494

µsimilarity (left, baseline) = µsimilarity (right, baseline).495

We found a statistically significant difference496

(p = 1.53e−6) in the similarity of left-leaning497

and right-leaning texts to the baseline responses.498

We then tested whether the magnitudes of the499

shifts in the generated responses induced for differ-500

ent political orientation of the persona were equal501

and found that µdist(baseline, left) ̸= µdist(baseline, right)502

(p = 1.21e−7). Given the dearth of scholar-503

ship on the direction of political biases of LLM-504

generated texts in Bengali, we also tested the one-505

tailed alternative hypotheses. We found a signifi-506

cant p-value (6.05e−8) to acceptµdist(baseline, left) <507

µdist(baseline, right). This indicates that, on average,508

the left-leaning texts deviated less from the base-509

line Bengali texts in the embedding space than510

the right-leaning texts did. In other words, the511

LLM-generated responses for the baseline persona512

were more similar to the left-leaning texts than to513

the right-leaning ones. Thus, LLM’s baseline re-514

sponses exhibit a left-leaning political bias.515

4.2 RQ2: Relationship between Topics and516

Political Leanings517

After applyingNMF,we identified the topwords518

across ten topics (see Table 1). As Bengali re-519

searchers (please see Section 7), we could infer520

the broader theme captured by those topics based 521

on these corresponding top words. For example, 522

topics 3 and 8 capture discourse surrounding West 523

Bengal’s state-level politics in India, while topic 9 524

centers on historical political issues in Bangladesh, 525

including references to figures and events from its 526

colonial past. Topic 5 highlights dynamics be- 527

tween settler Bengalis and Indigenous tribal mi- 528

norities in Bangladesh, reflecting ethnic and cul- 529

tural tensions within the political landscape. 530

We visualized the NMF topic space using three- 531

dimensional PCA, t-SNE, and UMAP, coloring 532

each point by the political leaning of the corre- 533

sponding LLM-generated response (Figure 3). 534

While we chose a three-dimensional projection 535

due to visualization constraints, the top three prin- 536

cipal components together account for 46% of the 537

total variance–between left- and right-leaning re- 538

sponses in the NMF topic space. While both t-SNE 539

and UMAP revealed more pronounced local clus- 540

tering than PCA, neither showed clear separation 541

between political leanings. All three dimensional- 542

ity reduction techniques consistently indicate that 543

there is no clear visual separation between points 544

representing left- (red) and right-leaning (blue) 545

LLM-generated responses in the topic space. 546

Based on our χ2 test, we could not reject the 547

null hypothesis that “There is no relationship be- 548

tween the dominant topic of a post and the po- 549

litical leaning of the LLM-generated response to 550

that” (p = 0.2906). Even when we considered the 551

weights across all NMF topics in a logistic regres- 552

sion model, we obtained R2 = 0.0038, meaning 553

the topics explains less than 0.4% of the variance 554

in political leanings of LLM-generated responses. 555

Closely looking at the each topic (i.e., independent 556

variable), we found only topic 5 (which focuses on 557

Ethnic and cultural identity of Indigenous and Ben- 558

gali communities in Bangladesh) to be significant 559

(p = 0.03) and negatively associatedwith the right- 560

leaning response (co-efficient = −3.1257). That 561

means, if a post is more about topic 5, the more 562

likely it is to be about left-leaning. 563

4.3 RQ3: Alignment of Shifts Associated with 564

Sociocultural/Demographic Attributes 565

and Political Orientation in Persona 566

Next, we examinedwhether instructing the LLM 567

to adopt an identity category-based persona de- 568

fined by a religion (e.g., Hindu, Muslim) or na- 569

tionality (e.g., Bangladeshi, Indian) causes its re- 570

sponses to shift in a way that aligns with the shifts 571
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Table 1: Topics identified in the English versions of the posts by NMF with common words.

Topic Words Topic Words
0 assist, sorry, request, information, content 1 country, like, people, Awami-League, time
2 constitution, according, written, country, Indian 3 West-Bengal, chief-minister, BJP,Mamata-Banerjee, state
4 India, foreign-policy, Dr-Ambedkar, Hindu, draft 5 Indigenous, people, communities, tribes, Bengalis
6 provide, text, translation, information, need 7 women-rights, men, Islam, equal, freedom
8 Bengali, Trinamool, Congress, BJP, parties 9 Bangladesh, secularism, Pakistan, war, prime-minister

Figure 3: LLM-generated left- and right-leaning responses in PCA, t-SNE, and UMAP of the NMF topic space.

observed for left or right-wing political orienta-572

tions. Earlier (in Section 3), we described how573

we defined directional vectors from the embedding574

point of the baseline responses (A) to those of the575

demography-based responses (D), left-leaning re-576

sponses (B), and right-leaning responses (C), de-577

noted as p⃗, u⃗, and v⃗, respectively. Here, we com-578

pared the cosine similarities of p⃗ with u⃗ and v⃗ to579

assess how the shift in LLM-generated responses580

for a persona based on a specific demographic iden-581

tity aligns with the shifts associated with left- and582

right-leaning political personas. Here, our null hy-583

pothesis is that “There is no difference in the align-584

ment of the identity-based response shift with the585

left-leaning and right-leaning political response586

shifts,” i.e., µsimilarity(p⃗, u⃗) = µsimilarity(p⃗, v⃗). Table 2587

presents the results for the major nationality- and588

religion-based Bengali identity categories.589

Table 2: Comparing the alignment of identity-based
shifts with politically left and right leaning shifts

Attribute p-value
Nationality Bangladeshi 0.7703

Indian 0.8704

Religion Hindu 0.7321
Muslim 0.0072

Our results suggest that the shifts in responses590

generated for personas adopting Bangladeshi, In-591

dian, and Hindu identities did not align signifi-592

cantly more with either political orientation, as593

indicated by the non-significant p-values. How-594

ever, we found a statistically significant directional595

alignment between the shifts in LLM-generated 596

texts for the Muslim identity-based persona and 597

those for a particular political orientation. A one- 598

tailed test revealed that the shift in texts for the 599

Muslim persona is significantly (p = 0.0036) 600

aligned with the shift for the left-leaning persona. 601

5 Discussion 602

Our findings suggest that LLMs may repli- 603

cate and potentially exacerbate existing polit- 604

ical divides in communities. For example, 605

the generated responses’ usual left-leaning ten- 606

dency remains consistent when prompted with 607

Muslim personas—unlike with Hindu personas— 608

reflecting the model’s alignment with the demo- 609

graphic majority among Bengali speakers. This 610

indicates that LLMs may reinforce dominant nar- 611

ratives while marginalizing minority perspectives, 612

thereby amplifying majoritarian communal biases. 613

5.1 Impact of Prompts and Model Biases 614

We found that LLM-generated responses to po- 615

litical posts change significantly from the baseline 616

depending on the political leaning embedded in 617

the persona (RQ1). This reemphasizes that LLMs 618

are highly sensitive to prompt engineering, partic- 619

ularly when it involves ideological cues. For ex- 620

ample (Agarwal et al., 2024) showed that LLMs’ 621

moral outputs are shaped by the ethical frame- 622

works embedded in their prompts. Our findings 623

extend this insight into the domain of political 624

discourse in a low-resourced language, suggesting 625

that persona framing can significantly steer the gen- 626

7



erated narrative. Additionally, our analysis indi-627

cates that the LLM tends to produce responses that628

are more aligned with left-leaning perspectives.629

This aligns with recent work in English-language630

contexts that identified a consistent left-leaning631

tendency in popular LLMs across moral, political,632

and cultural issues (Hartmann et al., 2023). Our633

findings suggest that these political biases are not634

neutralized when LLMs are prompted in a non-635

Western language and cultural context like Bengali,636

raising questions about how pretraining data and637

alignment processes may encode and reproduce638

ideological biases, even in cross-cultural contexts.639

5.2 Limits of Topic-Based De-biasing and the640

Politics of Alignment641

Weobserved no significant relationship between642

the topics of the political posts and the politi-643

cal leanings expressed in the LLM-generated re-644

sponses to those posts. This finding calls into645

question the effectiveness of current approaches646

that attempt to “de-bias” models by filtering train-647

ing data or calibrating outputs based on topic cat-648

egories (Kumar et al., 2019). If the ideological649

slant of responses persists independently of con-650

tent, as our hypothesis tests and visualizations in651

RQ2 showed, this suggests that model alignment652

is driven more by structural features in the training653

and reinforcement data than by superficial surface-654

level topic cues. Efforts to align LLMs for fairness655

and neutrality must therefore go beyond topical ad-656

justments and engage with the broader sociopoliti-657

cal dynamics embedded in datasets and models.658

5.3 Epistemic Injustice and the Limits of659

Contextual Alignment660

Answering RQ3, we found that the LLM-661

generated responses shift significantly when662

prompted with a Muslim persona, indicating that663

the narrative direction is distinctly influenced by664

religious identity. Through the lens of epistemic665

injustice (Fricker, 2007), this suggests that the666

LLM stereotypically associates Muslim identity667

with certain political views and may fail to ade-668

quately recognize or represent the hermeneutical669

standpoint of other demographic groups we exam-670

ined. While left-leaning political ideologies often671

align with emancipatory values and advocate for672

marginalized religious minorities like Muslims673

in Western settings, this alignment becomes com-674

plicated in the Bengali context where Muslims675

constitute the demographic majority. LLM’s such676

mismatched association of left-leaning narratives677

with minority identities in different geocultural 678

contexts may reflect an implicit transfer of West- 679

ern normative assumptions into a non-Western 680

sociopolitical context exhibiting a “colonial im- 681

pulse” (Dourish andMainwaring, 2012; Irani et al., 682

2010). Alternatively, the alignment of responses 683

for Muslim and left-leaning persona might come 684

from an epistemic overlap (e.g., postcolonial 685

scholarship emerging from historically colonized 686

Muslim-majority regions (Meer, 2014)) that the 687

model reproduces. Regardless of interpretation, 688

these findings underscore the importance of 689

context-aware alignment: emancipatory approach 690

to epistemic justice must be grounded in the so- 691

ciopolitical realities of the community in question. 692

Without such grounding, LLMs risk reproducing 693

ideologies that are centered around justice in one 694

setting but hegemonic in another. Therefore, an 695

alignment framework should not assume universal 696

moral or political priors, but instead incorporate 697

historically and culturally situated knowledge– 698

especially when engaging with the perspectives of 699

marginalized and minority communities. 700

6 Conclusion 701

In examining how GPT-4’s responses to Ben- 702

gali political discourse deviate from its baseline re- 703

sponses while adopting different political and de- 704

mographic personas, we found that it exhibits a 705

measurable left-leaning bias. Though we did not 706

find a significant relation between the generated 707

texts’ political leanings with the topics and most 708

demographic personas, only the majority Muslim 709

identity-based persona produced responses signif- 710

icantly aligned with a political orientation. These 711

tendencies carry major implications for how cul- 712

ture and society are (re)constructed through LLMs 713

and generative AI. As these increasingly shape 714

global cultural production, their alignment with 715

dominant identities risks enforcing cultural and 716

ideological homogeneity across languages and con- 717

texts, and contributing to the gradual disappear- 718

ance of dissenting or minority views. These find- 719

ings highlight the importance of audits of LLMs 720

that account for sociopolitical and cultural contexts 721

in under-represented languages and intersection- 722

ally diverse communities to avoid the erasure ofmi- 723

nority and marginalized perspectives. We call for 724

greater attention to the epistemic impact of model 725

alignment and for frameworks to evaluate politi- 726

cal and identity biases in the Global South, non- 727

Western, and low-resource contexts. 728
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7 Limitations729

This paper offers insights into the sociopolit-730

ical alignment of LLM-generated texts in Ben-731

gali. However, in this section, we reflect on sev-732

eral limitations of our study. First, while some733

prior studies (Rozado, 2024; Thapa et al., 2023)734

advocate for incorporating both the left–right and735

authoritarian–libertarian dimensions to capture po-736

litical orientation, our study focuses solely on the737

former–following precedent in much of the NLP738

literature (Li and Goldwasser, 2021; Motoki et al.,739

2024). As a result, it does not account for the740

additional ideological variation captured by the741

latter, which may be particularly relevant in the742

context of South Asian political discourse. Sec-743

ond, as we compare the similarities between the744

left- and right-leaning responses to the baseline re-745

sponse, our operationalization of political leaning746

becomes effectively binary. Moreover, we limit747

our analysis to two dominant religious (Hindu and748

Muslim) and national (Bangladeshi and Indian)749

identities within Bengali communities–such bina-750

rification overlooks the broader spectrum of po-751

litical and cultural affiliations, particularly among752

smaller minority groups. Third, while we examine753

different religion and nationality categories sep-754

arately, our study does not account for intersec-755

tional identities (e.g., Bangladeshi Muslims vs. In-756

dian Hindus), which may exhibit distinct discur-757

sive patterns. Fourth, other key sociocultural di-758

mensions such as gender, caste, and linguistic sub-759

regionality are not considered, despite their central-760

ity in shaping Bengali political expression. Fifth,761

we used a multilingual model to generate the em-762

beddings. While it performs better than models763

trained only using English data on Bengali texts, it764

generally underperforms compared to models pre-765

trained exclusively on Bengali or other closely re-766

lated languages (Das et al., 2025b; Ogunremi et al.,767

2023). As a result, the embeddings may suffer768

from contextual loss or reduced linguistic nuance.769

Sixth, the dataset we used primarily reflects dis-770

course within the national contexts of Bangladesh771

and India, with less explicit attention to diasporic772

Bengali communities whose perspectives may dif-773

fer due to transnational experiences. Finally, this774

paper audits the biases in GPT-4 byOpenAI.While775

it is one of the most widely used LLM (Chen et al.,776

2024), future work should examine biases in a777

wider array of LLMs and propose bias mitigation778

strategies in regards to the complexity and diversity779

of sociopolitical identities in Bengali discourse.780

Ethical Considerations 781

In this section, we reflect on the ethical consider- 782

ations, objectives, and scope of our study in light of 783

a recent controversy in AI research and in relation 784

to our own positionality as researchers. 785

Research Objective and Scope 786

Our study analyzed LLM responses to prompts 787

combining lab-constructed personas with posts 788

from BTPD (Das et al., 2025a). While the dataset 789

includes content collected from online platforms, 790

we did not post any generated responses back or 791

engage with users in those communities. This 792

stands in contrast to recent ethically controversial 793

studies–such as the experiment involving undis- 794

closed AI-generated responses on Reddit–which 795

violated community norms and user trust by de- 796

ploying persuasive bots in real time (IE et al., 797

2025). In our case, we conducted all analyses of- 798

fline, and limited the use of community-sourced 799

data to prompt design. We did not make any in- 800

terventions in the platforms from which data was 801

sourced, and did not make any attempts to de- 802

ceive, persuade, or manipulate users. Addition- 803

ally, we followed established ethical guidelines for 804

research involving publicly available social media 805

data (Fiesler and Proferes, 2018), including not us- 806

ing usernames and other sensitive or personally 807

identifiable content. Our goal was to understand 808

how LLMs reflect or prioritize sociopolitical per- 809

spectives in a controlled, non-interactive setting 810

that preserves the integrity of the original online 811

communities. 812

Positionality Statement 813

Researchers’ identities may reflexively address 814

inevitable tensions and bring affinities into per- 815

spective in studying underrepresented communi- 816

ties like the Bengalis (Schlesinger et al., 2017; 817

Liang et al., 2021). Given this paper’s focus on reli- 818

gion and nationality, we reflect here on the authors’ 819

identities across these dimensions. The first author 820

was born and raised in Bangladesh in a Hindu fam- 821

ily belonging to an underprivileged caste minority. 822

The second author also grew up in Bangladesh, in 823

a Muslim household. The third author was raised 824

in India in a Hindu family. All authors (hetero- 825

sexual men) are researchers at a North American 826

university and have backgrounds in computer and 827

information science, with prior research experi- 828

ence with marginalized communities and human- 829

centered data science, which have informed and 830

guided the motivation and execution of this study. 831
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