
Beyond Turing Test: Can GPT-4 Sway Experts’ Decisions?

Anonymous Submission

Abstract001

In the post-Turing era, evaluating large lan-002
guage models (LLMs) involves assessing gener-003
ated text based on readers’ reactions rather than004
merely its indistinguishability from human-005
produced content. This paper explores how006
LLM-generated text impacts readers’ decisions,007
focusing on both amateur and expert audiences.008
Our findings indicate that GPT-4 can gener-009
ate persuasive analyses affecting the decisions010
of both amateurs and professionals. Further-011
more, we evaluate the generated text from the012
aspects of grammar, convincingness, logical co-013
herence, and usefulness. The results highlight014
a high correlation between real-world evalu-015
ation through audience reactions and the cur-016
rent multi-dimensional evaluators commonly017
used for generative models. Overall, this paper018
shows the potential and risk of using generated019
text to sway human decisions and also points020
out a new direction for evaluating generated021
text, i.e., leveraging the reactions and decisions022
of readers. We release our dataset to assist fu-023
ture research.024

1 Introduction025

Large language models (LLMs) have demonstrated026

impressive performance, and the Turing test has027

become less reliable for evaluating LLM-generated028

text (Tikhonov and Yamshchikov, 2023). In other029

words, pursuing the generation of content indis-030

tinguishable from that produced by humans is no031

longer the goal in the post-Turing era. Nowa-032

days, we should evaluate LLM-generated text us-033

ing the same criteria applied to human-generated034

text. In the real world, these criteria are always035

related to readers’ reactions. For example, the036

number of views is an important evaluation met-037

ric for YouTube videos, the number of likes is the038

evaluation metric for social media editors, and the039

obtained donations are the best metrics for crowd-040

funding proposals. Following this line of thought,041

this paper provides a pilot exploration of linking042

Figure 1: Design of experiments.

generated text with readers’ reactions. Going a 043

step further, the behaviors and reactions of com- 044

mon people and experts are very different (Snow 045

et al., 2008; Aguda et al., 2024). To analyze this dif- 046

ference, we include the reactions of both amateurs 047

and experts for in-depth discussions. 048

Inspired by previous studies (Kimbrough, 2005; 049

Keith and Stent, 2019), earnings conference calls 050

(ECCs)—meetings among company managers and 051

professional analysts to discuss the latest opera- 052

tions and future plans—affect both amateur and 053

professional investors’ decisions. This scenario fits 054

our scope, which aims to discuss how the infor- 055

mation provided influences amateurs’ and experts’ 056

decisions. Therefore, we designed our experiments 057

based on ECCs. Figure 1 illustrates the design 058

of the experiment. We first provide an objective 059

summary of the ECC and ask investors to predict 060

whether to increase or decrease based on the given 061

summary. Then, we provide a subjective analysis 062

for the same ECC to investors and ask them to de- 063

cide whether they want to change their decisions. 064

Our results reveal that GPT-4 (OpenAI, 2023) can 065

generate persuasive analysis that sways both ama- 066

teurs’ and professionals’ decisions. 067

Given that many recent studies (Zhong et al., 068

2022; Chan et al., 2023) propose evaluating gener- 069
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ated text by scoring, we also assess the generated070

text from both objective (grammar) and subjective071

(convincingness, logical coherence, and usefulness)072

aspects. Our results indicate that both objective073

and subjective evaluation metrics do highly corre-074

late with the decisions. The high correlation be-075

tween multi-dimensional evaluators and real-world076

evaluations (audience/reader reactions) in our ex-077

periment highlights the potential of using readers’078

reactions as an evaluation method.079

To sum up, this paper focuses on the following080

research questions:081

(RQ1): To what extent does state-of-the-art LLM-082

generated text sway people’s decisions?083

(RQ2): Are the generated text’s influences on ama-084

teurs and professionals different?085

(RQ3): Does the recent popular evaluation ap-086

proach align with reactions?087

2 Related Work088

The impact of text information on financial markets089

is a widely studied topic. Research has shown that090

different kinds of text data, from social media to091

financial news, can affect both trading algorithms092

and investor behavior (Karppi and Crawford, 2016;093

Arcuri et al., 2023). Furthermore, the effects of094

bullish articles, created as part of stock promo-095

tion schemes, have been examined for their ability096

to draw investor attention and influence the mar-097

ket (Clarke et al., 2020). The relationship between098

artificial intelligence and investor decision-making099

is another key area of research. Lai et al. (2023) re-100

views recent studies exploring how AI and humans101

interact in various domains, including finance. Ad-102

ditionally, research examines how machine learn-103

ing results affect investor choices (Biran and McK-104

eown, 2017). Despite considerable research into105

NLP applications in finance, the influence of text106

on financial markets, and the interaction between107

AI and investors, there remains a gap in studies108

specifically examining the impact of LLMs on in-109

vestors’ decisions. Our paper addresses this gap by110

proposing a novel evaluation framework.111

3 Experimental Design112

3.1 Dataset113

We adopt the ECTSum (Mukherjee et al., 2022)114

dataset as the base for our experiment. In ECT-115

Sum, there are 2,425 ECC transcripts with profes-116

sional journalist-written summaries. We manually117

aligned these data with the professional analysis re- 118

ports on the Bloomberg Terminal,1 which is one of 119

the largest financial information vendor platforms. 120

Finally, we obtained 234 instances containing the 121

corresponding analysis reports. GPT-4 (OpenAI, 122

2023) 2 was used to generate the analysis by pro- 123

viding the ECC transcript and the stance (Over- 124

weight/Underweight), where overweight (under- 125

weight) denotes the suggesting increasing (decreas- 126

ing) stock prices. Inspired by Kogan et al. (2023), 127

providing analysis from a certain aspect is rational, 128

but intent to promote the analysis from a certain 129

aspect is illegal. Thus, in addition to having GPT-4 130

act as a professional analyst, we also had GPT-4 131

act as a promoter to render and write an analysis 132

with a stronger stance.3 133

3.2 Evaluation Paradigm 134

We recruited five financial experts with over five 135

years of industry experience and eight students with 136

academic backgrounds in finance for the experi- 137

ment. There are two stages in each round of the 138

experiment. In the first stage, participants are pre- 139

sented with neutral summaries, either professional 140

journalist-written or GPT-4-generated summaries. 141

Participants are asked to decide whether to increase 142

or decrease the stock of the company within three- 143

day trading period following the conference date. 144

In the second stage, participants received a docu- 145

ment with an investment stance pertaining to the 146

same ECC as in the first stage. The documents 147

are either professional analysis reports or GPT-4- 148

generated analyses with stance. They were again 149

asked to make a decision for the same three-day pe- 150

riod. Here, a three-day setting was selected based 151

on the empirical study of previous work (Birru 152

et al., 2022), which supports that the market re- 153

flects information within three days. In this way, 154

we can answer (RQ1) and (RQ2) by analyzing the 155

change between the two stages and the difference 156

between students (amateurs) and experts (profes- 157

sionals). 158

The basic salary of participants is 180% of the 159

minimum salary stipulated by law. To mimic real- 160

world incentives and motivate participants to try 161

their best to make the decision, their salary will 162

increase to 270% of the minimum salary stipulated 163

by law as a reward if they make the correct deci- 164

1https://www.bloomberg.com/professional/products/bloomberg-
terminal/

2We utilize gpt-4-1106 in our experiments.
3All prompts are available in Appendix A.
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2nd Stage Source All Amateur Expert Veteran
GPT-4 28.7% 31.3% 24.7% 15.6%
Analyst 26.3% 25.0% 28.3% 21.2%

Table 1: Ratio of changing decisions in the second stage.

Change Amateur Expert Veteran
Upward 24.1% 42.3% 44.4%
Downward 75.9% 57.7% 55.6%

Table 2: Direction of the change.

sions for 50% of instances. To ensure the fairness165

of the experiment, we anonymized the stocks in all166

documents. This is intended to prevent participants167

from applying external knowledge, ensuring that168

their decisions are based solely on the information169

provided within the documents.170

4 Behavioral Experiment171

4.1 Preprocessing172

The estimated cost of conducting experiments for173

all 234 instances is approximately 4,000 USD,174

which is prohibitively expensive. Therefore, we175

first adopt the Hierarchical Transformer-based176

Multi-task Learning model (HTML), utilized in177

financial forecasting based on ECCs (Yang et al.,178

2020), to simulate the experiment. To simulate the179

first stage of the experiment, we use additional neu-180

tral summaries from the ECTSum dataset to train181

the model. During the testing phase, we use the182

neutral summary and the analysis with stance as183

input to simulate the second stage. If the model’s184

decision changes when given a summary and anal-185

ysis, we select this summary-analysis pair for the186

human behavioral experiment. Ultimately, we have187

75 instances for the experiment, reducing the cost188

to about 1,280 USD.4189

4.2 Results and Analysis190

Table 1 provides answers to RQ1 and RQ2. All191

experts have worked in the financial industry for192

more than five years, and we further group three193

experts with over ten years of experience as Vet-194

erans. First, the analysis written by professional195

analysts has a higher chance of changing experts’196

decisions. Second, amateurs are more likely to197

change their decisions based on GPT-4-generated198

analysis. Additionally, more experienced investors199

are less influenced by GPT-4-generated analysis.200

These results indicate that GPT-4’s analysis may201

4More details about the setting of HTML are shown in
Appendix B.

Prompt Stance All Amateur Expert Veteran

Analysis
Overweight 12.5% 11.8% 13.6% 6.6%
Underweight 37.1% 50.0% 16.7% 7.6%

Promote
Overweight 23.7% 18.9% 31.8% 26.7%
Underweight 40.4% 42.9% 36.4% 21.4%

Table 3: Influence of prompts and stances.

Stage Amateur Expert Veteran
1st 61.2% 61.3% 62.2%
2nd 45.8% 44.7% 51.1%

Table 4: Accuracy of decisions.

suffice for amateur scenarios but is still far from 202

professional standards. It also echoes previous stud- 203

ies’ concerns about human evaluation quality in 204

natural language generation research (Snow et al., 205

2008; Howcroft et al., 2020), as many studies still 206

evaluate models’ outputs on crowdsourcing plat- 207

forms. In other words, our results suggest that the 208

analysis impacting amateurs may not be the focus 209

for experts. 210

Table 2 further shows the direction of their de- 211

cision changes. Upward (Downward) denotes a 212

change in their predictions from degrease (increase) 213

to increase (decrease). Overall, investors are more 214

sensitive to underweight analysis, i.e., information 215

that may negatively impact the company. However, 216

the ratio between amateurs and experts is signifi- 217

cantly different. This indicates that amateurs are 218

very sensitive to negative information. This raises 219

a potential risk of using LLMs to generate analysis 220

for the general public. The generated underweight 221

analysis has a higher potential to sway amateur 222

investors’ decisions, and our results provide ev- 223

idence supporting the U.S. Department of Trea- 224

sury’s concerns about the risks of artificial intelli- 225

gence in the financial services sector.5 Imagining 226

that automatically generated underweight analyses 227

are widely distributed on online platforms, it may 228

lead to higher market volatility and harm market 229

stability. 230

To conduct an in-depth analysis of the risk, we 231

further use GPT-4 to write promoting reports for the 232

given stance. Table 3 shows the comparison. First, 233

underweight analysis influences investors much 234

more than overweight analysis. Second, analysis 235

with a strong tone sways experts’ decisions more 236

than pure analysis, regardless of the given stance. 237

This reveals the potential of LLMs in influencing 238

professionals’ decisions. 239

Finally, as mentioned in Section 4.1, we only 240

5https://home.treasury.gov/news/press-releases/jy2393
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Annotator Source Grammatical Convincing Logical Useful

Amateur

Analysis (GPT-4) 4.44 4.13 4.02 4.06
Promote (GPT-4) 4.47 4.23 4.16 4.20
Analyst 3.92 3.22 3.30 3.43

Expert

Analysis (GPT-4) 3.65 2.80 3.04 2.84
Promote (GPT-4) 3.79 2.95 3.22 3.06
Analyst 3.78 3.48 3.61 3.65

Veteran
Analysis (GPT-4) 3.71 2.78 3.03 2.46
Promote (GPT-4) 3.79 2.95 3.22 3.06
Analyst 4.06 3.93 4.09 3.97

Table 5: Multi-dimensional evaluation.

focus on the pairs that lead the model to change241

decisions in spite of the accuracy. Thus, the analy-242

sis given in the second stage is not selected to lead243

investors to make wrong decisions. In Table 4, we244

show the accuracy of their decisions. The results re-245

veal that investors make accurate trading decisions246

based on neutral summaries, and the analysis with247

stances may hurt the accuracy of their decisions.248

Based on this result, we want to highlight the risk249

of using generated analysis for financial decisions.250

4.3 Generated Text Evaluation251

Recently, many studies have scored generated text252

from multiple aspects (Zhong et al., 2022; Chan253

et al., 2023) to evaluate the quality of the gener-254

ated documents. To answer (RQ3), we asked par-255

ticipants to annotate the given analysis from four256

aspects: grammar, convincingness, logical coher-257

ence, and usefulness. The score ranges from 1 to258

5 (Discrete), with higher scores indicating better259

quality. Table 5 shows the average scores of differ-260

ent groups of participants for different sources.261

First, from the objective aspect, i.e., grammar,262

GPT-4 achieves a level similar to that of profes-263

sional analysts, regardless of the group of annota-264

tors. However, from the subjective aspects, ama-265

teurs and experts have different opinions on GPT-4-266

generated and analyst-written analyses. Amateurs267

provide higher scores for GPT-4-generated text,268

while experts provide higher scores for analyst-269

written analysis. These results highlight the dif-270

ference between amateurs and experts. Given this271

evidence, future works should reconsider the de-272

sign of the human annotation process.273

Second, compared with the results in Section 4.2,274

experts change their decisions more frequently275

when analysts’ reports are provided in the second276

stage, and these reports are considered more con-277

vincing, logical, and useful. The situation is similar278

for amateurs; GPT-4-generated analysis gets higher279

scores and leads to more changes in amateurs’ de-280

cisions. This indicates that scores and reactions281

are correlated in our experiment. The correlation282

Grammatical Convincing Logical Useful
All 0.654 0.262 0.262 0.237
Amateur 0.505 0.109 0.136 0.179
Expert 0.769 0.317 0.391 0.169
Veteran 0.754 0.118 0.126 0.027

Table 6: Agreement among annotators.

between scores and reactions in our experiment 283

highlights the potential of using these reactions 284

to evaluate forward-looking analyses, including 285

predicting future stock trajectories with rationales. 286

Finally, the experts’ multi-dimensional evaluation 287

scores also show the gap between state-of-the-art 288

LLMs and professional analysts in writing analysis. 289

To check the agreement, each pair was annotated 290

by at least two experts and two amateurs. We calcu- 291

lated Krippendorff’s Alpha (Krippendorff, 2011), 292

and the results are shown in Table 6. The agree- 293

ment on grammatical scores is very high regardless 294

of the annotators. This suggests that evaluating 295

generated text from objective aspects is effective, 296

as most studies did before the LLM era. However, 297

the agreement on subjective metrics is quite low, 298

even among experts. This indicates the problem 299

of conducting human evaluation from subjective 300

aspects, as different people have different opinions. 301

Following the discussion of Amidei et al. (2018), 302

the low agreement for complex generated text does 303

not imply it is an insufficient evaluation metric, 304

but it is natural after the generated text passes the 305

Turing test. We hope the discussion in this paper 306

can open different perspectives on generated text 307

evaluation, particularly using readers’ reactions as 308

evaluation metrics. 309

5 Conclusion 310

This paper advocates for a nuanced approach to 311

evaluating LLM-generated text and emphasizes 312

the importance of real-world reactions as well as 313

traditional evaluative metrics. By understanding 314

and addressing the differences in how amateurs 315

and experts perceive and are influenced by LLM- 316

generated content, we can better harness the capa- 317

bilities of these models while safeguarding against 318

their potential pitfalls. Future research should con- 319

tinue exploring these dynamics, particularly fo- 320

cusing on the ethical implications and regulatory 321

frameworks necessary to guide the responsible use 322

of LLMs in decision-critical applications. 323
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Limitations324

First, the scope of our study is restricted to ECCs325

within the financial sector. Although this context is326

highly relevant for examining decision-making pro-327

cesses, the results may not be directly transferable328

to other domains where different types of infor-329

mation and decision-making criteria are involved.330

Future studies should explore a broader range of331

contexts to validate and expand upon our findings.332

Second, the sample size for our human behavioral333

experiment, though carefully selected to balance334

cost and representativeness, remains limited with335

75 instances. This constraint may affect the statisti-336

cal power and precision of our conclusions. Larger-337

scale studies are needed to confirm the trends and338

patterns observed in our research. Third, the eval-339

uation of generated text involved subjective met-340

rics such as convincingness, logical coherence, and341

usefulness, which inherently depend on individ-342

ual perceptions. Despite efforts to mitigate this343

through multiple annotators and Krippendorff’s Al-344

pha calculation, the low agreement on subjective345

metrics highlights the challenge of achieving con-346

sistent evaluations across diverse groups. Devel-347

oping more objective and standardized evaluation348

frameworks for LLM-generated text remains a crit-349

ical area for future research.350

Ethical Statements351

This study deals with online experiments with a352

strong commitment to ethical standards in the treat-353

ment of participants. Prior to participation, all354

participants were provided with a comprehensive355

explanation of the study’s objectives, the proce-356

dures involved, the potential risks, and their rights357

as study participants. Informed consent was ob-358

tained from all individual participants involved in359

the study. Participants were assured of their right360

to withdraw from the study at any point without361

any adverse consequences. To protect privacy, all362

data collected during the study were anonymized363

and securely stored. Identifiable information was364

removed from the dataset prior to analysis to en-365

sure confidentiality. Participants were informed366

that the results of the study might be published, but367

privacy information would remain confidential and368

would not be linked to any personally identifying369

information. The online nature of the experiments370

was designed to ensure minimal risk to participants.371

However, appropriate measures were taken to ad-372

dress any technical and privacy-related concerns373

associated with online data collection. 374
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Focus on key financial metrics. 508

Transcripts: {} 509

Overweight analysis: As a financial analyst, you 510

are tasked with preparing a detailed summary re- 511

port on a recent earnings conference call transcript, 512

adopting an overweight investment stance. Focus 513

on key financial metrics. 514

Transcripts: {} 515

Underweight analysis: As a financial analyst, you 516

are tasked with preparing a detailed summary re- 517

port on a recent earnings conference call transcript, 518

adopting an underweight investment stance. Focus 519

on key financial metrics. 520

Transcripts: {} 521

Overweight Promotion: As a stock promoter, you 522

are tasked with preparing a report that offers a com- 523
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an overweight investment stance based on the com- 525

pany’s recent earnings call. 526
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Underweight Promotion: As a stock promoter, 528

you are tasked with preparing a report that offers a 529

cautious or skeptical perspective on the company, 530
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recommending an underweight investment stance531

based on the company’s recent earnings call.532

Transcripts: {}533

B Details of HTML534

We adopt different encoders with HTML, including535

BERT (Devlin et al., 2019), FinBERT-Tone (Huang536

et al., 2023), and FinBERT-Sentiment (Araci,537

2019), and use Adam as the optimizer with an ini-538

tial learning rate of 2e-5 (Yang et al., 2020). The539

model is trained for 10 epochs with a batch size of540

4.541
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