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Abstract. Given a factorization of an image into a sum of linear compo-
nents, we present a zero-shot method to control each individual compo-
nent through diffusion model sampling. For example, we can decompose
an image into low and high spatial frequencies and condition these com-
ponents on different text prompts. This produces hybrid images, which
change appearance depending on viewing distance. By decomposing an
image into three frequency subbands, we can generate hybrid images
with three prompts. We also use a decomposition into grayscale and
color components to produce images whose appearance changes when
they are viewed in grayscale, a phenomena that naturally occurs under
dim lighting. And we explore a decomposition by a motion blur kernel,
which produces images that change appearance under motion blurring.
Our method works by denoising with a composite noise estimate, built
from the components of noise estimates conditioned on different prompts.
We also show that for certain decompositions, our method recovers prior
approaches to compositional generation and spatial control. Finally, we
show that we can extend our approach to generate hybrid images from
real images. We do this by holding one component fixed and generating
the remaining components, effectively solving an inverse problem.

Keywords: Diffusion models · Perceptual illusions · Hybrid images

1 Introduction

The visual world is full of phenomena that can be understood through image
decompositions. For instance, objects look blurry when seen from a distance,
while up close their details are highly salient—two distinct perspectives that can
be captured by a decomposition in frequency space [42, 49]. During the day, we
see in full color, while in dim light we perceive only luminance—an effect that
can be appreciated with a color space decomposition.

We present a simple method for controlling the factors of such decomposi-
tions, allowing a user to generate images that are perceived differently under
different viewing conditions, yet still globally coherent. We apply this approach
to generating a variety of perceptual illusions (Fig. 1). (i) Inspired by the clas-
sic work of Oliva et al . [42] we generate hybrid images, whose interpretation
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Fig. 1: Illusions by Factorized Diffusion. By conditioning the components of a
generated image with different prompts, we can use off-the-shelf text-conditioned im-
age diffusion models to synthesize hybrid images [42], hybrid images containing three
objects, and new perceptual illusions which we refer to as color hybrids and motion
hybrids, which change appearance when color is added or motion blur is induced. In
addition, we can extract a component from an existing image and generate the missing
components, allowing us to produce hybrid images from real images, which we term in-
verse hybrids. Examples shown are hand-picked. For random samples please see Fig. 9
and Fig. 18. For the hybrid images, we include insets to aid in visualization. However,
perception of this effect depends on the resolution of the images, so we highly en-
courage the reader to zoom so that an image fills the screen completely, or
visit our webpage for easier viewing.
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changes with viewing distance, which we achieve by controlling the generated
image’s low and high frequency components. A decomposition into three sub-
bands allows us to produce hybrid images with three different prompts, which
we refer to as triple hybrids. (ii) We generate color images whose appearance
changes when they are viewed in grayscale, a phenomena that naturally occurs
under dim lighting. We call these color hybrids, and achieve this by controlling
image luminance separately from its color. (iii) Finally, we produce images that
change appearance under motion blur, which is achieved by using a blur kernel
to decompose an image. We refer to these as motion hybrids.

Our approach consists of a simple change to the sampling procedure of an
off-the-shelf diffusion model. Given an image decomposition and a text prompt
to control each component, in each step of the reverse diffusion process we es-
timate the noise multiple times: once for each component, conditioned on its
corresponding text prompt. We then assemble a composite noise estimate by
combining components from each individual noise estimate, obtained by ap-
plying the decomposition directly to the noise estimates (Fig. 2). Notably, our
approach does not require finetuning [47, 67] or access to auxiliary networks, as
in guidance based methods [1, 17,21,31,31,40].

We also show that we can take components from existing images, and gen-
erate the remaining components conditioned on text. This recovers a simple
method to solve inverse problems, and is highly related to prior work on using
diffusion models for solving inverse problems [8–10, 28, 34, 53, 54, 64]. We apply
this technique to producing hybrid images from real images. Finally, we show
that using certain decompositions with our method recovers prior techniques for
spatial [2] and compositional [32] control over text prompts.

In summary, our contributions are as follows:
• Given a decomposition of an image into a sum of components, we propose a

zero-shot adaptation of diffusion models to control these components during
image generation.
• Using our method, we produce a variety of perceptual illusions, such as images

that change appearance under different viewing distances (hybrid images),
illumination conditions (color hybrids), and motion blurring (motion hybrids).
Each of these illusions corresponds to a different image decomposition.
• We provide quantitative evaluations comparing our hybrid images to those

produced by traditional methods, and show that our results are better.
• We give an analysis and intuition for how and why our method works.
• We show a simple extension of our method allows us to solve inverse problems,

and we apply this approach to synthesizing hybrid images from real images.

2 Related Work

Diffusion models. Diffusion models [11, 25, 51, 52, 54] are trained to denoise
data corrupted by added Gaussian noise. This is achieved by estimating the
noise in noisy data, potentially with some additional conditioning, such as with
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text embeddings. To sample data from a diffusion model, pure Gaussian noise
is iteratively denoised until a clean image remains. Each denoising step consists
of an update that removes a portion of the predicted noise from the noisy im-
age, such as DDPM [25] or DDIM [52]. One noteworthy application of diffusion
models is for text-conditional image generation [29, 40, 46, 48], which we build
our method on top of.

Diffusion model control. Diffusion models are capable of both generating
and editing images conditioned on text prompts. By modifying the reverse pro-
cess [2, 18, 35, 63, 68], finetuning [47, 67], performing text inversion [26, 37, 52,
61, 65], swapping attention maps [14, 23, 59], supplying instructions [4], or us-
ing guidance [1, 14, 21, 31, 40, 44], modifying the style, location, and appearance
of content in an image has become a relatively accessible task. Another line of
work on compositional generation [2, 12, 33, 63] shows that diffusion models can
generate images that conform to compositions of text prompts. Our work builds
upon this, and shows that similar techniques can be applied to prompting indi-
vidual components of an image to produce perceptual illusions. Our work is also
similar to Wang et al . [63], in which a diffusion model is used to generate stacks
of images that emulate a zooming video. However, we focus on generating only
a single image that can be understood at multiple resolutions.

Computational optical illusions. Optical illusions are entertaining, but can
also serve as windows into human and machine perception [13, 19, 20, 24, 27, 39,
56,62]. As such, much work has gone into developing computational methods for
generating optical illusions [5–7,16,18,22,42,43,58,60]. In classic work, Oliva et
al . introduced hybrid images [42], which are images that change their appearance
depending on viewing distance or duration [49]. These images work by exploiting
the multiscale processing of human perception [41,50]. By aligning low frequency
components of one image and high frequency components of another image, the
observer perceives the image as the former when seen from far away and as the
latter when seen up close. By contrast, our approach generates hybrid images
from scratch with a diffusion model, as opposed to fusing together two existing
images, and thus avoids manual alignment steps and the need to find appropriate
images, and also leads to fewer artifacts.

Artists and researchers have recently used text-conditioned image diffusion
models to generate optical illusions. For example, a pseudonymous artist [60]
adapted a QR code generation model [30,67] to create images that subtly match
a target template. While these are also images with multiple interpretations,
they are restricted to binary mask templates and require a specialized finetuned
model. Burgert et al . [5] use score distillation sampling [45] to generate images
that match other prompts when viewed from different orientations or overlaid
on top of each other. Other methods such as Tancik [58] and Geng et al . [18] use
off-the-shelf diffusion models [29,46] to generate multi-view optical illusions that
change appearance upon transformations such as rotations, flips, permutations,
skews, and color inversions. These methods work by transforming the noisy image
multiple ways during the reverse diffusion process, denoising each transformed
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version, then averaging the noise estimates together. However, many types of
transformations, like the multiscale processing considered in hybrid images, fail
because they perturb the noise distribution [18]. Like these approaches, our work
also changes the reverse diffusion process to produce images that have multiple
interpretations. However, our approach manipulates the noise estimate rather
than the noisy image, enabling us to handle illusions that prior work cannot.
Please see Appendix G for additional discussion and results.

3 Method

For a given decomposition of an image into components, our method allows for
control of each of these components through text conditioning. We achieve this
by modifying the sampling procedure of a text-to-image diffusion model.

3.1 Preliminaries: Diffusion Models

Diffusion models sample from a distribution by iteratively denoising noisy data.
Over T timesteps, they denoise pure random Gaussian noise, xT , until a clean
image, x0, is produced at the final step. At intermediate timesteps, a variance
schedule is followed such that the noisy image at timestep t is of the form

xt =
√
αtx0 +

√
1− αtϵ, (1)

where ϵ ∼ N (0, I) is a sample from a standard Gaussian distribution, and
αt is a predetermined variance schedule. To sample xt−1 from xt the diffu-
sion model, ϵθ(·, ·, ·), predicts the noise in xt, conditioned on the timestep t
and optionally on context y, such as a text prompt embedding. Afterwards, an
update step, update(·, ·), is applied which removes a portion of the estimated
noise, ϵθ := ϵθ(xt, y, t), from the noisy image xt. The exact implementation
of this step depends on the specifics of the method used, but it is—critically
for our method—often a linear combination of xt and ϵθ (and possibly noise,
z ∼ N (0, I)). For example, DDIM [52] (with σt = 0) performs the update as:

xt−1 = update(xt, ϵθ) =
√
αt−1

(
xt −

√
1− αtϵθ√
αt

)
+

√
1− αt−1ϵθ. (2)

3.2 Factorized Diffusion

An overview of our method can be found in Fig. 2. Our method works by manip-
ulating the noise estimate during the reverse diffusion process such that different
components of the estimate are conditioned on different prompts. Given a de-
composition of an image, x ∈ R3×H×W , into the sum of N components,

x =

N∑

i

fi(x), (3)



6 D. Geng et al.

Diffusion 

Model

Diffusion 

Model

Diffusion 

Model

<latexit sha1_base64="im1e/4T9eS0sJniQeODaVSCpcus=">AAAB83icbVDLSsNAFL2pr1pfVZduBovgqiTia1l047KCfUATymQ6aYdOHszciCX0N9y4UMStP+POv3HSZqGtBwYO59zLPXP8RAqNtv1tlVZW19Y3ypuVre2d3b3q/kFbx6livMViGauuTzWXIuIt FCh5N1Gchr7kHX98m/udR660iKMHnCTcC+kwEoFgFI3kuiHFkR9kT9M+9qs1u27PQJaJU5AaFGj2q1/uIGZpyCNkkmrdc+wEvYwqFEzyacVNNU8oG9Mh7xka0ZBrL5tlnpITowxIECvzIiQz9fdGRkOtJ6FvJvOMetHLxf+8XorBtZeJKEmRR2x+KEglwZjkBZCBUJyh nBhCmRImK2EjqihDU1PFlOAsfnmZtM/qzmX94v681rgp6ijDERzDKThwBQ24gya0gEECz/AKb1ZqvVjv1sd8tGQVO4fwB9bnD5Mskg0=</latexit>xt

<latexit sha1_base64="pYBNhcKG0Xb8t9GDEDvKL+TA+AU=">AAAB8XicbVDLSgNBEOyNrxhfUY9eFoPgKeyKr2PQi8cI5oHJEmYnvcmQ2ZllZlYIS/7CiwdFvPo33vwbJ8keNLGgoajqprsrTDjTxvO+ncLK6tr6RnGztLW9s7tX3j9oapkqig0quVTtkGjkTGDD MMOxnSgkccixFY5up37rCZVmUjyYcYJBTAaCRYwSY6XHLiaacSl6fq9c8areDO4y8XNSgRz1Xvmr25c0jVEYyonWHd9LTJARZRjlOCl1U40JoSMywI6lgsSog2x28cQ9sUrfjaSyJYw7U39PZCTWehyHtjMmZqgXvan4n9dJTXQdZEwkqUFB54uilLtGutP33T5TSA0f W0KoYvZWlw6JItTYkEo2BH/x5WXSPKv6l9WL+/NK7SaPowhHcAyn4MMV1OAO6tAACgKe4RXeHO28OO/Ox7y14OQzh/AHzucPe1GQzg==</latexit>/1

<latexit sha1_base64="IHXJ3ABAKkPlTBFlvhCDrKqgRTw=">AAAB8XicbVDLSgNBEOz1GeMr6tHLYhA8hd3g6xj04jGCeWCyhNlJbzJkdmaZmRXCkr/w4kERr/6NN//GSbIHTSxoKKq66e4KE8608bxvZ2V1bX1js7BV3N7Z3dsvHRw2tUwVxQaVXKp2SDRyJrBh mOHYThSSOOTYCke3U7/1hEozKR7MOMEgJgPBIkaJsdJjFxPNuBS9aq9U9ireDO4y8XNShhz1Xumr25c0jVEYyonWHd9LTJARZRjlOCl2U40JoSMywI6lgsSog2x28cQ9tUrfjaSyJYw7U39PZCTWehyHtjMmZqgXvan4n9dJTXQdZEwkqUFB54uilLtGutP33T5TSA0f W0KoYvZWlw6JItTYkIo2BH/x5WXSrFb8y8rF/Xm5dpPHUYBjOIEz8OEKanAHdWgABQHP8ApvjnZenHfnY9664uQzR/AHzucPfNWQzw==</latexit>/2

<latexit sha1_base64="yuNOOHIWamYzXfv78rX9i60CEDg=">AAAB8XicbVDLSgNBEOyNrxhfUY9eFoPgKez6Pga9eIxgHpgsYXbSmwyZnVlmZoWw5C+8eFDEq3/jzb9xkuxBowUNRVU33V1hwpk2nvflFJaWV1bXiuuljc2t7Z3y7l5Ty1RRbFDJpWqHRCNnAhuG GY7tRCGJQ46tcHQz9VuPqDST4t6MEwxiMhAsYpQYKz10MdGMS9E77ZUrXtWbwf1L/JxUIEe9V/7s9iVNYxSGcqJ1x/cSE2REGUY5TkrdVGNC6IgMsGOpIDHqIJtdPHGPrNJ3I6lsCePO1J8TGYm1Hseh7YyJGepFbyr+53VSE10FGRNJalDQ+aIo5a6R7vR9t88UUsPH lhCqmL3VpUOiCDU2pJINwV98+S9pnlT9i+r53Vmldp3HUYQDOIRj8OESanALdWgABQFP8AKvjnaenTfnfd5acPKZffgF5+MbflmQ0A==</latexit>/3

<latexit sha1_base64="WaL0tWjltrkuxlqV+KuqJEpv8BI=">AAAB6HicbVDLSgNBEOyNrxhfUY9eBoPgKeyKr4sQ9OIxAfOAZAmzk04yZnZ2mZkVwpIv8OJBEa9+kjf/xkmyB00saCiquunuCmLBtXHdbye3srq2vpHfLGxt7+zuFfcPGjpKFMM6i0SkWgHVKLjE uuFGYCtWSMNAYDMY3U395hMqzSP5YMYx+iEdSN7njBor1W66xZJbdmcgy8TLSAkyVLvFr04vYkmI0jBBtW57bmz8lCrDmcBJoZNojCkb0QG2LZU0RO2ns0Mn5MQqPdKPlC1pyEz9PZHSUOtxGNjOkJqhXvSm4n9eOzH9az/lMk4MSjZf1E8EMRGZfk16XCEzYmwJZYrb WwkbUkWZsdkUbAje4svLpHFW9i7LF7XzUuU2iyMPR3AMp+DBFVTgHqpQBwYIz/AKb86j8+K8Ox/z1pyTzRzCHzifP5ANjMs=</latexit>=

<latexit sha1_base64="WaL0tWjltrkuxlqV+KuqJEpv8BI=">AAAB6HicbVDLSgNBEOyNrxhfUY9eBoPgKeyKr4sQ9OIxAfOAZAmzk04yZnZ2mZkVwpIv8OJBEa9+kjf/xkmyB00saCiquunuCmLBtXHdbye3srq2vpHfLGxt7+zuFfcPGjpKFMM6i0SkWgHVKLjE uuFGYCtWSMNAYDMY3U395hMqzSP5YMYx+iEdSN7njBor1W66xZJbdmcgy8TLSAkyVLvFr04vYkmI0jBBtW57bmz8lCrDmcBJoZNojCkb0QG2LZU0RO2ns0Mn5MQqPdKPlC1pyEz9PZHSUOtxGNjOkJqhXvSm4n9eOzH9az/lMk4MSjZf1E8EMRGZfk16XCEzYmwJZYrb WwkbUkWZsdkUbAje4svLpHFW9i7LF7XzUuU2iyMPR3AMp+DBFVTgHqpQBwYIz/AKb86j8+K8Ox/z1pyTzRzCHzifP5ANjMs=</latexit>=

<latexit sha1_base64="WaL0tWjltrkuxlqV+KuqJEpv8BI=">AAAB6HicbVDLSgNBEOyNrxhfUY9eBoPgKeyKr4sQ9OIxAfOAZAmzk04yZnZ2mZkVwpIv8OJBEa9+kjf/xkmyB00saCiquunuCmLBtXHdbye3srq2vpHfLGxt7+zuFfcPGjpKFMM6i0SkWgHVKLjE uuFGYCtWSMNAYDMY3U395hMqzSP5YMYx+iEdSN7njBor1W66xZJbdmcgy8TLSAkyVLvFr04vYkmI0jBBtW57bmz8lCrDmcBJoZNojCkb0QG2LZU0RO2ns0Mn5MQqPdKPlC1pyEz9PZHSUOtxGNjOkJqhXvSm4n9eOzH9az/lMk4MSjZf1E8EMRGZfk16XCEzYmwJZYrb WwkbUkWZsdkUbAje4svLpHFW9i7LF7XzUuU2iyMPR3AMp+DBFVTgHqpQBwYIz/AKb86j8+K8Ox/z1pyTzRzCHzifP5ANjMs=</latexit>=

<latexit sha1_base64="Age47FzHBvUqYGPEEfH8g0BXt4k=">AAAB6HicbVDLSgNBEOyNrxhfUY9eBoMgCGFXfB2DXjwmYB6QhDA76U3GzM4uM7NCWPIFXjwo4tVP8ubfOEn2oIkFDUVVN91dfiy4Nq777eRWVtfWN/Kbha3tnd294v5BQ0eJYlhnkYhUy6caBZdY N9wIbMUKaegLbPqju6nffEKleSQfzDjGbkgHkgecUWOl2lmvWHLL7gxkmXgZKUGGaq/41elHLAlRGiao1m3PjU03pcpwJnBS6CQaY8pGdIBtSyUNUXfT2aETcmKVPgkiZUsaMlN/T6Q01Hoc+rYzpGaoF72p+J/XTkxw0025jBODks0XBYkgJiLTr0mfK2RGjC2hTHF7 K2FDqigzNpuCDcFbfHmZNM7L3lX5snZRqtxmceThCI7hFDy4hgrcQxXqwADhGV7hzXl0Xpx352PemnOymUP4A+fzB3TFjLk=</latexit>

+
<latexit sha1_base64="Age47FzHBvUqYGPEEfH8g0BXt4k=">AAAB6HicbVDLSgNBEOyNrxhfUY9eBoMgCGFXfB2DXjwmYB6QhDA76U3GzM4uM7NCWPIFXjwo4tVP8ubfOEn2oIkFDUVVN91dfiy4Nq777eRWVtfWN/Kbha3tnd294v5BQ0eJYlhnkYhUy6caBZdY N9wIbMUKaegLbPqju6nffEKleSQfzDjGbkgHkgecUWOl2lmvWHLL7gxkmXgZKUGGaq/41elHLAlRGiao1m3PjU03pcpwJnBS6CQaY8pGdIBtSyUNUXfT2aETcmKVPgkiZUsaMlN/T6Q01Hoc+rYzpGaoF72p+J/XTkxw0025jBODks0XBYkgJiLTr0mfK2RGjC2hTHF7 K2FDqigzNpuCDcFbfHmZNM7L3lX5snZRqtxmceThCI7hFDy4hgrcQxXqwADhGV7hzXl0Xpx352PemnOymUP4A+fzB3TFjLk=</latexit>

+

<latexit sha1_base64="Age47FzHBvUqYGPEEfH8g0BXt4k=">AAAB6HicbVDLSgNBEOyNrxhfUY9eBoMgCGFXfB2DXjwmYB6QhDA76U3GzM4uM7NCWPIFXjwo4tVP8ubfOEn2oIkFDUVVN91dfiy4Nq777eRWVtfWN/Kbha3tnd294v5BQ0eJYlhnkYhUy6caBZdY N9wIbMUKaegLbPqju6nffEKleSQfzDjGbkgHkgecUWOl2lmvWHLL7gxkmXgZKUGGaq/41elHLAlRGiao1m3PjU03pcpwJnBS6CQaY8pGdIBtSyUNUXfT2aETcmKVPgkiZUsaMlN/T6Q01Hoc+rYzpGaoF72p+J/XTkxw0025jBODks0XBYkgJiLTr0mfK2RGjC2hTHF7 K2FDqigzNpuCDcFbfHmZNM7L3lX5snZRqtxmceThCI7hFDy4hgrcQxXqwADhGV7hzXl0Xpx352PemnOymUP4A+fzB3TFjLk=</latexit>

+
<latexit sha1_base64="Age47FzHBvUqYGPEEfH8g0BXt4k=">AAAB6HicbVDLSgNBEOyNrxhfUY9eBoMgCGFXfB2DXjwmYB6QhDA76U3GzM4uM7NCWPIFXjwo4tVP8ubfOEn2oIkFDUVVN91dfiy4Nq777eRWVtfWN/Kbha3tnd294v5BQ0eJYlhnkYhUy6caBZdYN9wIbMUKaegLbPqju6nffEKleSQfzDjGbkgHkgecUWOl2lmvWHLL7gxkmXgZKUGGaq/41elHLAlRGiao1m3PjU03pcpwJnBS6CQaY8pGdIBtSyUNUXfT2aETcmKVPgkiZUsaMlN/T6Q01Hoc+rYzpGaoF72p+J/XTkxw0025jBODks0XBYkgJiLTr0mfK2RGjC2hTHF7 K2FDqigzNpuCDcFbfHmZNM7L3lX5snZRqtxmceThCI7hFDy4hgrcQxXqwADhGV7hzXl0Xpx352PemnOymUP4A+fzB3TFjLk=</latexit>

+

<latexit sha1_base64="Age47FzHBvUqYGPEEfH8g0BXt4k=">AAAB6HicbVDLSgNBEOyNrxhfUY9eBoMgCGFXfB2DXjwmYB6QhDA76U3GzM4uM7NCWPIFXjwo4tVP8ubfOEn2oIkFDUVVN91dfiy4Nq777eRWVtfWN/Kbha3tnd294v5BQ0eJYlhnkYhUy6caBZdY N9wIbMUKaegLbPqju6nffEKleSQfzDjGbkgHkgecUWOl2lmvWHLL7gxkmXgZKUGGaq/41elHLAlRGiao1m3PjU03pcpwJnBS6CQaY8pGdIBtSyUNUXfT2aETcmKVPgkiZUsaMlN/T6Q01Hoc+rYzpGaoF72p+J/XTkxw0025jBODks0XBYkgJiLTr0mfK2RGjC2hTHF7 K2FDqigzNpuCDcFbfHmZNM7L3lX5snZRqtxmceThCI7hFDy4hgrcQxXqwADhGV7hzXl0Xpx352PemnOymUP4A+fzB3TFjLk=</latexit>

+
<latexit sha1_base64="Age47FzHBvUqYGPEEfH8g0BXt4k=">AAAB6HicbVDLSgNBEOyNrxhfUY9eBoMgCGFXfB2DXjwmYB6QhDA76U3GzM4uM7NCWPIFXjwo4tVP8ubfOEn2oIkFDUVVN91dfiy4Nq777eRWVtfWN/Kbha3tnd294v5BQ0eJYlhnkYhUy6caBZdYN9wIbMUKaegLbPqju6nffEKleSQfzDjGbkgHkgecUWOl2lmvWHLL7gxkmXgZKUGGaq/41elHLAlRGiao1m3PjU03pcpwJnBS6CQaY8pGdIBtSyUNUXfT2aETcmKVPgkiZUsaMlN/T6Q01Hoc+rYzpGaoF72p+J/XTkxw0025jBODks0XBYkgJiLTr0mfK2RGjC2hTHF7 K2FDqigzNpuCDcFbfHmZNM7L3lX5snZRqtxmceThCI7hFDy4hgrcQxXqwADhGV7hzXl0Xpx352PemnOymUP4A+fzB3TFjLk=</latexit>

+

<latexit sha1_base64="1RKDZSmAZbdKeDa4o7dBzVrCacg=">AAAB+HicbVDLSsNAFL3xWeujVZdugkWom5KIr2XRjcsK9gFtCJPpTTt0MgkzE6GGfokbF4q49VPc+TdO2yy09cCFM+fcy9x7goQzpR3n21pZXVvf2CxsFbd3dvdK5f2DlopTSbFJYx7LTkAUciaw qZnm2Ekkkijg2A5Gt1O//YhSsVg86HGCXkQGgoWMEm0kv1wKfbfaw0Qxbp7uqV+uODVnBnuZuDmpQI6GX/7q9WOaRig05USprusk2suI1IxynBR7qcKE0BEZYNdQQSJUXjZbfGKfGKVvh7E0JbQ9U39PZCRSahwFpjMieqgWvan4n9dNdXjtZUwkqUZB5x+FKbd1bE9TsPtMItV8bAihkpldbTokklBtsiqaENzFk5dJ66zmXtYu7s8r9Zs8jgIcwTFUwYUrqMMdNKAJFFJ4hld4s56sF+vd+pi3rlj5zCH8gfX5A64Ckng=</latexit>

f1(/1)
<latexit sha1_base64="ZoYfxm3EhhQs1F1MkVOHXREmRPk=">AAAB+HicbVDLSsNAFL2pr1ofjbp0M1iEuilJ8bUsunFZwT6gDWEynbRDJ5MwMxFq6Je4caGIWz/FnX/jtM1CWw9cOHPOvcy9J0g4U9pxvq3C2vrG5lZxu7Szu7dftg8O2ypOJaEtEvNYdgOsKGeCtjTTnHYTSXEUcNoJxrczv/NIpWKxeNCThHoRHgoWMoK1kXy7HPr1ap8minHzdM98u+LUnDnQKnFzUoEcTd/+6g9ikkZUaMKxUj3XSbSXYakZ4XRa6qeKJpiM8ZD2DBU4osrL5otP0alRBiiMpSmh0Vz9PZHhSKlJFJjOCOuRWvZm4n9eL9XhtZcxkaSaCrL4KEw50jGa pYAGTFKi+cQQTCQzuyIywhITbbIqmRDc5ZNXSbtecy9rF/fnlcZNHkcRjuEEquDCFTTgDprQAgIpPMMrvFlP1ov1bn0sWgtWPnMEf2B9/gCvkpJ5</latexit>

f2(/1)
<latexit sha1_base64="O87qsQ0rd1We/hx4bue3lUi8etM=">AAAB+HicbVDLTsMwEHTKq5RHAxy5WFRI5VIlvI8VXDgWiT6kNoocd9NadZzIdpBK1C/hwgGEuPIp3Pgb3DYHaBlppfHMrrw7QcKZ0o7zbRVWVtfWN4qbpa3tnd2yvbffUnEqKTRpzGPZCYgCzgQ0 NdMcOokEEgUc2sHoduq3H0EqFosHPU7Ai8hAsJBRoo3k2+XQP6v2IFGMm6d74tsVp+bMgJeJm5MKytHw7a9eP6ZpBEJTTpTquk6ivYxIzSiHSamXKkgIHZEBdA0VJALlZbPFJ/jYKH0cxtKU0Him/p7ISKTUOApMZ0T0UC16U/E/r5vq8NrLmEhSDYLOPwpTjnWMpyng PpNANR8bQqhkZldMh0QSqk1WJROCu3jyMmmd1tzL2sX9eaV+k8dRRIfoCFWRi65QHd2hBmoiilL0jF7Rm/VkvVjv1se8tWDlMwfoD6zPH7Eikno=</latexit>

f3(/1)

<latexit sha1_base64="XCBIQQ5HYBIivjBWokZd28OSCL4=">AAAB+HicbVDLSsNAFL2pr1ofjbp0M1iEuilJ8bUsunFZwT6gDWEynbRDJ5MwMxFq6Je4caGIWz/FnX/jtM1CWw9cOHPOvcy9J0g4U9pxvq3C2vrG5lZxu7Szu7dftg8O2ypOJaEtEvNYdgOsKGeCtjTTnHYTSXEUcNoJxrczv/NIpWKxeNCThHoRHgoWMoK1kXy7HPputU8Txbh51s98u+LUnDnQKnFzUoEcTd/+6g9ikkZUaMKxUj3XSbSXYakZ4XRa6qeKJpiM8ZD2DBU4osrL5otP0alRBiiMpSmh0Vz9PZHhSKlJFJjOCOuRWvZm4n9eL9XhtZcxkaSaCrL4KEw50jGa pYAGTFKi+cQQTCQzuyIywhITbbIqmRDc5ZNXSbtecy9rF/fnlcZNHkcRjuEEquDCFTTgDprQAgIpPMMrvFlP1ov1bn0sWgtWPnMEf2B9/gCvh5J5</latexit>

f1(/2)
<latexit sha1_base64="s/uwc6drgo4zbiKeJoSXVUZvO/0=">AAAB+HicbVDLSsNAFL2pr1ofjbp0M1iEuilJ8bUsunFZwT6gDWEynbRDJ5MwMxFq6Je4caGIWz/FnX/jtM1CWw9cOHPOvcy9J0g4U9pxvq3C2vrG5lZxu7Szu7dftg8O2ypOJaEtEvNYdgOsKGeCtjTTnHYTSXEUcNoJxrczv/NIpWKxeNCThHoRHgoWMoK1kXy7HPr1ap8minHzrJ/5dsWpOXOgVeLmpAI5mr791R/EJI2o0IRjpXquk2gvw1Izwum01E8VTTAZ4yHtGSpwRJWXzRefolOjDFAYS1NCo7n6eyLDkVKTKDCdEdYjtezNxP+8XqrDay9jIkk1FWTxUZhypGM0 SwENmKRE84khmEhmdkVkhCUm2mRVMiG4yyevkna95l7WLu7PK42bPI4iHMMJVMGFK2jAHTShBQRSeIZXeLOerBfr3fpYtBasfOYI/sD6/AGxF5J6</latexit>

f2(/2)
<latexit sha1_base64="t37mmTDNvRltKcNBQxkEBprDpz4=">AAAB+HicbVDLTsMwENzwLOXRAEcuFhVSuVRJeR4ruHAsEn1IbRQ5rtNadZzIdpBK1C/hwgGEuPIp3Pgb3DYHaBlppfHMrrw7QcKZ0o7zba2srq1vbBa2its7u3sle/+gpeJUEtokMY9lJ8CKciZo UzPNaSeRFEcBp+1gdDv1249UKhaLBz1OqBfhgWAhI1gbybdLoX9W6dFEMW6etVPfLjtVZwa0TNyclCFHw7e/ev2YpBEVmnCsVNd1Eu1lWGpGOJ0Ue6miCSYjPKBdQwWOqPKy2eITdGKUPgpjaUpoNFN/T2Q4UmocBaYzwnqoFr2p+J/XTXV47WVMJKmmgsw/ClOOdIym KaA+k5RoPjYEE8nMrogMscREm6yKJgR38eRl0qpV3cvqxf15uX6Tx1GAIziGCrhwBXW4gwY0gUAKz/AKb9aT9WK9Wx/z1hUrnzmEP7A+fwCyp5J7</latexit>

f3(/2)

<latexit sha1_base64="AfdVug/1YcGqsRkZESlC7Qwq194=">AAAB+HicbVDLTsMwEHTKq5RHAxy5WFRI5VIlvI8VXDgWiT6kNoocd9NadZzIdpBK1C/hwgGEuPIp3Pgb3DYHaBlppfHMrrw7QcKZ0o7zbRVWVtfWN4qbpa3tnd2yvbffUnEqKTRpzGPZCYgCzgQ0NdMcOokEEgUc2sHoduq3H0EqFosHPU7Ai8hAsJBRoo3k2+XQd6s9SBTj5nl24tsVp+bMgJeJm5MKytHw7a9eP6ZpBEJTTpTquk6ivYxIzSiHSamXKkgIHZEBdA0VJALlZbPFJ/jYKH0cxtKU0Him/p7ISKTUOApMZ0T0UC16U/E/r5vq8NrLmEhSDYLOPwpTjnWMpyng PpNANR8bQqhkZldMh0QSqk1WJROCu3jyMmmd1tzL2sX9eaV+k8dRRIfoCFWRi65QHd2hBmoiilL0jF7Rm/VkvVjv1se8tWDlMwfoD6zPH7EMkno=</latexit>

f1(/3)
<latexit sha1_base64="76yPG/A+wKlcqNAwE3+lS4fs3gM=">AAAB+HicbVDLTsMwENzwLOXRAEcuFhVSuVRJeR4ruHAsEn1IbRQ5rtNadZzIdpBK1C/hwgGEuPIp3Pgb3DYHaBlppfHMrrw7QcKZ0o7zba2srq1vbBa2its7u3sle/+gpeJUEtokMY9lJ8CKciZoUzPNaSeRFEcBp+1gdDv1249UKhaLBz1OqBfhgWAhI1gbybdLoV+r9GiiGDfPs1PfLjtVZwa0TNyclCFHw7e/ev2YpBEVmnCsVNd1Eu1lWGpGOJ0Ue6miCSYjPKBdQwWOqPKy2eITdGKUPgpjaUpoNFN/T2Q4UmocBaYzwnqoFr2p+J/XTXV47WVMJKmmgsw/ClOOdIym KaA+k5RoPjYEE8nMrogMscREm6yKJgR38eRl0qpV3cvqxf15uX6Tx1GAIziGCrhwBXW4gwY0gUAKz/AKb9aT9WK9Wx/z1hUrnzmEP7A+fwCynJJ7</latexit>

f2(/3)
<latexit sha1_base64="kqE86tsMnwK627aDV9RGBUwEzCY=">AAAB+HicbVDLTsMwENzwLOXRAEcuFhVSuVQJ5XWs4MKxSPQhtVHkuE5r1XEi20EqUb+ECwcQ4sqncONvcNscoGWklcYzu/LuBAlnSjvOt7Wyura+sVnYKm7v7O6V7P2DlopTSWiTxDyWnQArypmg Tc00p51EUhwFnLaD0e3Ubz9SqVgsHvQ4oV6EB4KFjGBtJN8uhX6t0qOJYtw8a6e+XXaqzgxombg5KUOOhm9/9foxSSMqNOFYqa7rJNrLsNSMcDop9lJFE0xGeEC7hgocUeVls8Un6MQofRTG0pTQaKb+nshwpNQ4CkxnhPVQLXpT8T+vm+rw2suYSFJNBZl/FKYc6RhN U0B9JinRfGwIJpKZXREZYomJNlkVTQju4snLpHVWdS+rF/fn5fpNHkcBjuAYKuDCFdThDhrQBAIpPMMrvFlP1ov1bn3MW1esfOYQ/sD6/AG0LJJ8</latexit>

f3(/3)

<latexit sha1_base64="1RKDZSmAZbdKeDa4o7dBzVrCacg=">AAAB+HicbVDLSsNAFL3xWeujVZdugkWom5KIr2XRjcsK9gFtCJPpTTt0MgkzE6GGfokbF4q49VPc+TdO2yy09cCFM+fcy9x7goQzpR3n21pZXVvf2CxsFbd3dvdK5f2DlopTSbFJYx7LTkAUciaw qZnm2Ekkkijg2A5Gt1O//YhSsVg86HGCXkQGgoWMEm0kv1wKfbfaw0Qxbp7uqV+uODVnBnuZuDmpQI6GX/7q9WOaRig05USprusk2suI1IxynBR7qcKE0BEZYNdQQSJUXjZbfGKfGKVvh7E0JbQ9U39PZCRSahwFpjMieqgWvan4n9dNdXjtZUwkqUZB5x+FKbd1bE9TsPtMItV8bAihkpldbTokklBtsiqaENzFk5dJ66zmXtYu7s8r9Zs8jgIcwTFUwYUrqMMdNKAJFFJ4hld4s56sF+vd+pi3rlj5zCH8gfX5A64Ckng=</latexit>

f1(/1)
<latexit sha1_base64="s/uwc6drgo4zbiKeJoSXVUZvO/0=">AAAB+HicbVDLSsNAFL2pr1ofjbp0M1iEuilJ8bUsunFZwT6gDWEynbRDJ5MwMxFq6Je4caGIWz/FnX/jtM1CWw9cOHPOvcy9J0g4U9pxvq3C2vrG5lZxu7Szu7dftg8O2ypOJaEtEvNYdgOsKGeC tjTTnHYTSXEUcNoJxrczv/NIpWKxeNCThHoRHgoWMoK1kXy7HPr1ap8minHzrJ/5dsWpOXOgVeLmpAI5mr791R/EJI2o0IRjpXquk2gvw1Izwum01E8VTTAZ4yHtGSpwRJWXzRefolOjDFAYS1NCo7n6eyLDkVKTKDCdEdYjtezNxP+8XqrDay9jIkk1FWTxUZhypGM0SwENmKRE84khmEhmdkVkhCUm2mRVMiG4yyevkna95l7WLu7PK42bPI4iHMMJVMGFK2jAHTShBQRSeIZXeLOerBfr3fpYtBasfOYI/sD6/AGxF5J6</latexit>

f2(/2)
<latexit sha1_base64="kqE86tsMnwK627aDV9RGBUwEzCY=">AAAB+HicbVDLTsMwENzwLOXRAEcuFhVSuVQJ5XWs4MKxSPQhtVHkuE5r1XEi20EqUb+ECwcQ4sqncONvcNscoGWklcYzu/LuBAlnSjvOt7Wyura+sVnYKm7v7O6V7P2DlopTSWiTxDyWnQArypmg Tc00p51EUhwFnLaD0e3Ubz9SqVgsHvQ4oV6EB4KFjGBtJN8uhX6t0qOJYtw8a6e+XXaqzgxombg5KUOOhm9/9foxSSMqNOFYqa7rJNrLsNSMcDop9lJFE0xGeEC7hgocUeVls8Un6MQofRTG0pTQaKb+nshwpNQ4CkxnhPVQLXpT8T+vm+rw2suYSFJNBZl/FKYc6RhNU0B9JinRfGwIJpKZXREZYomJNlkVTQju4snLpHVWdS+rF/fn5fpNHkcBjuAYKuDCFdThDhrQBAIpPMMrvFlP1ov1bn3MW1esfOYQ/sD6/AG0LJJ8</latexit>

f3(/3)
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/̃

<latexit sha1_base64="Age47FzHBvUqYGPEEfH8g0BXt4k=">AAAB6HicbVDLSgNBEOyNrxhfUY9eBoMgCGFXfB2DXjwmYB6QhDA76U3GzM4uM7NCWPIFXjwo4tVP8ubfOEn2oIkFDUVVN91dfiy4Nq777eRWVtfWN/Kbha3tnd294v5BQ0eJYlhnkYhUy6caBZdYN9wIbMUKaegLbPqju6nffEKleSQfzDjGbkgHkgecUWOl2lmvWHLL7gxkmXgZKUGGaq/41elHLAlRGiao1m3PjU03pcpwJnBS6CQaY8pGdIBtSyUNUXfT2aETcmKVPgkiZUsaMlN/T6Q01Hoc+rYzpGaoF72p+J/XTkxw0025jBODks0XBYkgJiLTr0mfK2RGjC2hTHF7 K2FDqigzNpuCDcFbfHmZNM7L3lX5snZRqtxmceThCI7hFDy4hgrcQxXqwADhGV7hzXl0Xpx352PemnOymUP4A+fzB3TFjLk=</latexit>

+
<latexit sha1_base64="Age47FzHBvUqYGPEEfH8g0BXt4k=">AAAB6HicbVDLSgNBEOyNrxhfUY9eBoMgCGFXfB2DXjwmYB6QhDA76U3GzM4uM7NCWPIFXjwo4tVP8ubfOEn2oIkFDUVVN91dfiy4Nq777eRWVtfWN/Kbha3tnd294v5BQ0eJYlhnkYhUy6caBZdY N9wIbMUKaegLbPqju6nffEKleSQfzDjGbkgHkgecUWOl2lmvWHLL7gxkmXgZKUGGaq/41elHLAlRGiao1m3PjU03pcpwJnBS6CQaY8pGdIBtSyUNUXfT2aETcmKVPgkiZUsaMlN/T6Q01Hoc+rYzpGaoF72p+J/XTkxw0025jBODks0XBYkgJiLTr0mfK2RGjC2hTHF7K2FDqigzNpuCDcFbfHmZNM7L3lX5snZRqtxmceThCI7hFDy4hgrcQxXqwADhGV7hzXl0Xpx352PemnOymUP4A+fzB3TFjLk=</latexit>

+<latexit sha1_base64="WaL0tWjltrkuxlqV+KuqJEpv8BI=">AAAB6HicbVDLSgNBEOyNrxhfUY9eBoPgKeyKr4sQ9OIxAfOAZAmzk04yZnZ2mZkVwpIv8OJBEa9+kjf/xkmyB00saCiquunuCmLBtXHdbye3srq2vpHfLGxt7+zuFfcPGjpKFMM6i0SkWgHVKLjEuuFGYCtWSMNAYDMY3U395hMqzSP5YMYx+iEdSN7njBor1W66xZJbdmcgy8TLSAkyVLvFr04vYkmI0jBBtW57bmz8lCrDmcBJoZNojCkb0QG2LZU0RO2ns0Mn5MQqPdKPlC1pyEz9PZHSUOtxGNjOkJqhXvSm4n9eOzH9az/lMk4MSjZf1E8EMRGZfk16XCEzYmwJZYrb WwkbUkWZsdkUbAje4svLpHFW9i7LF7XzUuU2iyMPR3AMp+DBFVTgHqpQBwYIz/AKb86j8+K8Ox/z1pyTzRzCHzifP5ANjMs=</latexit>=
<latexit sha1_base64="E1RRCpatAH7SQJNfmjZSRTu13VA=">AAACDHicbVDLSgMxFM3UV62vqks3wSLUTZkRXxuh6MZlBfuAzjBk0kwbmmSGJCOWoR/gxl9x40IRt36AO//GTDugth4IHM45l9x7gphRpW37yyosLC4trxRXS2vrG5tb5e2dlooSiUkTRyySnQAp wqggTU01I51YEsQDRtrB8Crz23dEKhqJWz2KicdRX9CQYqSN5JcrLkd6EITp/RheQFcl3Kcw9Gn1Rz80KbtmTwDniZOTCsjR8Mufbi/CCSdCY4aU6jp2rL0USU0xI+OSmygSIzxEfdI1VCBOlJdOjhnDA6P0YBhJ84SGE/X3RIq4UiMemGS2opr1MvE/r5vo8NxLqYgT TQSefhQmDOoIZs3AHpUEazYyBGFJza4QD5BEWJv+SqYEZ/bkedI6qjmntZOb40r9Mq+jCPbAPqgCB5yBOrgGDdAEGDyAJ/ACXq1H69l6s96n0YKVz+yCP7A+vgFGRpsk</latexit>
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X

i

fi(x)
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“skull”

“yin yang”

Fig. 2: Factorized Diffusion. Given an image decomposition, we control compo-
nents of the decomposition through text conditioning during image generation. To do
this, we modify the sampling procedure of a pretrained diffusion model. Specifically,
at each denoising step, t, we construct a new noise estimate, ϵ̃, to use for denoising,
whose components come from components of ϵi, which are noise estimates con-
ditioned on different prompts. Here, we show a decomposition into three frequency
subbands, used for creating triple hybrid images, but we consider a number of other
decompositions.

where each fi(x) is a component, we can correspond to each component a dif-
ferent text prompt yi. At each step of the reverse diffusion process, instead
of computing a single noise estimate we compute N—one conditioned on each
yi—which we denote by ϵi = ϵθ(xt, yi, t). We then construct a composite noise
estimate ϵ̃ made up of components from each ϵi:

ϵ̃ =
∑

fi(ϵi). (4)

This new noise estimate, ϵ̃, is used to perform the diffusion update step. In effect,
each component of the image is denoised while being conditioned by a different
text prompt, resulting in a clean image whose components are conditioned on
the different prompts. We refer to this technique as factorized diffusion.

As noted in Sec. 2, our method is similar to recent work by Tancik [58] and
Geng et al . [18] in that we modify noise estimates with the aim of generating
visual illusions. However, our method differs in that we modify only the noise
estimate, and not the input to the diffusion model, xt. As a result, our method
produces a different class of perceptual illusions from prior work. Please see
Appendix G for additional discussion and results.

3.3 Analysis of Factorized Diffusion

To give intuition for why our method works, we suppose that our update function
update(·, ·) is a linear combination of the noisy image xt and the noise estimate
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ϵθ, as is commonly the case 1 [25, 52]. The update function also depends on t,
which we omit for brevity. We may then decompose the update step as

xt−1 = update(xt, ϵθ) (5)

= update
(∑

fi(xt),
∑

fi(ϵθ)
)

(6)

=
∑

i

update(fi(xt), fi(ϵθ)) (7)

where the first equality is by definition of the update step, the second equality
is by applying the image decomposition, and the third equality is by linearity of
the update function. Eq. (7) tells us that an update step on xt, with ϵθ, can be
interpreted as the sum of updates on the components of xt and of ϵθ. Our method
can be understood as using different conditioning on each of these components.
Written explicitly, the update our method uses is

xt−1 =

N∑

i

update(fi(xt), fi(ϵθ(xt, yi, t)). (8)

Moreover, let us write out the update step explicitly as

xt−1 = update(xt, ϵθ) = ωtxt + γtϵθ, (9)

for ωt and γt determined by the variance schedule and scheduler. Then if the
fi’s are linear, we have

fi(xt−1) = fi(update(xt, ϵθ)) (10)
= fi(ωtxt + γtϵθ) (11)
= ωtfi(xt) + γtfi(ϵθ) (12)
= update(fi(xt), fi(ϵθ)) (13)

meaning that updating the ith component of xt with the ith component of ϵθ
will only affect the ith component of xt−1.

3.4 Decompositions Considered

We present details for the decompositions that we consider in this paper. Results
for all decompositions are presented and discussed in Sec. 4.

Spatial frequencies. We consider factorizing an image into frequency sub-
bands, and conditioning the subbands on different prompts, with the goal of
producing hybrid images [42]. First, we consider a decomposition into two com-
ponents:

x = x−Gσ(x)︸ ︷︷ ︸
fhigh(x)

+Gσ(x)︸ ︷︷ ︸
flow(x)

, (14)

1 The update may also include adding random noise, z ∼ N (0, I), in which case our
analysis still holds with a modification to the argument, discussed in Appendix H.
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where Gσ is a low pass filter implemented as a Gaussian blur with standard
deviation σ, and x − Gσ(x) acts as a high pass of x. For a decomposition into
three subbands, to make the triple hybrid images in Fig. 1, components are levels
of a Laplacian pyramid which we define as

x = x−Gσ1
(x)︸ ︷︷ ︸

fhigh(x)

+Gσ1
(x)−Gσ2

(Gσ1
(x))︸ ︷︷ ︸

fmed(x)

+Gσ2
(Gσ1

(x))︸ ︷︷ ︸
flow(x)

(15)

where σ1 and σ2 roughly define cutoffs for the low, medium, and high passes.

Color spaces. We also consider decomposition by color space, with the goal
of creating color hybrids—images with different interpretations when seen in
grayscale or color. Similarly to the CIELAB color space, we decompose an im-
age into a lightness component, L, and a chromaticity component ab. CIELAB
seeks to represent colors in a perceptually uniform space, and therefore requires
nonlinear transformations of RGB values. Instead, we use a simple linear decom-
position. Our L component is a channel-wise average of all the pixels

fgray(x) =
1

3

∑

c∈{R,G,B}

xc, (16)

where xc are the color channels of the image, x, and the resultant fgray(x) has
the same shape as x. We define the color component as the residual:

fcolor(x) = x− fgray(x). (17)

Motion blurring. Motion blur may be modeled as a convolution with a blur
kernel K [3, 15, 36, 38, 57, 66]. To produce images that change appearance when
blurred, what we call motion hybrids, we study the following decomposition:

x = K ∗ x︸ ︷︷ ︸
fmotion(x)

+ x−K ∗ x︸ ︷︷ ︸
fres(x)

, (18)

where we have split an image into a motion blurred component and a residual
component. We specifically study simple constant velocity motions, in which
K may be modeled as a matrix of zeros with a line of non-zero values. This
may also be thought of as decomposing an image into an oriented low frequency
component, and a residual component.

Spatial decomposition. While our primary focus is on perceptual illusions,
we also consider spatial masking as a decomposition. Given binary spatial masks
mi whose disjoint union covers the entire image, we can use the decomposition

x =
∑

i

mi ⊙ x︸ ︷︷ ︸
fi(x)

, (19)

where ⊙ denotes element-wise multiplication and each mi ⊙ x is a component.
The effect of this decomposition is to enable control of the prompts spatially. This
is a special case of MultiDiffusion [2]. We discuss this connection in Appendix E.
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Scaling. A final interesting decomposition is of the form x =
∑N

i aix, for∑N
i ai = 1. Taking ai =

1
N recovers the compositional diffusion method of Liu et

al . [33], in which noise estimates are averaged to sample from conjunctions of
multiple prompts.

3.5 Inverse Problems

If we know what one of the components must be in our generated image, perhaps
extracted from some reference image xref, we can then fix this component while
generating all other components with our method. This enables us to produce
hybrid images from real images (see Figs. 1 and 8). Without loss of generality,
suppose we want to fix the first component. To do this, we can project xt after
every reverse process step:

xt ← f1
(√

αtxref +
√
1− αtϵ

)
+

N∑

i=2

fi(xt) (20)

where ϵ ∼ N (0, I), and αt is determined by the variance schedule. The argument
of f1 is a sample from the forward process, given the reference image—that is, a
noisy version of xref with the correct amount of noise for timestep t. Essentially,
we project xt such that its first component matches that of xref. This amounts to
solving a (noiseless) inverse problem characterized by y = f1(x). Much work has
gone into developing methods to solve inverse problems using diffusion models
as priors, and this extension of our method can be viewed as a simplified version
of prior work [8, 28,34,53,64].

4 Results

We provide results organized by decomposition, followed by results on inverse
problems, and then random samples. Additional implementation details can be
found in Appendix A, and additional results can be found in Appendix K.

4.1 Hybrid Images

We show qualitative results in Fig. 1, Fig. 3, and Fig. 4, as well as in Fig. 16
in the appendix. As can be seen, our method produces high quality hybrid im-
ages. Interestingly, we were also able to produce hybrid images with three dif-
ferent prompts (Figs. 1 and 14) by using the Laplacian pyramid decomposition
(Eq. (15)). While prior work [55] has attempted to generate these triple hybrids
with traditional methods, our method far exceeds their results in terms of quality
and recognizability (for details, see Appendix C).

Effect of blur kernel. In Fig. 3 we show how the strength of the Gaussian
blur, σ, affects results. A lower σ value corresponds to a higher cut-off frequency
on the low-pass filter, and results in the low-pass prompt being more prominently
featured. Interpolating between σ values gives hybrid images.
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[low / high] prompt: “a photo of a skull” / “a photo of a snowy mountain village”

<latexit sha1_base64="d/+78LPVamw6CcfAUH0vf8mGI/k=">AAAB8XicbVBNSwMxEJ2tX7V+VT16CRbB07IrVr0IRS8eK9gPbJeSTbNtaJJdkqxQlv4LLx4U8eq/8ea/MW33oK0PBh7vzTAzL0w408bzvp3Cyura+kZxs7S1vbO7V94/aOo4VYQ2SMxj1Q6xppxJ 2jDMcNpOFMUi5LQVjm6nfuuJKs1i+WDGCQ0EHkgWMYKNlR67mg0Evq66Xq9c8VxvBrRM/JxUIEe9V/7q9mOSCioN4Vjrju8lJsiwMoxwOil1U00TTEZ4QDuWSiyoDrLZxRN0YpU+imJlSxo0U39PZFhoPRah7RTYDPWiNxX/8zqpia6CjMkkNVSS+aIo5cjEaPo+6jNFieFjSzBRzN6KyBArTIwNqWRD8BdfXibNM9e/cKv355XaTR5HEY7gGE7Bh0uowR3UoQEEJDzDK7w52nlx3p2PeWvByWcO4Q+czx95xJAl</latexit>

σ = 5.0
<latexit sha1_base64="VbjycshQYH+QMWBZWZ1QN5sjDvQ=">AAAB8XicbVBNSwMxEJ2tX7V+VT16CRbB07IrVr0IRS8eK9gPbJeSTbNtaJJdkqxQlv4LLx4U8eq/8ea/MW33oK0PBh7vzTAzL0w408bzvp3Cyura+kZxs7S1vbO7V94/aOo4VYQ2SMxj1Q6xppxJ 2jDMcNpOFMUi5LQVjm6nfuuJKs1i+WDGCQ0EHkgWMYKNlR67mg0Evvbcaq9c8VxvBrRM/JxUIEe9V/7q9mOSCioN4Vjrju8lJsiwMoxwOil1U00TTEZ4QDuWSiyoDrLZxRN0YpU+imJlSxo0U39PZFhoPRah7RTYDPWiNxX/8zqpia6CjMkkNVSS+aIo5cjEaPo+6jNF ieFjSzBRzN6KyBArTIwNqWRD8BdfXibNM9e/cKv355XaTR5HEY7gGE7Bh0uowR3UoQEEJDzDK7w52nlx3p2PeWvByWcO4Q+czx95upAl</latexit>

σ = 0.5

[low / high] prompt: “a headshot of marilyn monroe” / “a headshot of albert einstein”

<latexit sha1_base64="cY5d1tx70jrm/R6ByOL9NcPGLX8=">AAAB83icbVDLSsNAFL3xWeur6tLNYBFchaT42ghFNy4r2Ac0oUymk3bozCTMTIQS+htuXCji1p9x5984bbPQ1gMXDufcy733RCln2njet7Oyura+sVnaKm/v7O7tVw4OWzrJFKFNkvBEdSKsKWeS Ng0znHZSRbGIOG1Ho7up336iSrNEPppxSkOBB5LFjGBjpSDQbCAwukGeW+tVqp7rzYCWiV+QKhRo9CpfQT8hmaDSEI617vpeasIcK8MIp5NykGmaYjLCA9q1VGJBdZjPbp6gU6v0UZwoW9Kgmfp7IsdC67GIbKfAZqgXvan4n9fNTHwd5kymmaGSzBfFGUcmQdMAUJ8p SgwfW4KJYvZWRIZYYWJsTGUbgr/48jJp1Vz/0r14OK/Wb4s4SnAMJ3AGPlxBHe6hAU0gkMIzvMKbkzkvzrvzMW9dcYqZI/gD5/MHJkKQdg==</latexit>

σ = 0.2
<latexit sha1_base64="8Ts0+pqCxUCvrhyYihqnV4Lkd9Q=">AAAB83icbVDLSsNAFL3xWeur6tLNYBFchaT42ghFNy4r2Ac0oUymk3bozCTMTIQS+htuXCji1p9x5984bbPQ1gMXDufcy733RCln2njet7Oyura+sVnaKm/v7O7tVw4OWzrJFKFNkvBEdSKsKWeS Ng0znHZSRbGIOG1Ho7up336iSrNEPppxSkOBB5LFjGBjpSDQbCAwukE11+tVqp7rzYCWiV+QKhRo9CpfQT8hmaDSEI617vpeasIcK8MIp5NykGmaYjLCA9q1VGJBdZjPbp6gU6v0UZwoW9Kgmfp7IsdC67GIbKfAZqgXvan4n9fNTHwd5kymmaGSzBfFGUcmQdMAUJ8pSgwfW4KJYvZWRIZYYWJsTGUbgr/48jJp1Vz/0r14OK/Wb4s4SnAMJ3AGPlxBHe6hAU0gkMIzvMKbkzkvzrvzMW9dcYqZI/gD5/MHJkaQdg==</latexit>

σ = 2.0

Fig. 3: Effect of σ. We show a linear sweep over the σ value used in our hybrid
decomposition. A lower σ results in the low pass prompt being more prominent, and
vice-versa. In between lies hybrid images. Best viewed digitally, with zoom.

(b) “stern woman”/“angry man”

(e) “cat”/“dog”

(c) “bicycle”/“motorcycle” (d) “sad woman”/“happy woman”(a) “leopard”/“elephant”

(f) “einstein”/“marilyn monroe” (g) “dolphin”/“car” (h) “cat”/“woman”

Fig. 4: Comparison to Oliva et al . [42]. We take hybrid images from Oliva et
al . [42], and generate our own versions. Left is from our method, and right is from
Oliva et al .’s. As can be seen, our method produces much more realistic images while
still containing both subjects. Best viewed digitally, with zoom.

Comparisons to Oliva et al . [42]. In Fig. 4 we qualitatively compare our
method to samples from Oliva et al . [42]. We directly take samples from [42], and
manually create prompts to generate corresponding hybrids using our method.
As can be seen, our hybrids are considerably more realistic, while containing
the desired prompts at different viewing distances. One advantage our technique
has is that the low frequency and high frequency components are generated with
knowledge of each other, as the diffusion model is given the entire image. This is
in contrast to the hybrid images of Oliva et al ., in which frequency components
are extracted from two independent images and combined. Moreover, these two
images must be found and made to align manually, whereas our method simply
generates low and high frequency components that align well.

We also provide quantitative comparisons between our hybrid images and
those of Oliva et al . [42]. In Tab. 1 we show results of a two-alternative forced
choice (2AFC) study, in which human participants are asked to choose between
our hybrid images or Oliva et al .’s. Participants of the study were asked which
image better contained the prompts, and which of the images were of higher
overall quality. For details, please see Appendix B. We find that participants
consistently choose our images as being both higher in quality and better con-
taining the prompts.
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Table 1: Human Studies. We compare our hybrid images and Oliva et al .’s with
a two-alternative forced choice test. Participants were shown results from Fig. 4, and
were asked which images better contained the prompts, and which were of higher
overall quality. Percentages denote the proportion that chose our method. Please see
Appendix B for additional details. We find that our method is rated as both higher in
quality and better aligned with the prompts. (N = 77)

(a) (b) (c) (d) (e) (f) (g) (h) Average

High Prompt 70.1% 81.8% 63.6% 51.9% 61.0% 53.2% 70.1% 54.5% 63.3%
Low Prompt 83.1% 84.4% 74.0% 87.0% 93.5% 87.0% 75.3% 81.8% 83.3%
Quality 92.2% 87.0% 83.1% 77.9% 85.7% 79.2% 92.2% 33.8% 78.9%

Table 2: Hybrid Image CLIP Evaluation. We evaluate hybrid images by reporting
the maximum clip score over different amounts of blurring. We report the max to
compensate for the fact that different hybrid images may be best viewed at different
resolutions. Please see Fig. 4 for the referenced hybrid images, and Appendix D for
metric implementation details.

Method (a) (b) (c) (d) (e) (f) (g) (h) Average

Low Pass Oliva et al . [42] 0.268 0.258 0.316 0.250 0.237 0.264 0.257 0.241 0.261
Ours 0.286 0.252 0.307 0.273 0.275 0.260 0.244 0.269 0.271

High Pass Oliva et al . [42] 0.297 0.230 0.306 0.272 0.276 0.306 0.260 0.231 0.272
Ours 0.321 0.242 0.301 0.258 0.292 0.324 0.320 0.277 0.292

Finally, we present CLIP alignment scores in Tab. 2. To account for the fact
that the hybrid images are best viewed at many different resolutions, we report
the maximum CLIP score between the prompt and the image blurred by different
amounts. Please see Appendix D for metric implementation details. We find that
our method generates hybrid images with better alignment to the prompts.

4.2 Other Decompositions

Color hybrids. We provide qualitative color hybrid results in Fig. 1 and Fig. 5,
as well as in Fig. 17 in the appendix. As can be seen, the grayscale image aligns
with one prompt, while the color image aligns with another. For example, in the
"rabbit"/"volcano" image from Fig. 5 the ears of the rabbit are repurposed
as plumes of lava in the grayscale image. Note that it is not sufficient to simply
add arbitrary amounts of color to a grayscale image to achieve this effect, as
the colors added must not change the alignment of the grayscale image with its
prompt. One interesting application of this technique is to produce images that
appear different under bright lighting versus dim lightning, where human vision
has a much harder time discerning color.

Motion hybrids We provide qualitative motion hybrid results in Fig. 1 and
Fig. 6, as well as in Fig. 15 in the appendix. These are images that change
appearance when motion blurred. For all motion hybrids in the paper, we use a
blur kernel of K = 1

k I ∈ Rk×k, with k = 29, corresponding to a diagonal motion
from upper left to bottom right.
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“a painting of 

a landscape”

“a painting of 

a volcano”

“oil painting style, 

the grand canyon”

“a photo of 

a bird”

“a painting of 

a tiger”

“a painting of 

a rabbit”

“oil painting 

style, a bird”
“a photo of a frog”

“a photo of the 

grand canyon”

“a painting of a 

dining table”

“a photo of a 

heart”

“a painting of 

a polar bear”

Fig. 5: Color Hybrids. We show additional color hybrid results. These are images
that change appearance when color is added or subtracted away. These images change
appearance when moved from bright to dim lighting, in which color is harder to see.

“a photo of a van 

gogh portrait”

“a photo of a 

mountain”

“a photo of 

a canyon”

“a photo of 

sunflowers”

“a photo of 

abraham lincoln”

“a photo of 

a panda”

“a photo of a 

stadium”

“a photo of new 

york city”

“a photo of a car”
“a photo of a 

teddy bear”

“a photo of  

a rabbit”

“a photo of  

a duck”

Fig. 6: Motion Hybrids. We show additional motion hybrid results. These are images
that change appearance when motion blurred. Here, the motion from upper left to
bottom right.

Spatial decomposition By decomposing an image into disjoint spatial regions
and applying our method, we can recover a technique that is a special case of
MultiDiffusion [2]. Using this method, we can effect fine-grained control over
where the text prompts act spatially, as shown in Fig. 7. For additional discus-
sion, please see Appendix E.

Scaling decomposition By using the scaling decomposition with ai =
1
N , our

method reduces exactly to prior work on compositionality in diffusion models,
by Liu et al . [33]. Specifically, we recover the conjunction operator proposed by
Liu et al . We demonstrate this in Fig. 7, but refer the reader to [33] for more
examples.

4.3 Inverse Problems

As discussed in Sec. 3.5, we can modify our approach to solve inverse problems,
resulting in a technique highly similar to prior work [8–10, 28, 34, 54, 64]. While
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“dog”

“yosemite”

“eggs” “bacon”

“a photo of 

yosemite” 

AND 

“a photo of a 

purple sky”

“a photo of 

yosemite” 

AND 

“blizzard”

Spatial Decomposition Scaling Decomposition

Fig. 7: Spatial and Scaling Decompositions. Special cases of our method reduce
to prior work. (Left) Decomposing images into spatial regions recovers a special case
of MultiDiffusion [2], and allows us to assign prompts to spatial regions. (Right)
Decomposing an image by scaling allows us to compose concepts, and recovers the
method of Liu et al . [33].

Low Pass: 

[Real Image]

High Pass: 

“a photo of  

a leopard”

Low Pass: 

“a headshot of  

marilyn monroe”

Low Pass: 

[Real Image]

High Pass: 

“a photo of  

a lightbulb”

High Pass: 

[Real Image]

Fig. 8: Hybrids from Real Images. We show hybrid images generated from real
images. We take low or high passes of real images, and use our method to fill in the
missing component, conditioned on a prompt. Best viewed digitally, with zoom.

previous work investigates using diffusion priors for solving problems such as
colorization, inpainting, super-resolution, or phase retrieval, we apply the idea
towards generating hybrid images from real images. Specifically, we take low or
high frequency components from a real image and use our method to fill in the
missing components, conditioned on a prompt. Results are shown in Fig. 1 and
Fig. 8. We also provide colorization results in Appendix J.

4.4 Limitations and Negative Impacts

One major limitation of our method is that the success rate is relatively low.
While our method can produce decent images consistently, very high quality
images are rarer. This can be seen in Fig. 9 and Fig. 18, in which we visual-
ize random samples for hybrid images, color hybrids, and motion hybrids. We
attribute this fragility to the fact that our method produces images that are
highly out-of-distribution for the diffusion model. In addition, there is no mech-
anism by which prompts associated with one component are discouraged from
appearing in other components. Another failure case of our method is that the
prompt for one component may dominate the generated image. Empirically, the
success rate of our method can be improved by carefully choosing prompt pairs
(see Appendix I for additional discussion), or by manually tuning decomposition
parameters, but we leave improving the robustness of our method in general to
future work.

The ability to better control powerful image synthesis models opens numerous
societal and ethical considerations. We apply our method to generating illusions,
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High Pass: “a photo  
of a rabbit”

Low Pass: “a photo  
of an old man”

High Pass: “a watercolor  
of mountains”

Low Pass: “a watercolor  
of a panda”

Grayscale: “an oil 
painting of waterfalls”

Full Color: “an oil 
painting of a tiger”

Grayscale: “a watercolor 
painting of flower 

arrangements”

Full Color: “a watercolor 
painting of a duck”

Still: “a photo  
of an old man”

Motion: “a photo of 
a skull”

Still: “a photo  
of a duck”

Motion: “a photo of 
a rabbit”

Fig. 9: Random Samples. We provide random samples for selected prompts and
decompositions. As can be seen, most random results are of passable quality, with
some catastrophic failures, and some very high quality illusions. More random samples
are shown in Fig. 18.

which in some sense seeks to deceive perception, possibly leading to applications
in misinformation. We believe this and other concerns deserve further study and
careful thought.

5 Conclusion

We present a zero-shot method that enables control over different components
of an image through diffusion model sampling and apply it to the task of creat-
ing perceptual illusions. Using our method, we synthesize hybrid images, hybrid
images with three prompts, and new classes of illusions such as color hybrids and
motion hybrids. We give an analysis and provide intuition for why our method
works. For certain image decompositions, we show that our method reduces to
prior work on compositional generation and spatial control of diffusion mod-
els. Finally, we make a connection to inverse problems, and use this insight to
generate hybrid images from real images.
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A Implementation Details

A.1 Pixel Diffusion Model

For all experiments we use the pixel diffusion model DeepFloyd IF [29], as op-
posed to more common latent diffusion models. This is because the frequency
subband, color space, and motion decompositions are not meaningful in latent
space. For example, averaging channels in latent space does not correspond to an
interpretable image manipulation. Interestingly, using our method to construct
hybrid images with a latent diffusion model, by blurring latent codes, works to
an extent but is easily susceptible to artifacts (see Appendix F), so we opt to
use a pixel diffusion model which is more consistent and principled.

A.2 Hybrid Images

DeepFloyd IF [29] generates images in two stages. First at a resolution of 64×64
and then at 256×256. Because of this, we adopt the convention that our σ values
are specified for the 64×64 scale, and are scaled by 4× for the 256×256 images.
We use a relatively large kernel size of 33 at both scales to minimize edge effects.
We use σ values ranging from σ = 1.0 to σ = 3.0 for all hybrid images except
for those in Fig. 3, in which we sweep the value of σ.

A.3 Triple Hybrids

Triple hybrids are quite difficult to synthesize, and as such we manually select
the sigma values and prompts to generate high-quality samples. Specifically, we
use σ1 values from σ1 = 0.8 to σ1 = 1.0 and σ2 values from σ2 = 1.2 to σ2 = 2.0
for all triple hybrids in Fig. 1 and Fig. 14.

A.4 Upscaling

DeepFloyd IF additionally uses a third stage which upscales from 256 × 256 to
1024 × 1024. We also use this stage, but because it is a latent model, we do
not apply our method. We upscale using only the prompt corresponding to the
highest frequency component or the color component.

B Human Studies

We use Amazon Mechanical Turk for the human study. 77 “master workers” were
asked the following questions for each hybrid image pair:

• “Which image shows [prompt_1] clearer?”
• “Which image shows [prompt_2] clearer?”
• “Which image is of higher quality?”

For low frequency prompt questions, we downsample the images accordingly
in order to help participants more easily see the content. For the high frequency
prompt questions, as well as the quality questions, we display the images at full
resolution. Participants were shown 8 hybrid image pairs in a random order.
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“city scene” / “a car” / “a cat” “text” / “a clock on a desk” / “the digit 5”

Fig. 10: Prior Work on Triple Hybrid Images. We show the triple hybrid results
from prior work [55], which adapts the classic method of [42]. A description of what
should be seen is provided underneath each image, going from high to low frequencies.
As can be seen, these results are of lower quality than our results.

C Prior Triple Hybrid Methods

Prior work [55] attempts to create triple hybrid images by adapting the method
of Oliva et al . [42]. As can be seen in Fig. 10, the results are not of high visual
quality, and it can be hard to identify the three different subjects in the image,
especially when compared to our results. This reflects the difficulty of creating
these images.

D Metrics Implementation

In Tab. 2, we report the max CLIP score over multiple image downsampling
factors. Specifically, for each hybrid image we downsample and then upsample
by a factor f , where we choose f to be a linear sweep of 20 values between 1
and 8. These images are then preprocessed to a size of 224 × 224, which is the
input resolution of the CLIP ViT-B/32 model which we use. We then take the
normalized dot product between each resulting image embedding, and the text
embedding for the corresponding prompt, and report the max. We report the
max to account for the fact that different hybrid images are best seen at different
downsampling factors.

E Connection to MultiDiffusion

In Sec. 4.2 we explore Factorized Diffusion with a spatial decomposition, and
show that it allows targeting of prompts to specific spatial regions. We claim
that this is a special case of MultiDiffusion [2]. MultiDiffusion updates a noisy
image of arbitrary size by removing the consensus of multiple noise estimates
over the image. Factorized Diffusion, with a spatial decomposition, also removes
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“a photo of marilyn monroe” / “a photo of albert einstein”

Fig. 11: Latent Hybrid Images. We provide hybrid image results using our method
with Stable Diffusion v1.5, a latent diffusion model. As can be seen the results are
passable, but suffer from artifacts, due to applying blurring and bandpass operations
in the latent space.

a consensus of multiple noise estimates. However, in our setup this consensus
is formed specifically by the disjoint union of multiple noise estimates, and our
method operates only at the resolution for which the diffusion model is trained,
as opposed to MultiDiffusion.

F Hybrid Images with Latent Diffusion Models

We show hybrid images resulting from using our method with Stable Diffusion
v1.5, a latent diffusion model, in Fig. 11. As can be seen the results are decent,
but have significant artifacts, due to applying bandpass filters in the latent space.
We find that pixel diffusion models produce much higher quality samples.

G Synthesizing Hybrid Images with other Methods

We also attempt to generate hybrid images using two recent methods: Visual
Anagrams [18] and Diffusion Illusions [5]. Results can be seen in Fig. 12. Both
methods fail, which we describe and analyze below.

Diffusion Illusions works by minimizing an SDS [45] loss over multiple views
of an image, paired with different prompts. We use the same high and low pass
views as above. As can be seen in Fig. 12 the method produces a decent version
of the low pass prompt, but fails to incorporate any of the high pass prompt. We
believe this is because taking the high pass of an image moves it significantly
out-of-distribution, rendering the SDS gradients unhelpful. Low passing an image
alters its appearance, but keeps it relatively in-distribution, so as a result the
method can still produce the low pass prompt.

Visual Anagrams works by denoising multiple transformations of an image,
paired with different prompts. We use a high pass and low pass transformation,
but this fails because these operations change the statistics of the noise in the
noisy image. As a result, the diffusion model is being fed out-of-distribution
images, and the reverse process fails to converge, as shown in Fig. 12.
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“a lithograph of a skull” / “a lithograph of waterfalls”

Visual Anagrams Diffusion Illusions Ours

Fig. 12: Other Illusion Methods. We attempt to create hybrid images using Visual
Anagrams [18] and Diffusion Illusions [5], two recent methods designed to generate
optical illusions. As can be seen, both methods fail. Please see Appendix G for analysis.

Table 3: Comparison to Visual Anagrams [18]. We use [18] to synthesize hybrids
and color hybrids, and report the same metrics as [18]. We use prompt pairs built from
the CIFAR-10 classes, with 10 prompts per pair for a total of 900 samples. Our method
performs consistently better, as [18] is not designed to produce these kinds of illusions.

Task Method A ↑ A0.9 ↑ A0.95 ↑ C ↑ C0.9 ↑ C0.95 ↑

Hybrid Images Visual Anagrams [18] 0.226 0.237 0.240 0.500 0.520 0.525
Ours 0.237 0.263 0.271 0.536 0.630 0.651

Color Hybrids Visual Anagrams [18] 0.223 0.232 0.234 0.500 0.537 0.547
Ours 0.231 0.260 0.269 0.512 0.562 0.586

Finally, we also quantitatively evaluate hybrid and color hybrids generated
using Geng et al . [18] against our proposed method, with results shown in Tab. 3.
As prompts, we use all pairs of CIFAR-10 classes, and sample 10 images per
prompt pair for a total of 900 samples. We use the same metrics as [18], and
we find that our method does better consistently, as [18] was not designed to
generate these illusions.

H Further Analysis of Factorized Diffusion

As discussed in Sec. 3.3, our analysis assumes that the update step is a linear
combination of the noisy image, xt, and the noise estimate, ϵθ. However, many
commonly used update steps also involve adding random noise z ∼ N (0, I), such
as DDPM [25]. To deal with this, we can view the update step as a composition
of two steps:

xt−1 = update(xt, ϵθ) (21)
= update’(xt, ϵθ) + σzz. (22)

The first is now a linear combination of xt and ϵθ, and the second adds in the
noise z. Our analysis then applies to just the update’ function.
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I Choosing Prompts

We find that carefully choosing prompts can generate higher quality illusions.
For example, the success rate and quality of samples are much higher when
at least one prompt is of a “flexible” subject, such as "houseplants" or "a
canyon". In addition, we found biases specific to decompositions. Prompts with
the style "photo of..." performed better for hybrid and motion hybrid images.
We suspect this is because photos tend to have ample amounts of both high
and low frequency content, as opposed to styles such as "oil paintings" or
"watercolors", which tend to lack higher frequency content. For color hybrids,
we found that using the style of "watercolor" produced better results, perhaps
because of the style’s emphasis on color.

“a photo of birds”

“a photo of 

vermilion cliffs”

“a photo of 

yosemite”

“…mossy” “…underwater”

“…autumn” “…psychedelic”

Fig. 13: Colorization. Our method can also be used to solve inverse problems, such
as colorization. We show grayscale images that we wish to colorize on the left. The
color component is then generated conditioned on the text prompts displayed.

J Colorization

We also show colorization results in Fig. 13, using our method as an inverse
problem solver, as discussed in Sec. 3.5. Specifically, we use the color space
decomposition introduced in Sec. 3.4. During diffusion model sampling we hold
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the grayscale component fixed to the grayscale component of a real image that
we want to colorize, and generate the color component. Note that this is highly
similar to prior work [9, 28,54].

K Additional Results

In this section, we provide additional qualitative results. Additional results for
hybrid images and triple hybrids are shown in Fig. 16 and Fig. 14 respectively.
In Fig. 15 and Fig. 17, we provide more examples of motion and color hybrids,
respectively. Finally, we provide more random samples for hybrid images, color
hybrids, and motion hybrids in Fig. 18.

“a photo of flower 

arrangements”

“a photo of  

a rabbit”

“a photo of  

a yin yang”

“a photo of  

a diamond”

“a photo of  

an old man”

“a photo of 

a fish”

“a photo of  

a pyramid”

“a photo of  

a rabbit”

“a photo of  

flower arrangements”

“a photo of 

houseplants”

“a photo of  

a quokka”

“a photo of  

the eiffel tower”

Fig. 14: Triple Hybrids. We provide more triple hybrid results. Best viewed digi-
tally, using zoom.

“a watercolor of  

a bazaar”

“oil painting style, 

the grand canyon”

“a photo of 

waterfalls”

“a photo of  

a bird”

“a watercolor of  

a dog”

“oil painting style, 

a heart”

“oil painting style, 

a forest”

“oil painting style, 

an old man”

“a photo of  

a teddy bear”

“a photo of  

ancient ruins”

“a photo of  

an old man”

“a photo of  

a skull”

Fig. 15: Motion Hybrids. We show more motion hybrid results. These are images
that change appearance when motion blurred. Here, the motion is from upper left to
bottom right.
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“oil painting style,  

a flower arrangement”

“a photo of  

houseplants”

“oil painting style, 

texture of feathers”
“a photo of a forest”

“a lithograph of 

houseplants”

“a lithograph of 

waterfalls”

“oil painting style, 

a bumblebee”

“oil painting style, 

a bazaar”

“a photo of  

audrey hepburn”

“a photo of  

an english breakfast”

“oil painting style, 

abraham lincoln”

“a photo of  

an old woman”

“oil painting style,  

a bird”

“a photo of  

gandhi”

“a lithograph of 

a skull”

“a lithograph of 

a quokka”

“a photo of  

texture of granite”

“a photo of  

an old man”

“oil painting style, 

a panda”
“oil painting style, 

the grand canyon”

“a photo of 

a library”

“a photo of 

a bazaar”

“a photo of  

an old woman”

“a photo of  

abraham lincoln”

“a photo of a barn”

“a photo of  

a panda”

“a watercolor of 

a sunset”

“a watercolor of  

king tut”

“a photo of 

a flower arrangement”

“a photo of 

john lennon”

“a photo of  

a sunset”

“a watercolor of 

a library”

“a photo of 

houseplants”

“a photo of  

the grand canyon”

“a watercolor of 

new york city”

“a photo of  

gandhi”

“a photo of  

an old man”

“a watercolor of 

a panda”

“a photo of  

elvis”

“a watercolor of 

a teddy bear”

“a lithograph of  

waterfalls”

“a photo of 

flower arrangements”

“oil painting style, 

the grand canyon”

“a watercolor of  

a bazaar”

“oil painting style, 

mountains”

“a photo of  

the grand canyon”

“oil painting style, 

new york city”

“a lithograph of 

houseplants”

“a photo of  

a flower arrangement”

“a lithograph of  

houseplants”

“oil painting style, 

john lennon”

“a photo of 

an old woman”

“a watercolor of  

a bird”

“oil painting style, 

a panda”

“a photo of  

a teddy bear”

“a lithograph of  

a skull”

“oil painting style, 

a panda”

“a photo of  

abraham lincoln”

“oil painting style, 

a bazaar”

“oil painting style, 

an old man”

Fig. 16: Hybrid Images. We show more hybrid image results. For easier viewing, we
provide insets of each hybrid image at lower resolution, along with the corresponding
prompt. Best viewed digitally, with zoom.
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“a photo of a car”
“a painting of 

a theater”

“a photo of a ship”

“a photo of a ship” “a painting of  

a duck”

“a watercolor of 
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“a watercolor of 
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a rabbit”
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“oil painting style, 

mountains”

“a watercolor of  

a landscape”

“a watercolor of  

a rainforest”

“a watercolor of  

a skull”

“a watercolor of  

waterfalls”

“a watercolor of  

a crocodile”

“a watercolor of  

a pig”

“a lithograph of  

the grand canyon”

“a lithograph of  

a bumblebee”

“a watercolor of  

flower arrangements”

“a watercolor of  

a duck”

“oil painting style, 

a tiger”
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Fig. 17: Color Hybrids. We show more color hybrid results, with grayscale images
placed above their colorized version.
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High Pass: “oil painting 
style, a flower 

arrangement”

Low Pass: “oil painting 
style, abraham lincoln”

Still: “oil painting 
style, the grand 

canyon”

Motion: “oil painting 
style, a heart”

Still: “a photo  
of a bazaar”

Motion: “a photo of 
a teddy bear”

Still: “oil painting 
style, a sports 

stadium”

Motion: “oil painting 
style, a car”

Grayscale: “oil painting 
style, a library”

Full Color: “oil painting 
style, a bumblebee”

High Pass: “lithograph 
style, a flower 

arrangement”

Low Pass: “lithograph  
style, a bumblebee”

High Pass: “a photo  
of a sunset”

Low Pass: “a photo  
of a teddy bear”

High Pass: “a photo  
of waterfalls”

Low Pass: “a photo  
of a skull”

Grayscale: “a watercolor 
of a flower 

arrangement”

Full Color: “a watercolor 
of a bird”

Still: “a watercolor  
of new york city”

Motion: “a watercolor 
of a dog”

Grayscale: “an oil 
painting of vases”

Full Color: “an oil 
painting of a duck”

Grayscale: “an oil 
painting of a volcano”

Full Color: “an oil 
painting of a rabbit”

Fig. 18: Random Samples. We provide random samples of hybrid images, color
hybrids, and motion hybrids for selected prompts.
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