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Abstract

Deep learning has led to remarkable advancements in computational histopathol-
ogy, e.g., in diagnostics, biomarker prediction, and outcome prognosis. Yet, the
lack of annotated data and the impact of batch effects, e.g., systematic technical
data differences across hospitals, hamper model robustness and generalization.
Recent histopathological foundation models — pretrained on millions to billions of
images — have been reported to improve generalization performances on various
downstream tasks. However, it has not been systematically assessed whether they
fully eliminate batch effects. In this study, we empirically show that the feature em-
beddings of the foundation models still contain distinct hospital signatures that can
lead to biased predictions and misclassifications. We further find that the signatures
are not removed by stain normalization methods, dominate distances in feature
space, and are evident across various principal components. Our work provides a
novel perspective on the evaluation of medical foundation models, paving the way
for more robust pretraining strategies and downstream predictors.

1 Introduction

Increasingly complex tasks in digital histopathology are solved by deep learning (DL) models, e.g.,
disease diagnosis or subtyping [1, 2, 3, 4, 5, 6, 7], prediction of clinical or molecular biomarkers
[8, 9, 10, 11], and outcome prognosis [12, 13, 14, 15]. While the performance of supervised end-
to-end models is limited by the lack of labeled training data, self-supervised learning is currently
adopted as a promising solution [16, 17, 18, 19, 20, 21, 22, 23, 24, 25, 26]. Pretrained a plethora of
unlabeled histopathology images, foundation models extract features that can be utilized to achieve
excellent prediction performances for a wide variety of downstream tasks, outperforming models
trained from scratch or pretrained on natural images [20].

However, previous research [27] revealed significant differences in digital whole-slide images (WSIs)
across tissue source sites (TSS), i.e., hospitals, labs, or biobanks. These disparities stem from
differences in fixation and staining protocols, WSI scanners, and patient demographics, among others.
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Figure 1: Accuracy scores for predicting the TSS of a patch from the feature embedding of different
histopathological foundation models. We considered features of raw and stain-normalized patches
[29, 30] from two datasets: TCGA-LUSC-5 (top) with 5 and CAMELYON16 (bottom) with 2
tissue source sites. The most transparent bars represent the nearest centroid classifier, the medium
transparent k-nearest neighbors, and the non-transparent bars linear probing models. Higher accuracy
indicates stronger site signatures. The experimental details are described in Section 4.1.

Such site-specific peculiarities, also called site signatures, may correlate with labels in downstream
tasks, which creates potential batch effects. It was shown that DL models directly trained on WSI
patches indeed employ such batch effects for solving supervised learning tasks, leading to biased
predictions and compromised generalizability across tissue source sites. This lack of robustness is
potentially dangerous in high-risk diagnostic systems arising in digital histopathology.

As histopathological foundation models are trained on an excess of diverse multi-site data sets,
employ augmentation strategies during pretraining, and have been reported to generalize better to
unseen data [24, 25, 26, 28], one may hypothesize that they are fully immune to data biases. In this
work, we show that they are in fact not: all tested models are still susceptible to batch effects. Our
key findings include:

• The feature embeddings of all foundation models contain site-specific signatures that can
be accurately retrieved using linear methods. Interestingly, we observe the best-performing
models according to the literature to exhibit the highest source site prediction accuracy.
Figure 1 shows a preview of this result.

• Site-specific information acts as a batch effect. Correlation between site signatures and
downstream task labels may result in biased predictions and misclassifications. Commonly
applied stain normalization techniques like Reinhard [29] and Macenko [30] do not suffi-
ciently reduce such biases.

• Distances between patches in feature space are more affected by discrepancies from the TSS
rather than biological differences, which renders downstream algorithms resorting to the
proximity of points, such as clustering, nearest neighbor search, or similar, as ill-posed.

• The linear directions of the largest variance of the features exhibit high site separability,
confirming that batch effects are very accessible, easily misleading supervised downstream
algorithms.

• Mitigating batch effects in feature space or during the training of foundation models is a
promising research direction for improving the robustness and generalization of downstream
predictors.
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Figure 2: Arbitrarily chosen patches from the TCGA-LUSC-5 dataset (left) and the CAMELYON16
dataset (right). Differences in staining are apparent, e.g., see TSS 66, TSS 0, or TSS 1.

Our findings are based on several experiments that we describe in the remainder of the paper.
After discussing relevant related work in Section 2, we provide a brief overview of the tested
foundation models and the datasets we employ in Section 3. In Section 4, we expose batch effects
in histopathological foundation models by identifying that the issuing site can be easily predicted
from feature vectors and that this biases downstream tasks. We further characterize this batch effect
by examining distances between patches in feature space and relating feature variance with site
separability in Section 5.

2 Related work

Previous studies showed that supervised models are confounded by staining, scanner, and site-specific
signatures [27, 31]. When the labels are correlated with these metadata, models possibly exploit
them as shortcut/Clever Hans features, leading to catastrophic failure on new uncorrelated cases
[32, 33, 34, 35].

Self-supervised learning models, trained on an abundance of diverse unlabeled data with different
metadata, are proposed as a solution and observed to be more robust in some domains [36, 37]. In
histopathology, scaling dataset and model sizes recently led to significant performance improvements
on downstream tasks [24, 25, 23, 26]. However, to the best of our knowledge, it has not been
investigated whether this also results in foundation models that eliminate batch effects. Existing works
on evaluating histopathological foundation models focused on performance assessments on a variety
of (clinical) downstream tasks [20, 28]. Further, Vaidya et al. [38] showed performance disparities
across different demographic groups on subtyping and mutation prediction, which foundation models
helped to reduce.

In contrast to performance or distribution shift evaluations, we systematically analyze to what extent
hospital signatures are still encoded in foundation model representations and whether they lead to
wrong predictions when correlated with prediction labels.

3 Datasets and models

Datasets

We focus on studying batch effects originating from site-specific signatures in the data, e.g., variations
induced by differing cutting, staining, or scanning protocols across hospitals. We used carefully
composed subsets of two public multi-site histopathology datasets for our experiments:

• TCGA-LUSC-5. The TCGA Lung Squamous Cell Carcinoma (TCGA-LUSC) project
provides H&E-stained slides containing lung squamous cell tumors [39] from various tissue
source sites. We selected five of the most contributing sites: the Mayo Clinic (TSS 22),
the International Genomics Consortium (TSS 56), Indivumed (TSS 66), the Prince Charles
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Hospital (TSS 77), and Asterand Bioscience (TSS 85). We sampled one diagnostic primary
tumor FFPE slide ("-DX1") from up to 50 unique patients per TSS, respectively.

• CAMELYON16. The CAMELYON16 dataset [1] comprises 400 sentinel lymph node
slides from women with breast cancer, some of which contain precisely annotated regions
of lymph node metastasis regions of different sizes. The dataset was issued by two hospitals
in the Netherlands: the Radboud University Medical Center (TSS 0) and the University
Medical Center Utrecht (TSS 1).

We extracted patches from the slides of 256× 256 pixels without overlap at 20x magnification (0.5
microns per pixel). We identified and excluded background patches via Otsu’s method [40] on slide
thumbnails and applied a patch-level minimum standard deviation of 8. Each patch was labeled with
the tissue source site of its slide. For CAMELYON16, we additionally labeled those patches fully
inside the metastasis annotations as ’tumor’ and those fully outside as ’normal’. The resulting dataset
statistics and example patches are displayed in Table 1 and Figure 2.

We additionally aimed to assess the effect of stain normalization in combination with the foun-
dation models, which is arguably the most popular approach intending to mitigate batch effects
in histopathology (see e.g. [41]). We assessed the widely used Reinhard [29] and Macenko [30]
techniques, and applied them to all patches in our datasets. As normalization targets, we used the
average statistics of 500 patches randomly sampled from TCGA-LUSC-5. Example patches are
displayed in Figure 7.

As we were primarily interested in non-informative signatures like scanning and staining charac-
teristics, we aimed for homogeneous distributions of biological metadata (e.g., diagnosis, resection
site, or stage) across tissue source sites. In both datasets, all slides come from the same organ and
disease entity, respectively. Additionally, we report the statistics of available clinical metadata per
tissue source sites for TCGA-LUSC-5 in Table 4. Even though the disease stages vary to some degree
across TSS, the sites display similar distributions of clinical metadata.

Table 1: Dataset statistics, i.e., the average number of patches per slide after preprocessing. For
CAMELYON16 only patches annotated as 100% tumorous or normal are considered.

Dataset TCGA-LUSC-5 CAMELYON16

TSS 0 TSS 0 TSS 1 TSS 1
Subset TSS 22 TSS 56 TSS 66 TSS 77 TSS 85 Normal Tumor Normal Tumor

# Slides 37 41 38 44 50 150 95 89 65
# Patches per slide 7,351 2,577 2,520 11,320 6,983 6,663 9,090 9,733 10,715
# Tumor patches per slide - - - - - - 508 - 993

Foundation models

We used multiple publicly available histopathological foundation models (see Table 2 for an overview).
They cover a broad spectrum of architectures (convolutional vs. ViTs), pretraining frameworks
(SimCLR, DINO, SRCL, iBOT, DINOv2), dataset diversity (6k–1,5M WSIs), and model sizes (11M–
1100M parameters). We passed all patches from our datasets through all foundation models to obtain
real-valued feature vectors from the [CLS] token representations. The patches were resized to the
size expected by the respective model.

Table 2: Overview of analyzed histopathological foundation models.
Model Pretraining objective #Pretraining WSIs Architecture #Parameters Feature dimension

Ciga [16] SimCLR (400k patches) ResNet-18 11M 512
Hipt [17] DINO 10k ViT-S/16 21M 384

RetCCL [18] cluster-guided
contrastive 34k ResNet-50 25M 2048

Kang-DINO [20] DINO 36k ViT-S/8 21M 384
CTransPath [19] SRCL 34k SWIN-T 28M 768
Phikon [21] iBOT 6k ViT-B/16 86M 768
UNI [24] DINOv2 100k ViT-L/16 303M 1024
ProvGigapath [23] DINOv2 171k ViT-g/14 1100M 1536
Virchow [25] DINOv2 1.5M ViT-H/14 631M 1280
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4 The role of batch effects in histopathological foundation models

First, we analyzed whether site signatures contained in patches are preserved in the features extracted
by histopathological foundation models and how they affect downstream prediction tasks. We further
assessed the effectiveness of stain normalization to mitigate such batch effects.

4.1 Experiment 1: Source site prediction

We evaluated to what extent the tissue source site of a patch can be predicted from its feature vector.
We sampled roughly 50,000 patches per TSS, split them into 60% training, 10% validation, and 30%
test data at patient level, and trained classifiers to predict the TSS of a patch. As classifiers, we chose
the nearest centroid classifier (NCC), k-nearest neighbors (KNN), and linear probing (LP). We ran
this experiment for all foundation models and repeated it with the features of the stain-normalized
patches. Further details are described in Appendix A.2.1.

The results are displayed in Figure 1. For all foundation models, the TSS of the patches were
recovered from their feature vectors with very high accuracy. An almost perfect classification was
achieved via LP on CAMELYON16, and over 90% accuracy for most foundation models on TCGA-
LUSC-5. This implies that the feature representations of almost all patches carry distinct signatures
of their TSS that can be identified via linear probing, regardless of the foundation model used. Even
with NCC and KNN, which base their decisions on proximity of features, performances of over
90% (CAMELYON16) and 75% (TCGA-LUSC) were reached for most foundation models. This
already indicates that these signatures rather than biological signals regularly dominate the distances
in feature space. This is further explored in Section 5.

More recent models — trained on more data and showing better downstream performances [21, 23,
24, 28] — generally appeared to contain stronger TSS signatures. This points towards a trade-off
between foundation model performance and susceptibility to batch effects. At the same time, we
observed differences between recent models: NCC and KNN extracted less site information from
Virchow than from UNI, ProvGigapath, or Phikon. This indicates that site signatures may be more
dominant and available in the latter models, though present in all.

The stain normalization methods reduced the TSS prediction accuracy across all models, classifiers,
and datasets. However, the LP accuracies were still over 80% in TCGA-LUSC-5 and over 97%
in CAMELYON16 for most foundation models. Moreover, stain normalization seemed to have a
stronger impact on NCC and KNN. We infer that Macenko and Reinhard target more dominant parts
of the TSS signature, while not affecting more subtle features that can still be extracted via LP.

Therefore, despite large-scale and multi-site pretraining, histopathological foundation models do
not fully eliminate batch effects, but still encode accessible TSS signatures in their feature vectors.
Image-based stain normalization techniques slightly mitigate but do not remove these signatures.

4.2 Experiment 2: Effect of site-specific signatures on downstream tasks

We examined the impact of TSS signatures on a downstream task by creating a biased dataset with
varying correlations between the classification label and the issuing TSS. The experiment is conducted
on CAMELYON16 and stipulates the classification of patches as ‘tumor’ or ‘normal’. For each TSS,

Table 3: Four compositions of training data for the cancer prediction task. Each row presents the
numbers of normal and cancer patches with their corresponding source site. The split identifiers (Split
i – x/y) provide information about the varying ratios x and y of cancerous patches per TSS 0 and TSS
1, respectively. The allocation of test data remains fixed as 0/1.

TSS 0 TSS 1
∑

# normal # cancer # normal # cancer

Split 1 – 0.5/0.5 Training 7,500 7,500 7,500 7,500 30,000
Split 2 – 0.67/0.33 Training 5,000 10,000 10,000 5,000 30,000
Split 3 – 0.83/0.17 Training 2,500 12,500 12,500 2,500 30,000
Split 4 – 1/0 Training 15,000 15,000 30,000

Test 5,000 5,000 10,000
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Figure 3: Cancer classification accuracy in % using LP on CAMELYON16 for different training
data compositions (x/y). The test data composition remains 0/1 across splits. We assessed the
performances for features of unnormalized, Reinhard, and Macenko normalized patches, and report
mean and standard deviation over 5 repetitions.

we sampled 14 slides and extracted 2, 500 patches each. We created four slide-level training splits
as summarized in Table 3. While the first split simulates a perfectly balanced data set with equally
distributed tumor and normal patches, the training data of the fourth split consists of cancerous
patches solely from TSS 0, whereas TSS 1 only provides healthy tissue patches. Notably, the test data,
which does not change per split, is built vice versa: normal patches come from TSS 0 and cancerous
ones from TSS 1. We trained LP classifiers per split and foundation model to assess whether the
classifiers are affected by TSS signatures. We also repeated the experiments with the features of the
stain-normalized patches (further details in Appendix A.2.2).

The results, depicted in Figure 3, demonstrate that the correlation between TSS signatures and
downstream task labels can lead to biased predictions and misclassifications. As the correlation
increases, tumor classification accuracy drops from nearly perfect (> 90% on uncorrelated data) to
below random (< 20− 50% on fully correlated data). Significant performance drops can already be
observed for the 0.83/0.17 split. This indicates that the downstream model appoints TSS information
as a proxy for cancer prediction when they are in concordance.

In comparison, the accuracy of more recent models like Virchow and UNI was slightly higher and
more stable than of earlier models like Ciga, particularly on the 0.67/0.33 and 0.83/0.17 splits, despite
stronger encoding of TSS signatures as shown in Section 4.1. This indicates that more recent models
profit from other factors aiding their generalizability, for which further investigation will be required.

Stain normalization increased the tumor prediction performance for imbalanced splits, especially on
the more extreme 0.83/0.17 and 1/0 settings. However, the respective accuracies are still far below
those of the balanced 0.5/0.5 split, and even below random performance for the 1/0 scenario. This
shows that stain normalization has a limited impact on batch effect mitigation in feature space.

A potential explanation for our results is shortcut learning [34, 32, 33, 35], which occurs when models
choose features not just for their predictive power but also for their availability. Hermann et al. [34]
observed that models prefer more available features, even when they are less predictive. For instance,
in natural images, models focus on object scale, texture, or background, as these are easily accessible
[42]. Translated to the histopathological domain, this might indicate that foundation models are easily
misled by predominant batch effects like staining or thickness rather than biological cell alterations
because of their availability, and base their predictions on those instead. Section 5 demonstrates that
TSS signatures are more available than clinical information and dominate the variance in the features,
which further exacerbates shortcut learning.

In practice, many histopathological datasets suffer from batch effects, especially cohorts coming
from multiple hospitals (see e.g. [27]). Therefore, our results imply that models built on top of
histopathological foundation models are not necessarily able to generalize across sites and their
reported performances should be interpreted with care, as they may give correct predictions for the
wrong reasons [34, 32, 33]. For training more generalizable and unbiased models, data balancing,
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Figure 4: Ordered Euclidean distances between the feature of a randomly drawn cancerous reference
patch and the features of ss (bottom line), ossh (middle line), and osoh (top line) on CAMELYON16.
Because the distances lay all on the same line (see all), small offsets were added for clearer visualiza-
tion such that ss, ossh, and osoh become distinguishable.

as proposed in [27], could be applied to ensure that batch effects do not confound the prediction
task. Furthermore, new pretraining strategies accounting for batch effects could lead to more robust
downstream predictors.

5 Characterization of batch effects in histopathological foundation models

After establishing the presence and impact of batch effects in histopathological foundation models,
we conducted multiple experiments to characterize them in greater depth. For that, we focus on four
foundation models with different model sizes, dataset sizes, and pretraining frameworks: CTransPath,
Phikon, UNI, and Virchow.

5.1 Experiment 3: Visualization of distances in feature space

First, we analyzed how batch effects impact the distances between feature vectors of patches. We
sampled a tumor reference patch from a randomly chosen cancerous slide from CAMELYON16.
Subsequently, we drew 1, 000 patches from the same slide (ss), along with 5×1, 000 patches from five
randomly chosen other cancerous slides from the same hospital (ossh), and 5× 1, 000 patches from
five cancerous slides from the other hospital (osoh). Again, we only considered patches annotated as
100% normal or 100% tumor, and sampled equally from both classes for each slide.

In Figure 4, we depict the ordered Euclidean distances in the feature space to the reference patch.
Most notably, there is a clear distinction between the distances to the closest patches from the same
TSS compared to the ones from other TSSs. While patches from the same slide are nicely separated
according to their cancer annotation, distances to normal or cancer patches largely intersect for
patches from other slides. Even worse, the transition between cancer to normal patches occurs at
disparate distances for ss, ossh, and osoh, rendering cancerous patches of other sites as equidistant to
normal patches of the same TSS. This implies that batch effects outweigh the biological signal of
cancerous or normal morphology.

In general, the experiment shows that analyses and classification methods solely based on distances
between the feature vectors from histopathological foundation models are likely to fail on multi-site
data due to the strong encoding of batch effects. For example, a distance-based clustering approach is
unlikely to correctly identify cancer patches of different sites as belonging to the same cluster.
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Figure 5: Accuracy on site prediction task as described in Section 4.1 on TCGA-LUSC-5 using KNN
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Figure 6: Estimated explained variance per principal component (top) and the TSS separability of
the one-dimensional feature projections on the same PCs calculated by a one-vs-one AUROC across
tissue source sites (bottom) on TCGA-LUSC-5.

5.2 Experiment 4: Site prediction performance on reduced feature data

As a next step, we tried to understand how TSS signatures are encoded in the feature space of the
foundation models. We specifically aimed to answer how prevalent, available, and concentrated the
signatures are, and whether it is possible to isolate them. We approached these questions through the
lens of dimensionality reduction and applied PCA to the feature vectors for the whole TCGA-LUSC-5
dataset per foundation model.

As a first step, we investigated to what extent site-specific information is embedded in the first
principal components of the features. For that, we revisited the source site prediction task from
Section 4.1 using the same dataset and split. However, we trained a KNN classifier on the reduced
features projected onto the first ℓ = {1, 2, 3, 5, 10, 20, 30, 50} principal components (PCs).

The results are displayed in Figure 5. For all models, high classification accuracy was already
achieved with only the first few components of the data. For UNI and Phikon, we observed a steep
initial increase in performance when adding principal components, almost attaining the performance
on non-reduced features with only 10 PCs. For CTransPath and Virchow, this increase is less steep,
still with only 20-30 PCs full feature vector performance is obtained.

This shows the high availability of TSS signatures in the feature vectors, as they are already encoded
in the largest principal components. We argue that supervised downstream models are prone to
utilizing these signatures as shortcuts instead of intended biological features for solving their tasks.
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5.3 Experiment 5: Component-wise separability

While the previous experiment established that a low-dimensional representation of the features
already contains sufficient information to predict their submitting site, we now examine the contribu-
tion of each principal component individually to the site-wise class separability. The features were
projected onto each PC separately and we analyzed how well the projected one-dimensional features
can be linearly separated. We measured their separability via a multi-class one-vs-one area under
the receiver operating characteristic curve (AUROC) using the one-dimensional feature projections
as scores and the TSS as labels2. This measure naturally handles class imbalances, guarantees
comparability across models as it is always in [0.5, 1], and is nonparametric since it does not require
any further classification algorithm.

Figure 6 shows the linear class separability together with the explained variance ratio of each PC
(normalized eigenvalues). We observe that many of the directions in which the data varies the most
simultaneously exhibit a high site separability, making them dominant and available factors in the
feature vectors. At the same time, we see that TSS signatures exist in various principal components,
which makes it hard to isolate them. The pattern of how the batch effects spread across different
components varies for different models.

We infer that removing site signatures is arguably difficult, as they are prevalent in various components
and encoded deep within the feature space.

6 Conclusion

In this study, we showed that histopathological foundation models do not fully eliminate batch
effects. Instead, their feature vectors contain strong site-specific information, which can negatively
affect the classifier performance on downstream tasks with imbalanced datasets. Image-based stain
normalization methods slightly mitigate but do not remove these signatures, limiting their effect
on downstream performance. Furthermore, the site signatures dominate patch distances in feature
space and are prevalent in various principal components, which makes distance and supervised
learning-based methods susceptible to batch effects.

Our study comes with some limitations. The datasets we used are small, and their batch effects are
known to be stark, meaning that we did not explicitly assess more subtle effects. Additionally, even
though we tried sampling the data points to have similar clinical metadata across subsets, the site
signatures may be partly caused by unknown biological differences for which different embeddings
are desirable. We also did not identify which factors cause the batch effects to what extent, evaluate
how batch effects affect generalization performance on previously unseen tissue source sites, or
investigate what other factors aid or hinder the models’ generalization capabilities. We leave these
open questions for future work.

Regardless, we think that our results have interesting implications. First, we advocate for the
assessment of batch effects to become an additional cornerstone of evaluating histopathological
foundation models. Second, we think that it should be taken into account for the development
of future foundation models. Third, our study opens up a promising new direction of research:
developing methods for eliminating batch effects directly from feature vectors instead of tackling
them on image level or during foundation model training.
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A Appendix

A.1 Dataset details

Example patches and metadata statistics of TCGA-LUSC-5 are provided in Figure 7 and Table 4,
respectively.
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Figure 7: Arbitrarily chosen patches from the TCGA-LUSC-5 dataset (left) and the CAMELYON16
dataset (right) with Reinhard [29] and Macenko [30] stain normalization.

A.2 Experimental details

A.2.1 Experiment 1: Source site prediction

For both datasets, we randomly selected ni =
50,000
mi

patches per slide of TSS i with mi being the
number of slides of site i. If a slide contained less than ni patches, we drew all the available patches.
This resulted in approximately 250,000 patches for TCGA-LUSC-5 and 100,000 for CAMELYON16
with roughly balanced site labels. We split each dataset into 60% training, 10% validation, and 30%
test data at patient level, ensuring that no patches from the same slide appear in both training and
validation or test set.
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Table 4: Selected metadata statistics of the TCGA-LUSC-5 dataset. We chose primary_diagnosis,
site_of_resection_or_biopsy, ajcc_pathologic_t, and ajcc_pathologic_stage as possibly relevant
columns in the clinical metadata of the TCGA LUSC project. We report the number of slides per
stage and subset. SCC = squamous cell carcinoma; NOS = not otherwise specified.

Primary diagnosis TSS 22 TSS 56 TSS 66 TSS 77 TSS 85

Papillary SCC 0 0 0 1 2
SCC, NOS 36 39 38 40 45
SCC, keratinizing, NOS 0 1 0 3 2
SCC, large cell, nonkeratinizing, NOS 1 1 0 0 1

Site of resection or biopsy TSS 22 TSS 56 TSS 66 TSS 77 TSS 85

Lower lobe, lung 13 16 16 12 13
Lung, NOS 9 0 0 8 0
Main bronchus 0 0 0 1 0
Middle lobe, lung 0 0 3 1 2
Overlapping lesion of lung 1 1 0 1 0
Upper lobe, lung 14 24 19 21 35

AJCC T stage TSS 22 TSS 56 TSS 66 TSS 77 TSS 85

T1 6 0 4 5 2
T1a 3 3 0 0 6
T1b 4 6 0 0 10
T2 9 3 28 23 1
T2a 8 14 0 6 13
T2b 2 7 0 0 8
T3 4 8 0 7 9
T4 1 0 6 3 1

AJCC stage TSS 22 TSS 56 TSS 66 TSS 77 TSS 85

’– 1 0 0 0 0
Stage IA 10 8 3 3 13
Stage IB 15 15 14 14 11
Stage IIA 5 8 0 4 12
Stage IIB 1 6 6 13 9
Stage IIIA 5 4 3 7 5
Stage IIIB 0 0 11 3 0
Stage IV 0 0 1 0 0

We used three classifiers of increasing expressivity to predict the source site of the patches’ feature
vectors: nearest centroid classifier (NCC), k-nearest neighbors (KNN), and linear probing (LP). For
KNN, we used the k = 5 nearest neighbors from the train set to predict the source site of a test patch.
For LP, we used the Adam optimizer, an initial learning rate of 0.001, and the cross-entropy loss
with a batch size of 128 to train the single-layer classification head. We trained for 20 epochs and
selected the model with the lowest validation loss, which we then applied to the held-out test set. We
computed the accuracy score by comparing the class with the highest predicted logit with the sample
label.

A.2.2 Effect of site-specific signatures on downstream tasks

For each TSS, we sampled 7 normal and 7 tumor slides (total: 28 slides), ensuring that each contained
at least 2,500 patches that are 100% normal or 100% tumor according to the pathologist annotation,
respectively. For each normal slide, we then sampled 2,500 patches that are 100% normal, and for
each tumor slide 2,500 patches that are 100% tumorous. From this pool of patches, we created splits
as described in Table 3. All splits were created on slide level, and all 2,500 patches from a selected
slide were used: for instance, if Split 2 contains 10,000 cancer patches from TSS 0, it means that
they come from 4 different tumor slides contributing 2,500 distinct tumor patches, each. The patches
used for the test set were the same across different training splits. We also added 5,000 patches from
different slides as validation sets, having the same TSS-label compositions as the training splits,
respectively. We highlight that in any case, patches from the same slide only appeared in either train,
validation, or test set, but never more than one of the subsets.
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We applied linear probing (LP) to predict whether a patch is cancerous or normal. We used the Adam
optimizer, an initial learning rate of 0.001, and the cross-entropy loss with a batch size of 128 to train
the single-layer classification head. We trained for 20 epochs and selected the model with the lowest
validation loss, which we then applied to the held-out test set. We computed the accuracy score by
comparing the class with the highest predicted logit with the sample label. We repeated the training
process 5 times on the same splits, and report the mean and standard deviation of the accuracy scores.

A.2.3 Compute resources

Data processing and feature extraction with the foundation models were conducted on our internal
cluster equipped with GPUs having at least 24GB GPU memory, each. The datasets required roughly
1TB of disk memory. As the extracted feature vectors only made up a small fraction of the total
memory used, all experiments could be executed on a standard CPU.
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NeurIPS Paper Checklist

1. Claims
Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?
Answer: [Yes]
Justification: The contributions, claims, and the scope of the paper are made clear in the
Abstract and Introduction (Section 1).
Guidelines:

• The answer NA means that the abstract and introduction do not include the claims
made in the paper.

• The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

• The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

• It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]
Justification: The limitations of our work are extensively discussed in the Conclusion
(Section 6).
Guidelines:

• The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

• The authors are encouraged to create a separate "Limitations" section in their paper.
• The paper should point out any strong assumptions and how robust the results are to

violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

• The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

• The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

• The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

• If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

• While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory Assumptions and Proofs
Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?
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Answer: [NA]

Justification: [NA]

Guidelines:

• The answer NA means that the paper does not include theoretical results.
• All the theorems, formulas, and proofs in the paper should be numbered and cross-

referenced.
• All assumptions should be clearly stated or referenced in the statement of any theorems.
• The proofs can either appear in the main paper or the supplemental material, but if

they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

• Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

• Theorems and Lemmas that the proof relies upon should be properly referenced.

4. Experimental Result Reproducibility
Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: All datasets, models, and experiments are clearly described in the respective
Sections 3, 4, and 5.

Guidelines:

• The answer NA means that the paper does not include experiments.
• If the paper includes experiments, a No answer to this question will not be perceived

well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

• If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

• Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

• While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example
(a) If the contribution is primarily a new algorithm, the paper should make it clear how

to reproduce that algorithm.
(b) If the contribution is primarily a new model architecture, the paper should describe

the architecture clearly and fully.
(c) If the contribution is a new model (e.g., a large language model), then there should

either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code
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Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer: [No]

Justification: Our code is relatively straightforward, as we conduct simple experiments, and
it is not needed to reproduce the experiments. Datasets and models used in this work are
publicly available and properly described in Sections 3. We will happily provide all codes
and datasets upon request and release them upon publication alongside documentation.

Guidelines:

• The answer NA means that paper does not include experiments requiring code.
• Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

• While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

• The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

• The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

• The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

• At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

• Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLs to data and code is permitted.

6. Experimental Setting/Details
Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]

Justification: All the details in this regard are provided in Sections A.2.1, A.2.1, 4.2, A.2.2,
5.1, 5.2, and 5.3.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The experimental setting should be presented in the core of the paper to a level of detail

that is necessary to appreciate the results and make sense of them.
• The full details can be provided either with the code, in appendix, or as supplemental

material.

7. Experiment Statistical Significance
Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [No]

Justification: Our experiments are not expected to be subject to great statistical variations
due to the sufficient dataset sizes and simplicity of the experiments, with the exception of
the experiment described in Section 4.2, where we report mean and standard deviation over
5 repetitions.

Guidelines:

• The answer NA means that the paper does not include experiments.
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• The authors should answer "Yes" if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

• The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

• The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

• The assumptions made should be given (e.g., Normally distributed errors).
• It should be clear whether the error bar is the standard deviation or the standard error

of the mean.
• It is OK to report 1-sigma error bars, but one should state it. The authors should

preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

• For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

• If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

8. Experiments Compute Resources
Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?
Answer: [Yes]
Justification: The compute resources are mentioned in Section A.2.3.
Guidelines:

• The answer NA means that the paper does not include experiments.
• The paper should indicate the type of compute workers CPU or GPU, internal cluster,

or cloud provider, including relevant memory and storage.
• The paper should provide the amount of compute required for each of the individual

experimental runs as well as estimate the total compute.
• The paper should disclose whether the full research project required more compute

than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

9. Code Of Ethics
Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?
Answer: [Yes]
Justification: (1) Our data are from public datasets that have followed the guidelines of their
corresponding ethics committee. (2) We declare no known potential harmful consequence of
our submitted work regarding the mentioned points in the code of ethics. (3) If applicable,
we implemented all the impact mitigation measures mentioned in the code of ethics, such as
disclosing essential elements for reproducibility.
Guidelines:

• The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.
• If the authors answer No, they should explain the special circumstances that require a

deviation from the Code of Ethics.
• The authors should make sure to preserve anonymity (e.g., if there is a special consid-

eration due to laws or regulations in their jurisdiction).
10. Broader Impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?
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Answer: [NA]

Justification: We anticipate no negative societal impact generated by our work.

Guidelines:

• The answer NA means that there is no societal impact of the work performed.
• If the authors answer NA or No, they should explain why their work has no societal

impact or why the paper does not address societal impact.
• Examples of negative societal impacts include potential malicious or unintended uses

(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

• The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

• The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

• If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards
Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]

Justification: We are aware of no potential risk for any misuse of our work.

Guidelines:

• The answer NA means that the paper poses no such risks.
• Released models that have a high risk for misuse or dual-use should be released with

necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

• Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

• We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets
Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]

Justification: (1) We cited the open datasets and analyzed foundation models properly in
Section 3. (2) If some parts of other repositories have been used in our codes, we have cited
the repository properly and indicated the corresponding license.

Guidelines:

• The answer NA means that the paper does not use existing assets.
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• The authors should cite the original paper that produced the code package or dataset.
• The authors should state which version of the asset is used and, if possible, include a

URL.
• The name of the license (e.g., CC-BY 4.0) should be included for each asset.
• For scraped data from a particular source (e.g., website), the copyright and terms of

service of that source should be provided.
• If assets are released, the license, copyright information, and terms of use in the

package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

• For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.
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