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Abstract

We consider syntactic center embedding, where001
an embedding phrase contains material on both002
sides of the embedded phrase. While a single003
center embedding is easily understandable for004
human language users, this is generally not the005
case for multiple center embeddings. Despite006
this, it is a standard view in linguistic theory007
that multiple center embeddings are grammati-008
cally acceptable – human linguistic competence009
includes this ability, but this is obscured by per-010
formance limitations. We construct sentences011
with center embeddings of varying levels, rang-012
ing from 1-4, and we find that GPT-4 achieves013
nearly perfect results even with 3 or 4 levels of014
embeddings. Other LLMs show a sharp drop015
in accuracy above level 1. We suggest that016
this is because GPT-4 has successfully learned017
the same underlying linguistic competence as018
humans, while not being subject to the same019
performance limitations. This would mean that020
human linguistic competence is more clearly021
observed in GPT-4 than in humans.022

1 Introduction023

Until recently, there was a simple reason why every024

AI system would fail the Turing Test – they lacked025

the basic linguistic capabilities shared by all native026

speakers of a language. That has changed with027

current large language models (LLMs), which, it028

would seem, have now mastered human language.029

As Mahowald et al. (2024)[p. 2] put it, “for LLMs030

starting with GPT-3, their formal [linguistic] com-031

petence is essentially at ceiling”. There remain,032

however, notable differences in the linguistic be-033

havior of LLMs and humans. In this paper we fo-034

cus on differences in the interpretation of syntactic035

center embedding constructions. These construc-036

tions, while little noted in the NLP literature, have a037

special significance in the development of modern038

linguistics. Famously, Chomsky claims that cen-039

ter embedding is fully grammatical as a matter of040

linguistic competence, but generally fails to be ac- 041

cepted because of a performance limitation involv- 042

ing short-term memory (Chomsky, 1957; Chomsky 043

et al., 1963). These claims are central to the very 044

founding of modern linguistics. 045

It is revealing to compare center embedded con- 046

structions to left and right embedding. Consider a 047

propositional verb like “believe”, that can take a 048

sentence as its complement to the right, and that 049

sentential complement might itself involve such a 050

structure, as in (1): 051

(1) a. [John believes [Harry likes fish]] 052

b. [John believes [Tom said [everyone 053

knows . . . [Harry likes fish] . . . ]]] 054

An adverbial phrase like “in the library” can modify 055

a verb phrase to its left; the modified verb phrase 056

might itself contain such a modifier, as shown by 057

(2): 058

(2) a. Col. Mustard [[killed Mr Boddy] in 059

the library] 060

b. Col. Mustard [[[ . . . [killed Mr Boddy] 061

with the candlestick] in the library] 062

. . . without remorse.] 063

The above cases illustrate the potential for un- 064

bounded levels of embedding, both to the right 065

and to the left. We turn now to center embedding. 066

Here the embedding clause contains material both 067

to the left and right of the embedded clause. This 068

is illustrated by (3), where a nominal expression, 069

“teacher”, is modified by a relative clause, “the stu- 070

dent saw”.1 071

(3) [The teacher [the student saw t] is happy.] 072

Level 1 073

1The relative clause “the student saw” includes a trace or
variable, which we indicate with t to show that it in this case
is bound by “the teacher”, and similarly with the variables s,
d, and g in examples (4) - (6), standing for “student”, “driver”
and “girl”, respectively.
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Multiple levels of center embedding are readily074

constructed. Examples (4) - (6) represent levels 2-4075

of center embedding.076

(4) [The teacher [the student [the driver hit s]077

saw t] is happy.] Level 2078

(5) [The teacher [the student [the driver [the079

girl likes d] hit s] saw t] is happy.] Level 3080

(6) [The teacher [the student [the driver [the081

girl [the man hates g] likes d] hit s] saw t]082

is happy.] Level 4083

Such multiple center embeddings, while easy to084

construct, are generally uninterpretable for human085

language users, and are virtually non-existent in086

normal texts. This is strikingly different from mul-087

tiple left and right embeddings, which are generally088

easy to interpret, and not at all unusual.089

In this paper, we explore whether LLMs can in-090

terpret center embedding structures. We find that091

GPT-4 performs extremely well at all levels, from092

1 to 4, while other, less powerful models, exhibit093

behavior that is rather similar to humans, perform-094

ing well at level 1, but quite poorly at higher levels.095

This is an apparent paradox, since it is the less096

powerful models that more closely correspond to097

human linguistic behavior. We suggest that the098

Chomskyan distinction between competence and099

performance provides a resolution of this paradox –100

the more powerful GPT-4 model has successfully101

learned human linguistic competence, but is not102

subject to the same performance limitations as hu-103

mans. Indeed, it may be that human linguistic com-104

petence can be observed more clearly in GPT-4105

than in humans.106

2 Related Work107

2.1 Center Embedding and Linguistic108

Competence109

According to Karlsson (2007, p. 365) “the main-110

stream view...voiced by many linguists from dif-111

ferent camps” is that “there are no grammatical re-112

strictions on multiple center-embedding of clauses.”113

For example, Chomsky et al. (1963) present sen-114

tence (7), which is an example of level 2 center115

embedding:116

(7) The rat the cat the dog chased killed ate the117

malt.118

In the view of Chomsky et al., example (7) “is119

surely confusing and improbable but it is perfectly120

grammatical and has a clear and unambiguous 121

meaning.” This argument relies on the Chomskyan 122

distinction between competence and performance, 123

where competence is an idealized theory of the 124

“mental reality underlying actual behavior” (Chom- 125

sky, 1965)[p. 4]. Performance factors, such as 126

memory limitations, make the underlying linguistic 127

competence difficult to observe, much as friction 128

makes it difficult to observe the underlying nature 129

of Newton’s law of gravity. 130

2.2 Center Embedding and Performance 131

Factors 132

Gibson (1998)[p. 3] notes that center embedding 133

structures give rise to what is often “referred to as 134

a processing overload effect". Gibson proposes 135

the Syntactic Prediction Locality Theory (SPLT). 136

According to this theory, center embedding incurs 137

a memory cost, associated with “computational re- 138

sources [that] are required to store a partial input 139

sentence” (Gibson (1998)[p. 8]). This is an es- 140

sential feature of center embedding constructions; 141

for example, in (4) above, when the word “driver" 142

is encountered, there are three partial input sen- 143

tences that must be stored. On this theory, it is the 144

requirement to keep multiple partial structures in 145

memory that can lead to processing overload. Gib- 146

son (1998)[p. 14] observes that this “. . . fits with 147

what is known about short-term memory recall in 148

non-linguistic domains: it is harder to retain items 149

in short-term memory as more interfering items are 150

processed." 151

Gibson considers a wide range of differences in 152

types of embedding structures in arguing for the 153

superiority of SPLT over previous theories, such 154

as Chomsky et al. (1963), Miller and Isard (1964), 155

Abney and Johnson (1991), and Engelmann and 156

Vasishth (2009). What Gibson’s theory shares with 157

the previous theories is the view that the facts about 158

center embedding structures are explained with ref- 159

erence to performance factors. 160

2.3 Corpus Study 161

Karlsson (2007) reports on a study of “corpus data 162

from seven Standard Average European (SAE) lan- 163

guages: English, Finnish, French, German, Latin, 164

Swedish, and Danish.” Karlsson shows that level 165

2 center embeddings, while rare, do occur; overall 166

Karlsson (2007)[p. 378] finds that “in ordinary lan- 167

guage use, written C3s [level 3] and spoken C2s 168

[level 2] are almost non-existent”. 169
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2.4 Linguistic Probing of LLMs170

There is an extensive literature describing the prob-171

ing of LLMs for specific linguistic capabilities. Ma-172

howald et al. (2024) argue that current LLMs have173

largely mastered what they call “formal linguistic174

competence”. They point out that current mod-175

els perform well on resources such as the BLiMP176

benchmark (Warstadt et al., 2020), which consists177

of minimal pairs illustrating many linguistic phe-178

nomena. “Models achieve similarly impressive179

results,” they continue, “on other linguistic bench-180

marks like SyntaxGym” (Gauthier et al., 2020).181

However, some recent works have shown that182

there remain specific capabilities that pose difficul-183

ties for some of the most powerful current models.184

For example Hardt (2023) shows that recent LLMs185

struggle with the phenomenon of ellipsis while Cui186

et al. (2023) find that they have substantial difficul-187

ties interpreting sentences with “respectively”.188

2.5 Human Performance189

We posed 4 examples each of levels 1, 2 and 3, to190

9 respondents, for a total of 108 observations. The191

context and question were modeled after the ma-192

terials used in our LLM experiments.2 As shown193

in table 2 the results show a sharp drop in accu-194

racy from level 1 to levels 2 and 3; consistent with195

widely held views in the literature.196

Level Accuracy
1 .889
2 .611
3 .528

Table 1: Survey Results for Center Embeddings

There are numerous empirical studies that fur-197

ther support the claim that center embedding198

presents difficulties for humans, although there is199

considerable methodological variety. For exam-200

ple, Thomas (1995)[p. 22] asks subjects to rate201

examples according to perceived difficulty “on a202

quick first reading”. Thomas shows that there are203

important differences based on the type of center204

embedding. However, in general, he notes that a205

simple level 1 structure “is easy to understand”,206

while “embedding just one more clause [i.e. level207

2]... produces near incomprehensibility.” (Thomas208

(1995)[p. 8]) Bach et al. (1986) describe a psy-209

cholinguistic study concerning somewhat different210

embedding constructions in German and Dutch,211

2Survey data provided online upon acceptance.

again finding a striking difference in difficulty be- 212

tween level 1 and higher levels of embedding. 213

3 Data 214

We construct a synthetic dataset, where each item 215

consists of a context, a prompt and a question.3 We 216

consider each of these elements in turn. 217

3.1 Context 218

The context consists of synthetic examples of cen- 219

ter embedding of levels 1-4. The form of these 220

examples is as follows, where N is noun, TV is 221

transitive verb and IV is intransitive verb: 222

Level 1: The N the N TV IV. 223

Level 2: The N the N the N TV TV IV. 224

Level 3: The N the N the N the N TV TV TV 225

IV. 226

Level 4: The N the N the N the N the N TV TV 227

TV TV IV. 228

(See appendix A.3 for instantiations of N, TV, 229

and IV.) 230

3.2 Prompt 231

We define the prompt shown in figure 1, which 232

we designate as P1. The prompt includes a single 233

example, exhibiting level 1 center embedding.

You will be given an example consisting of a
context and a question to answer. The answer
should always be of this form "The N V the N",
where N stands for a single word that is a noun,
and V stands for a single word that is a verb.
Here is a sample:

Context: The student the man saw is happy
Question: Who saw who?
Answer: The man saw the student.

Context: {context}
Question: {question}
Now answer the question:

Figure 1: Prompt P1 – single example
234

3.3 Question 235

We formulate a question, “Who TV’ed who”, 236

where the verb TV is from the most deeply em- 237

bedded clause. This question is Q0 (figure 2). 238

3Data and associated code will be made available on
Github upon acceptance.
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Level 1
Context: The teacher the student saw is happy.
Q: Who saw who?
A: the student saw the teacher.
Level 2
Context: The teacher the student the driver saw
hit is happy.
Q: Who saw who?
A: the driver saw the student.
Level 3
Context: The teacher the student the driver the
girl saw hit likes is happy.
Q: Who saw who?
A: the girl saw the driver.
Level 4
Context: The teacher the student the driver the
girl the man saw hit likes hates is happy.
Q: Who saw who?
A: the man saw the girl.

Figure 2: Four Embedding Levels with Question Q0,
targeting the most deeply embedded structure

4 Test239

4.1 Initial Test240

For each embedding level (1-4), we construct 500241

synthetic examples, and we test four models: GPT-242

3.5, GPT-4, Llama3-70B and Llama3-8B (see Ap-243

pendix A.2 for details). Our initial test uses prompt244

P1 and question Q0. In figure 3 we present results.245

For level 1 examples, all models are perfectly ac-246

curate except for the smaller Llama3-8b. GPT-4247

remains nearly perfect at higher levels, while GPT-248

3.5 has a sharply lower accuracy at levels higher249

than 1. In this way, it mirrors human behavior,250

while Llama3-70b occupies an intermediate posi-251

tion, with a less precipitous drop between levels 1252

and 2.253

According to the competence model discussed254

above, center embeddings are fully grammatical at255

any level. GPT-4 seems closely aligned with the256

competence model. However, the fact that accuracy257

drops at level 4 suggests that GPT-4 does not per-258

fectly reflect the competence model. We return to259

this point below in examining alternative prompts260

and questions.261

4.2 Alternative Prompts and Questions262

We define two alternative prompts: P0, which lacks263

an example (figure 4), and P2, which contains two264

examples – a level 1 example and a level 2 exam-265

Figure 3: Accuracy of Center Embedding at levels 1-4,
with Prompt P1 and Question Q0.

ple (figure 5). We also define a question variant, 266

Q1, which targets the next most deeply embedded 267

predication, as exemplified in figure 6. 268

We have, then, prompts P0, P1, and P2, and ques- 269

tions Q1, and Q2. This gives 6 settings for each of 270

our 4 models, for a total of 24 results. The complete 271

results are given in table 3, in appendix A.4. We 272

draw attention to the results with GPT-4. Above, 273

we argued that GPT-4 quite closely matched the 274

competence model, based on the results shown in 275

figure 3. This is based on Q0, which targets only 276

the most deeply embedded predication. With Q1, 277

GPT-4 shows a much lower accuracy on levels 2-4, 278

with prompt P1. This conflicts with the sugges- 279

tion that GPT-4 is reflecting the competence model; 280

something we noted above with respect to the drop 281

in accuracy on level 4 with Q0. On the other hand, 282

with prompt P2, the accuracy of GPT-4 increases 283

on question Q1, although still not to the nearly 284

perfect level of accuracy seen with Q0. 285

5 Conclusions 286

In this paper, we found that GPT-4 interprets multi- 287

ple center embeddings with high accuracy, while 288

less powerful models struggle with them, just as 289

humans do. We have suggested that GPT-4 has 290

successfully learned human competence grammar, 291

while not being subject to the same performance 292

limitations as humans. On this view, human linguis- 293

tic competence would be more clearly observable 294

in a powerful LLM than it is in humans. This may 295

or may not be the right explanation. But it is offered 296

as a first step in elaborating a theory that takes ac- 297

count of both the competence and the performance 298

of LLMs. 299

4



6 Limitations300

The paper seeks to determine whether LLMs under-301

stand syntactic center embedding, but this general302

question is explored in only a few particular ways.303

First, only four LLMs are considered, and we sus-304

pect that other models might give quite different305

results. There are also several important limitations306

with respect to the data. First, the data is solely307

English. Second, it is synthetic data, constructed308

according to a template that reflects one specific309

form of center embedding, in which a noun phrase310

is modified by a relative clause. We believe this is311

the form of center embedding that is most familiar312

from the linguistics literature. However, there are313

other forms of center embedding that could also be314

considered. Furthermore, while we explored vari-315

ous combinations of different prompt and question316

forms, there are other forms and combinations that317

would be well worth exploring. Finally, we have318

made claims about the general uninterpretability319

of multiple center embeddings for humans; while320

these generally echo claims made in the literature,321

they are claims that would benefit from rigorous322

empirical examination.323
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A.1 Error Analysis 388

In all cases, the system is expected to produce an- 389

swers of the form N1 V N2. We define four types 390

of errors: 391

• Type 1: N1 is incorrect, N2 is correct 392

• Type 2: N1 is correct, N2 is incorrect 393

• Type 3: N1 is incorrect, N2 is incorrect 394

• Type 4: Verb is incorrect, or answer is not of 395

the required form 396
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We consider selected settings based on a manual397

evaluation of the first 10 examples. We focus on398

Level 2, with Prompt P1 and Q0 for the models399

GPT.3-5, Llama3-8b and Llama3-70b. All three of400

these models have a substantial number of errors401

here. On the other hand, GPT-4 has no errors in402

this case. Instead we look at Q1 with GPT-4. Table403

2 shows the number of errors of each type.404

Model P Q T1 T2 T3 T4
GPT-3.5 P1 Q0 0 9 1 0
Llama3-8b P1 Q0 0 7 2 1
Llama3-70b P1 Q0 0 7 3 0
GPT-4 P1 Q1 4 0 6 0

Table 2: Error Types, T1, T2, T3, and T4 for selected
settings of model, prompt type, and question type (based
on manual analysis of first 10 errors for each setting)

For all but two of the settings in table 2, nearly405

all the errors are of type T2, as in the following406

example:407

Context: The man the girl the driver knows
hates is glad.
Question: Who knows who?
Model Answer: The driver knows the man.
Correct Answer: The driver knows the girl.

408

Since the verb “knows” is explicit in the question,409

the model could simply assume that N1 is the noun410

phrase preceding “knows” in the context. This as-411

sumption ensures that a model avoids T1 errors,412

for question Q0. A T2 error arises in the above ex-413

ample, because the model selects “the man” rather414

than “the girl” as the second NP. Interestingly, GPT-415

3.5 has only T3 errors in the setting, P0, Q0, L1. In416

each case, it simply reverses N1 and N2, as in the417

following example:418

Context: The woman the man hates left.
Question: Who knows who?
Model Answer: The woman hates the man.
Correct Answer: the man hates the woman.

419

Finally, GPT-4 has only T1 or T3 error types420

on the setting P1, Q1, L2. The following example421

illustrates a T3 error for this setting:422

Context: The student the man the driver hates
saw is glad.
Question: Who saw who?
Model Answer: The student saw the man.
Correct Answer: the man saw the student.

423

We have, of course, no direct insight into the 424

strategies employed by these LLMs in any of these 425

settings. It seems intuitively plausible that models 426

employ a strategy that would normally get N1 right 427

and N2 wrong, and this is indeed the pattern that 428

arises with this limited error analysis. At this point 429

we will offer no speculation about the two settings 430

for which we observe different error patterns. 431

A.2 Models 432

The GPT-4 and GPT-3.5-turbo models were ac- 433

cessed from the OpenAI site in the period from 10 434

June 2024 to 21 June 2024, with default settings. 435

The Llama3-70b and Llama3-8b models were ac- 436

cessed from api.llama-api.com in the same period, 437

also with default settings. 438

A.3 Sample Instantiations 439

We have the following substitutions for N and TV. 440

N: (teacher, student, driver, girl, man), and TV: 441

(saw, hit, likes, hates, knows). IV is always substi- 442

tuted with the phrase, "is happy". 443

A.4 Complete Results 444

Results for all models and settings are given in 445

table 3. 446

A.5 Alternative Prompts and Questions 447

You will be given an example consisting of a
context and a question to answer. The answer
should always be of this form "The N V the N",
where N stands for a single word that is a noun,
and V stands for a single word that is a verb.

Context: {context}
Question: {question}
Now answer the question:

Figure 4: Prompt P0 – no samples
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Model P Q L1 L2 L3 L4
GPT-3.5 P0 Q0 0.86 0.49 0.34 0.14
GPT-3.5 P0 Q1 – 0.03 0.03 0.03
GPT-3.5 P1 Q0 1.00 0.55 0.58 0.33
GPT-3.5 P1 Q1 – 0.16 0.03 0.06
GPT-3.5 P2 Q0 1.00 0.59 0.69 0.32
GPT-3.5 P2 Q1 – 0.38 0.08 0.06
GPT-4 P0 Q0 1.00 0.55 0.28 0.11
GPT-4 P0 Q1 – 0.17 0.02 0.00
GPT-4 P1 Q0 1.00 1.00 0.99 0.87
GPT-4 P1 Q1 – 0.74 0.05 0.00
GPT-4 P2 Q0 1.00 1.00 1.00 0.97
GPT-4 P2 Q1 – 0.94 0.51 0.13
Llama3-8b P0 Q0 0.96 0.46 0.17 0.08
Llama3-8b P0 Q1 – 0.04 0.06 0.03
Llama3-8b P1 Q0 0.78 0.35 0.11 0.07
Llama3-8b P1 Q1 – 0.07 0.02 0.02
Llama3-8b P2 Q0 0.86 0.49 0.20 0.12
Llama3-8b P2 Q1 – 0.10 0.04 0.03
Llama3-70b P0 Q0 0.98 0.65 0.67 0.48
Llama3-70b P0 Q1 – 0.05 0.06 0.03
Llama3-70b P1 Q0 1.00 0.88 0.68 0.68
Llama3-70b P1 Q1 – 0.08 0.04 0.04
Llama3-70b P2 Q0 1.00 0.89 0.67 0.71
Llama3-70b P2 Q1 – 0.20 0.11 0.02

Table 3: Accuracy by Model and Embedding Level. (500 examples for each model, for each level)

You will be given an example consisting of a
context and a question to answer. The answer
should always be of this form "The N V the N",
where N stands for a single word that is a noun,
and V stands for a single word that is a verb.
Here are two samples:

Context: The student the man saw is happy
Question: Who saw who?
Answer: The man saw the student.

Context: The teacher the student the man saw
hit is happy
Question: Who saw who?
Answer: The man saw the student.

Context: {context}
Question: {question}
Now answer the question:

Figure 5: Prompt P2 – two samples

Level 2
Context: The teacher the student the driver saw
hit is happy
Q: Who hit who?
A: the student hit the teacher.
Level 3
Context: The teacher the student the driver the
girl saw hit likes is happy
Q: Who hit who?
A: the driver hit the student.
Level 4
Context: The teacher the student the driver the
girl the man saw hit likes hates is happy
Q: Who hit who?
A: the girl hit the driver.

Figure 6: Embedding Levels 2-4 with Question Q1,
targeting the next most deeply embedded structure
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