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Abstract

Automatic metrics are extensively used to001
evaluate natural language processing systems.002
However, there is an increasing focus on how003
they are used and reported. This work presents004
a survey on the use of automatic metrics, fo-005
cusing on natural language generation (NLG)006
tasks. We report the used metrics, the ratio-007
nale for choosing them, and how their use is008
reported. Our findings reveal significant short-009
comings, including inappropriate metric usage,010
lack of implementation details, and missing cor-011
relations with human judgments. We conclude012
with recommendations that we believe authors013
should follow to enable more rigor within the014
field.015

1 Introduction016

Evaluation practices in Natural Language Process-017

ing (NLP) are increasingly coming under scrutiny.018

Concerns have been raised about automatic met-019

rics, such as BLEU (Papineni et al., 2002) and020

ROUGE (Lin, 2004), which often show poor cor-021

relation with human judgments (Reiter and Belz,022

2009; Novikova et al., 2017; Reiter, 2018). Addi-023

tionally, interpreting and reproducing these metrics024

is challenging due to variations in implementations025

and parameters (Post, 2018).026

Given these well-documented shortcomings, this027

paper offers a snapshot of the current state of028

metric-based evaluations in natural language gen-029

eration (NLG). We analyze published works to un-030

derstand how metrics are used and reported, and031

identify gaps and potential improvements.032

2 Survey Method033

To provide an up-to-date overview of automatic034

evaluation practices in NLG, we analyzed papers035

from the 2023 International Conference on Natural036

Language Generation (INLG) and NLG track of 037

the Annual Meeting of the Association for Com- 038

putational Linguistics (ACL). Each paper was an- 039

notated to capture key evaluation features: which 040

automatic or human evaluation methods were used, 041

whether the metric was newly introduced, and the 042

specific tasks evaluated using the metrics. Addi- 043

tional features annotated included whether the re- 044

sults from automatic metrics were correlated with 045

human evaluations, whether implementation details 046

were provided, whether metrics were only reported 047

in the appendix and whether the authors explained 048

the rationale for their metric choices. 049

3 Analysis and Results 050

Our analysis covers 102 papers that included the 051

evaluation of an NLG system. 94% used automatic 052

metrics, and 57% incorporated human evaluations, 053

but only 51% used both. 054

We identified 634 uses of automatic metrics 055

across these papers, grouped into 34 metric fami- 056

lies (see Table 1). As shown in Figure 1, the most 057

frequently used metrics were BLEU and ROUGE 058

despite concerns about their validity (Reiter, 2018). 059

Trainable metrics like BERTScore (Zhang et al., 060

2019) and BLEURT (Sellam et al., 2020) have not 061

yet overtaken traditional metrics in popularity. 062

Furthermore, 64% of papers using BLEU and 063

63% of those using ROUGE did not provide spe- 064

cific implementation details, raising concerns about 065

reproducibility, especially given challenges in re- 066

producing original evaluation scores across differ- 067

ent implementations (Post, 2018). 068

A significant issue is the lack of rationale for 069

metric usage: 77% of the metrics were used with- 070

out justification. This is concerning, as it suggests 071

a tendency to follow established practices without 072

critical evaluation of metric relevance. 073
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Metric Family Name INLG ACL Total

BLEU 26 69 95
ROUGE 27 65 92
N-gram diversity 6 49 55
Style Classifier 5 37 42
BERTScore 8 32 40
Perplexity 3 29 32
METEOR 6 21 27
Semantic Similarity 9 12 21
Overlap 6 21 27
Factuality 5 13 18
Accuracy 8 8 16
Quality Estimation 7 7 14
Combination 0 14 14
BARTScore 2 10 12
NLI 44 8 12
F1 4 7 11
BLEURT 5 5 10
CIDEr 2 6 8
N-gram repetition 2 6 8
SARI 2 6 8
Sequence Length 3 5 8
MAUVE 0 8 8
Unieval 0 8 8
Distribution Comparison 0 7 7
NIST 0 7 7
MoverScore 1 5 6
PARENT 1 5 6
Recall 2 44 6
Edit Distance 1 5 6
Flesch Readability 1 3 4
Inference Speed 0 4 4
Precision 1 2 3
loss/error 0 3 3
chrF++ 1 1 2

Table 1: Total automatic metric usage counts of each of
the metric families for both INLG and ACL conferences.

We also investigated whether researchers corre-074

lated automatic and human evaluations. The major-075

ity of papers either did not conduct a human evalu-076

ation (42%) or did not comment on any correlation077

between human and automatic metrics (37%). Only078

a minority offered either quantitative or qualitative079

correlation analysis.080

4 Discussion and Recommendations081

Our analysis highlights key issues and offers action-082

able recommendations for improving evaluation083

practices in NLG research.084

Metric Use, Rationale, and Combinations085

The use of automatic metrics often lacks a clear086

rationale, with only 13% of metrics justified be-087

yond merely following prior work. Researchers088

should explicitly state the purpose and expected089

insights of each metric to avoid reliance on popular090

metrics without justification.091

Additionally, metrics frequently have blind spots,092

so it is important to comment on how metrics are093

combined to ensure a comprehensive evaluation.094

Justifying the use of metrics—whether new or re-095

purposed—based on empirical evidence or theoret-096

ical foundations is crucial for robust evaluations.097

Figure 1: Usage percentages of top 10 metric families
in INLG and ACL, with metric category color-coded.

Automatic vs. Human Evaluation Discussing 098

correlations between automatic and human eval- 099

uations is important. Papers should address any 100

similarities or differences in the results to better 101

understand the evaluation’s effectiveness and limi- 102

tations. 103

Reproducibility Authors should disclose metric 104

implementation details, including library versions 105

and parameters. Whenever possible, they should 106

also release code. Sharing example outputs and 107

human annotations, when available, is also recom- 108

mended. Releasing datasets with evaluated outputs 109

would allow future researchers to apply and de- 110

velop new metrics. 111

5 Conclusion 112

Our analysis of metrics used at INLG and ACL 113

2023 reveals significant issues with the types of 114

metrics used, the lack of comparison between au- 115

tomatic and human evaluations, and insufficient 116

justifications for metric choices. 117

We offer recommendations to address these is- 118

sues, but progress will depend on their adoption 119

by the research community. Ultimately, enhancing 120

transparency about metric usage and its rationale is 121

crucial. This will clarify evaluation practices and 122

improve the quality and reproducibility of evalua- 123

tions in our field. 124
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