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Abstract001

We present THOUGHTSCULPT, a general rea-002
soning and search method for tasks with out-003
puts that can be decomposed into components.004
THOUGHTSCULPT explores a search tree of005
potential solutions using Monte Carlo Tree006
Search (MCTS), building solutions one ac-007
tion at a time and evaluating according to008
any domain-specific heuristic, which in prac-009
tice is often simply an LLM evaluator. Crit-010
ically, our action space includes revision ac-011
tions: THOUGHTSCULPT may choose to revise012
part of its previous output rather than continu-013
ing to build the rest of its output. Empirically,014
THOUGHTSCULPT outperforms state-of-the-015
art reasoning methods across three challenging016
tasks: Story Outline Improvement (up to +30%017
interestingness), Mini-Crosswords Solving (up018
to +16% word success rate), and Constrained019
Generation (up to +10% concept coverage).020

1 Introduction021

While large language models (LLMs) such as GPT022

(Brown et al., 2020; OpenAI, 2024), LLaMA (Tou-023

vron et al., 2023a,b), and Claude (Anthropic, 2024)024

are increasingly capable at performing a variety of025

reasoning tasks, recent studies have revealed that026

the utilization of distinct prompting strategies and027

instructional guidance can have a notable influence028

on the performance of LLMs when tackling identi-029

cal tasks.030

Chain-of-Thought (CoT) is a prompting strategy031

detailed in Wei et al. (2023) that directs LLMs to032

produce the final task output through intermedi-033

ate steps of reasoning, referred to as "intermedi-034

ate thoughts." Notably, CoT has demonstrated a035

substantial enhancement in the problem-solving036

proficiency of LLMs without necessitating any037

model updates. Self-consistency with CoT (CoT-038

SC) (Wang et al., 2023a) proposes to improve out-039

put consistency by generating multiple CoTs and040

selecting the best outcome. Recently, extending041

CoT and CoT-SC, Tree-of-Thoughts (Yao et al., 042

2023a) and Graph-of-Thoughts (Besta et al., 2024) 043

propose to shape the reasoning process of LLMs 044

as a tree or an arbitrary graph structure. These ap- 045

proaches enable LLMs to explore different paths 046

of thought and find better outputs by utilizing back- 047

tracking and graph-search algorithms. However, 048

these approaches’ reasoning capabilities are often 049

limited by the set of candidates they generate at 050

earlier steps. They cannot revise and edit their 051

original answers continuously in later steps. As 052

a result, these methods may not be as effective in 053

addressing problems that require frequent revision 054

and modifications. 055

We propose THOUGHTSCULPT, a tree-based 056

framework that emulates human reasoning by en- 057

abling LLMs to create interconnected thought net- 058

works. A key feature is its self-revision mech- 059

anism, which iteratively improves outputs while 060

generating new thought nodes. To address the vast 061

search space in text generation, we use Monte Carlo 062

Tree Search (MCTS), which efficiently navigates 063

the search space and provides high-quality solu- 064

tions, though not necessarily globally optimal. Our 065

method includes three core modules: the thought 066

evaluator, which gives textual and numerical feed- 067

back; the thought generator, which produces so- 068

lutions based on initial instructions and feedback; 069

and the decision simulator, which simulates lines 070

of thought within the MCTS process to assess the 071

potential value of different paths. 072

We evaluate THOUGHTSCULPT on three chal- 073

lenging tasks for state-of-the-art language mod- 074

els: Story Outline Improvement, Mini-Crosswords 075

Solving, and Constrained Generation. These 076

tasks require advanced reasoning skills, varying 077

degrees of exploration, and the ability for self- 078

revision to achieve optimal results. Compared 079

to state-of-the-art reasoning strategies as base- 080

lines, THOUGHTSCULPT exhibits an up to 30% 081

interestingness increase in Story Outline Improve- 082
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 Task description: 
Write a short and 
simple sentence that 
contains “bartender”, 
“tomato”, “spatula”, 
“boat”, “microphone”, 
“vest”, “into”... 




 Can you provide a 

revised solution?


Current solution: The 
bartender inserts a 
tomato into the boat 
using a spatula
Feedbac

 Task descriptio


Can you evaluate the 
current solution and 
provide some 
feedback?


Current solution



Self evaluation

 Missing the 
concepts  
“microphone”, 
“vest”..

 It’s weird to insert a 
tomato into a boat



The bartender drops 
the microphone, 
adjusting his vest 
while throw a tomato 
into the boat using a 
spatula

Using a 
microphone, the 
bartender slips a 
tomato into the 
boat, wearing a 
vest and holding a 
spatula.


The bartender, 
wearing a vest, 
uses a spatula to 
scoop a tomato 
into the boat while 
holding a 
microphone.



Thought 
Generator

Thought 
Evaluator

Decision 
Simulator

Figure 1: Illustration of THOUGHTSCULPT using Monte Carlo Tree Search on the Constrained Generation task. Each circle in
the diagram represents a thought node generated by LLMs. Selection: choose a thought node x based on a selection algorithm.
Expansion: A new set of child nodes X is generated using the initial instruction, the current node, and self-evaluated textual
feedback. The zoom-in of the expansion phase demonstrates the use of the Thought Evaluator and the Thought Generator,
which entails assessing and refining the current solution for the task 4.3. Simulation: a single node x′ is randomly chosen from
the set X . This selected node x′ generates further nodes in sequence for several steps, corresponding to our Decision Simulator.
Backpropagation: The numerical feedback evaluated at the last node is propagated back to the root node.
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ment; up to 16% word success rate increase in083

Mini-Crossword Solving; and up to 10% con-084

cept coverage improvement in Constrained Gen-085

eration. These findings underscore the efficacy of086

THOUGHTSCULPT across diverse tasks.087

2 Related Works088

Feedback Guided Generation. Human feed-089

back has been shown to be effective in improving090

LLMs’ generation (Tandon et al., 2022; Elgohary091

et al., 2021; Bai et al., 2022). However, human092

feedback is often costly and unable to be incorpo-093

rated into an automated generation process. As094

a result, some works adopt a heuristic function095

to serve as an alternative to human feedback (Liu096

et al., 2022; Lu et al., 2022; Le et al., 2022; Welleck097

et al., 2022).098

Madaan et al. (2023); Shinn et al. (2023); Paul099

et al. (2024) introduce a mechanism for LLMs to100

produce self-reflective feedback to improve their101

outputs. Along with the model-generated feed-102

back, Chen et al. (2023) uses execution results103

to help improve code generation. Likewise, Kim104

et al. (2023) introduces a critic step to improve105

the model’s performance in computer tasks. These106

approaches follow left-to-right linear processes, po-107

tentially overlooking alternative directions. In our108

work, each thought node having multiple children109

nodes allows for broader exploration, enhancing110

decision-making comprehensiveness.111

Graph Reasoning. To facilitate broader explo-112

ration in problem-solving, Yao et al. (2023a) and113

Xie et al. (2023) use a tree-search procedure where114

each node represents a partial solution, requiring115

a complete solution to combine multiple nodes.116

This method restricts modifications to intermediate117

nodes, making the final output reliant on initial can-118

didates. Besta et al. (2024) proposed a graph-based119

paradigm that models LLM reasoning as an arbi-120

trary graph, allowing combinations of connecting121

nodes. Our approach differs by permitting review122

and modification of intermediate nodes, even al-123

lowing them to be revised or expanded if initially124

complete. This flexibility improves expressivity125

and enables language models to correct initial mis-126

takes.127

LM Planning. Long-form generation and com-128

plex problem-solving often require high-level plan-129

ning or outlining. Natural language outliners and130

structured schemas play integral roles in generating131

long-form content (Tian and Peng, 2022; Mirowski 132

et al., 2022; Yang et al., 2022, 2023). There are also 133

works that utilize LLMs to tackle complex tasks 134

such as video games, fact-checking, house keeping, 135

and code optimization with planning using natural 136

languages (Yao et al., 2023b; Huang et al., 2022a; 137

Wang et al., 2023b; Huang et al., 2022b). Our work 138

could also be seen as a generic task planner using 139

LLMs that leverages Monte Carlo Tree Search to 140

facilitate various tasks in diverse domains. 141

3 Method 142

We treat each formal output of LMs as a thought 143

node x ∈ {x0, x1, ...xi}, where x0 is the root node 144

and the initial output provided by LMs given the 145

task instruction I . For instance, a thought node 146

can be a few lines of items (Story Outline Improve- 147

ment), a couple of words (Mini-Crosswords), or 148

a sentence (Constrained Generation). To process 149

the thought node and look for a better output, our 150

method consists of three modules: thought evalua- 151

tor, thought generator, and decision simulator. 152

3.1 Thought Evaluator 153

The thought evaluator evaluates the status of each 154

thought node and provides feedback for potential 155

improvement. It not only works as a heuristic for 156

the search algorithm but also gives potential direc- 157

tions and guidance to generate new candidates. 158

Feedback f(xi) for a node xi consists of numer- 159

ical feedback fnumeric(x
i) and natural language 160

feedback fNL(x
i). The numerical feedback will 161

be used as the evaluation score v(xi) for the cur- 162

rent node, and the natural language feedback will 163

be used as context to generate child nodes. 164

f(xi) = < fNL(x
i), fnumeric(x

i) > (1) 165

fnumeric(x
i) = v(xi) (2) 166

We present two types of natural language feed- 167

back, each beneficial for various task scenarios. 168

Furthermore, these strategies are flexible, allowing 169

for independent or combined utilization. 170

• Holistic Evaluation: Evaluate the entire 171

thought node as a unified whole to provide 172

comprehensive feedback. This approach cap- 173

tures the core message and coherence of the 174

node. The right side of the zoomed-in ex- 175

pansion phase in Figure 1 illustrates how the 176

thought evaluator generates holistic feedback 177
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Instruction:

You are a popular novel writer, and 
are now making an interesting outline 
for the story. You know how to 
engage with the readers by not 
limited to introducing captivating 
characters and unexpected twist.

Itemized 
Evaluation

 Jill's friends encourage her to ignore her mother's 
remarks

 Jill and Molly experiment with Jill's morphing 
ability, trying out different transformations

 Jill and Molly realize the potential importance of 
Jill's morphing ability and discuss how it can be 
used

 Jill and Molly decide to keep Jill's ability a secret 
and come up with a plan to use it to their 
advantage.   Interestingness 

5/10

...
...

 Jill's friends encourage her to ignore 
her mother's remarks





 Jill and Molly decide to keep Jill's 
ability a secret and come up with a 
plan to use it to their advantage.  

Jill accidentally morphs into a 
dangerous creature while 
experimenting with her ability, 
causing tension between her and 
Molly

Jill and Molly's friendship is tested 
as they grapple with the 
consequences of Jill's ability and 
struggle to find a way to control it

Interestingness 
8/10

 Jill's friends encourage her to ignore 
her mother's remarks

 Jill and Molly experiment with Jill's 
morphing ability, trying out different 
transformations





Jill and Molly find out a dangerous 
secret related to the morphing 
ability

Jill and Molly must now navigate a 
web of lies and betrayal as they try 
to protect themselves from those 
who seek to exploit Jill's power.

Interestingness 
7/10

 [2]-[3] Lack of conflicts.  [3]-[4] Lack of suspense.  [1]-[2] Lack of character 
development...

Figure 2: Illustration of our Story Outline Improvement task. A step involves employing the thought evaluator to conduct
itemized evaluations of the story outline and utilizing the thought generator to generate a candidate set of improved story outlines
for task 4.1.

based on the task description and the current178

solution of the node.179

• Itemized Evaluation: Evaluate each sub-unit180

of the thought node individually, providing181

targeted feedback for each component. This182

method results in a list of feedback specific183

to each sub-unit, making it ideal when the184

thought node can be divided into distinct ele-185

ments for localized evaluation. For instance,186

in the story outline task shown in Figure 2,187

breaking the outline into separate items allows188

for focused assessment and refinement.189

3.2 Thought Generator190

Once we have evaluation feedback of the current191

node, we can form subsequent thought nodes that192

aim to improve the current output. Based on the193

task description I , the current solution xparent, and194

the natural language feedback fNL provided by195

the self-evaluator, each thought node generates k 196

candidate thought nodes using a pre-trained LM 197

with a parameter θ. 198

A child node xchild will be generated as follows: 199

xchild ∼ pθ(x|I, xparent, fNL(xparent)) (3) 200

The left part of the zoomed-in expansion 201

phase depicted in Figure 1 illustrates how 202

THOUGHTSCULPT leverages the task description, 203

current solution, and evaluation feedback to pro- 204

duce a set of candidate nodes. 205

3.3 Decision Simulator 206

THOUGHTSCULPT is equipped with a decision sim- 207

ulator that enables it to simulate decisions at deeper 208

layers and then backpropagate to update the score 209

of the current decision. In other words, we are 210

doing a rollout to get a better estimate of the re- 211

ward for the node we are at. The behavior of the 212
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decision simulator is analogous to the processes in213

Monte Carlo Tree Search (MCTS; see Algorithm214

1). It is possible to replace the decision simulator215

with other search algorithms such as DFS, BFS, or216

A* search (and we in fact run DFS as well in our217

experiments in Section 4), but MCTS provides a218

computational advantage by efficiently navigating219

complex search spaces, balancing exploration and220

exploitation to reach optimal solutions with fewer221

evaluations. Its incremental and iterative nature222

also scales well to large problem instances.223

MCTS explores potential moves and stores the224

outcomes in a search tree. With each search itera-225

tion, the tree expands, accumulating more informa-226

tion. As shown in Figure 1, MCTS can be divided227

into four phases: selection, expansion, simulation,228

and backpropagation.229

In the selection phase, a leaf node will be se-230

lected based on Upper Confidence Bound 1 (UCB1)231

Eqn 4 which prioritizes nodes that have not been232

explored extensively but show promise. Therefore,233

the UCB1 value of node x takes into account not234

only the heuristic score v(x) but also the total num-235

ber of visits to the node itself, n(x), as well as its236

parent node, n(xparent).237

UCB1(x) = v(x) + c

√
lnn(xparent)

n(x)
(4)238

In the expansion phase, the thought generator239

will expand the selected leaf node by generating240

a set of children nodes based on the feedback pro-241

vided by the thought evaluator.242

In the simulation phase, a child node is picked243

from the newly generated set using a uniform dis-244

tribution. In the subsequent iterations, however,245

we generate only a single node iteratively until the246

maximum simulation depth dsimulation is reached.247

Finally, in the backpropagation phase, we up-248

date the reward of the last node generated in the249

simulation back to the root node and iterate this pro-250

cess for drollout steps. The node with the highest251

average reward will be chosen as the final output.252

4 Experiments253

We evaluate our method on three distinct tasks:254

Story Outline Improvement, Mini-Crossword Solv-255

ing, and Constrained Generation.256

We evaluate the tasks with Chain-of-Thought257

(CoT) (Wei et al., 2023), Self-Refine (Madaan258

et al., 2023), and Tree-of-Thoughts (ToT) with259

DFS (Yao et al., 2023a) as baselines. We 260

use GPT-3.5 (gpt-3.5-turbo-0125) and GPT-4 261

(gpt-4-0125-preview) (OpenAI, 2024) as strong 262

base LMs for the reasoning algorithms across all 263

tasks. Both base LMs use a temperature of 0.7. 264

To further evaluate the efficacy of our proposed 265

approach, we conduct an ablation study by inves- 266

tigating the performance of our method when em- 267

ploying Depth-First Search (DFS) (Algorithm 2) 268

as an alternative search algorithm to the MCTS al- 269

gorithm. In addition, running THOUGHTSCULPT 270

with DFS facilitates closer comparison with ToT, 271

which also uses DFS. While THOUGHTSCULPT 272

with MCTS typically performs better, we observe 273

in our experiments below that THOUGHTSCULPT 274

with DFS still outperforms our other baselines, 275

demonstrating THOUGHTSCULPT’s ability to gen- 276

eralize to other search algorithms. 277

4.1 Story Outline Improvement 278

Base LLM

Methods GPT3.5 GPT4

Initial Outline 12.0 12.0

CoT 50.1 28.8
Self-refine 65.5 27.9
ToT 72.1 49.9
THOUGHTSCULPT (DFS) 79.3 53.7
THOUGHTSCULPT (MCTS) 89.9 65.0

Table 1: Average outline interestingness. Initial Outline
is the starting point before rewriting with any reasoning
method. THOUGHTSCULPT’s outputs are judged to be
interesting at a higher percentage compared to baselines.

One approach to generating long-form stories 279

via LLMs is to adopt a high-level writing process 280

that first designs an outline of the story and fills up 281

the details based on the outline (Yang et al., 2022, 282

2023). An unengaging or uncompelling outline is 283

unlikely to yield a captivating final draft, regardless 284

of the subsequent detailing efforts. To address this 285

challenge, we propose a task focused specifically 286

on enhancing the interestingness of story outlines 287

generated by LLMs. 288

Task Setup We sample 500 book descriptions 289

from the WhatsThatBook dataset (Lin et al., 2023) 290

and generate story outlines using DOC (Yang et al., 291

2023) with GPT-3.5. We allocate 400 descrip- 292

tions for training, 50 for validation, and 50 for 293

testing. For each description, we generate three 294
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Figure 3: Proportion of outlines generated by each
method that were preferred by humans in pair-
wise comparison. ("Neither" indicates that neither
THOUGHTSCULPT nor the baseline methods were pre-
ferred.)

types of outlines: one prompted to be interesting,295

one prompted to be boring, and one without spe-296

cific instructions. Since there is no ground truth297

for the interestingness of the outline, we employ an298

outline content evaluator to assess the final interest-299

ingness of generated or revised outlines. Neither300

THOUGHTSCULPT nor the baselines have access301

to this evaluator during outline generation. We fine-302

tune the pre-trained Flan-T5 model (Chung et al.,303

2022) to serve as the content evaluator, training it304

to rate interesting outlines as 1 and boring ones305

as 0. This evaluator’s output serves as the score306

metric for the task. For evaluation, LMs revise and307

improve the interestingness of default outlines in308

the test set. The dataset includes 400 interesting309

and 400 non-interesting outlines for fine-tuning,310

50 interesting and 50 non-interesting outlines for311

validation, and 50 outlines for testing algorithms.312

Also, we conduct human evaluation via Prolific313

to assess the generated story outlines (GPT-3.5 as314

the base LLM), capturing subjective perceptions315

and cultural nuances that LLMs may miss. We re-316

cruited annotators to evaluate 100 pairs of story out-317

lines, each pair consisting of one outline generated318

by THOUGHTSCULPT with MCTS and another by319

ToT or Self-Refine, with each pair annotated by320

two annotators.321

Method Setup Each method is allowed to search322

or iterate through a maximum depth of 3. The323
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Figure 4: Average outline interestingness at each step.
THOUGHTSCULPT’s interestingness increases more
with steps compared to baselines.

thought evaluator will perform an itemized evalu- 324

ation on the current outline and provide an inter- 325

esting score from 1 to 10 as the numerical feed- 326

back. Based on each itemized feedback, a child 327

node will be proposed to modify the current out- 328

line in order to improve its interestingness. For 329

THOUGHTSCULPT and ToT, each node will gener- 330

ate a maximum of 3 candidate child outlines. In this 331

and all the experiments below, THOUGHTSCULPT 332

with MCTS will have a maximum dsimulation of 333

1. Figure 2 illustrates how the story outline is im- 334

proved. 335

Results As illustrated in Table 1, all meth- 336

ods unsurprisingly improve the level of interest- 337

ingness relative to the initial outline (sampled 338

from default outlines with no prompting for ei- 339

ther interesting or boring). However, overall, 340

THOUGHTSCULPT outperforms ToT even with 341

DFS, while THOUGHTSCULPT with MCTS demon- 342

strates the highest average interestingness percent- 343

age across both GPT-3.5 and GPT-4 with 89.9 344

and 65.0 respectively.1 As Table 3 shown, human 345

annotators also gave a higher preference towards 346

THOUGHTSCULPT with MCTS outputs comparing 347

with other baselines, agreeing with the prior eval- 348

uation results. Moreover, our strong performance 349

comes at only a modest increase in computational 350

cost compared to baselines.2 351

1One possible explanation for why GPT-4, serving as the
base LM, exhibits lower overall interestingness could be at-
tributed to the fact that the outline content evaluator was
trained on outlines generated using GPT-3.5.

2We compute the average token cost of THOUGHTSCULPT
for this task along with other tasks in Appendix B.
THOUGHTSCULPT with DFS has a cost comparable to ToT,
while the higher-performing THOUGHTSCULPT with MCTS
requires 1.2x more computation than ToT due to its additional
decision simulation process.
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h1. Is able: C____
- CANST

- Reasoning: This fits the 
definition and the initial "C" 
already placed on the board. 

v2. True being: ___I_ - OUSIA  
- Reasoning: the word that fits 
this definition and the pattern 
___I_
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Instruction:

Let's play a 5 x 5 mini crossword, where 
each word should have exactly 5 letters. 
Your goal is to fill in the crossword with 
words based on the clues provided.

Candidate Set

h1. CANST

v2. OUSIA

...



Figure 5: Illustration of a step in the deliberation process in the Mini-Crosswords task, where the current crossword board is
assessed using the thought evaluator and a candidate set of words is proposed for task 4.2. One step is equal to one drollout

Continuous Improvement Figure 4 illustrates352

the progression of story outline interestingness353

at various steps, employing GPT-3.5 as the354

base LM. Among the tested methods, only355

THOUGHTSCULPT with MCTS has exhibited a356

consistent pattern of improvement over time. In357

contrast, both ToT and Self-refine exhibit a lack358

of continuous improvement. We suppose that Self-359

refine’s limited search space and ToT’s absence of360

a revision process contribute to this phenomenon.361

4.2 Mini crosswords362

We also explore our method on 5x5 mini cross-363

words following the setup of Yao et al. (2023a).364

For every puzzle, there are five horizontal (h1 to365

h5) and five vertical (v1 to v5) words to be filled.366

The task is to solve a five-by-five crossword puz-367

zle in several steps (either filling or editing a word368

counts as one step). For evaluation, we check the369

proportion of letters, words, and games correctly370

filled by each reasoning method.371

Method Setup Each thought node represents a372

(possibly partial) solution to the crossword puzzle.373

To evaluate each thought node, the LM is prompted374

to evaluate each clue against the filled-in letters375

and suggest whether it is reasonable. For exam-376

ple, if the first row is filled with "AMIGO" and 377

nothing else is filled, then the first column will 378

be shown as "A____". Thus, in the prompt, there 379

will be one line "v1. A Mennonite sect, named 380

for Jacob Ammann: A____" that asks the LM to 381

determine whether there are potential answers. The 382

node evaluation’s prompt setup is similar to (Yao 383

et al., 2023a)’s except that we use the evaluation 384

feedback to generate new candidates instead of 385

pruning branches. Based on the evaluation feed- 386

back, every candidate for a node will be generated 387

to either suggest a new word to fill a blank space 388

or propose a modification to a word already filled 389

in. For each node, THOUGHTSCULPT and ToT 390

generate a maximum of 3 candidates. In contrast 391

to the setup in Yao et al. (2023a), where maximum 392

search steps is set to 100, we impose a constraint 393

on all methods to utilize only 20 search steps. This 394

constraint aims to prevent attempts to artificially 395

boost performance by exhaustively trying numer- 396

ous word possibilities. With this restriction, each 397

row or column of the crossword puzzle allows, 398

on average, only two word attempts to be made 399

within the allocated search budget. Figure 5 illus- 400

trates how THOUGHTSCULPT approaches to solve 401

a crossword puzzle. 402

GPT3.5 GPT4

Methods % word % letter % game % word % letter % game
CoT 10.5 34.6 0.0 15.6 40.6 5.0
Self-refine 13.5 27.4 5.0 46.5 74.8 5.0
ToT 19.5 36.6 0.0 39.5 64.8 5.0
THOUGHTSCULPT (DFS) 14.0 33.2 0.0 46.5 68.2 20.0
THOUGHTSCULPT (MCTS) 19.0 41.6 0.0 54.0 74.0 25.0

Table 2: Mini-crossword results of 20 puzzles for THOUGHTSCULPT and baselines (success % of letters, words, and games).
THOUGHTSCULPT with MCTS is either best or closely comparable to best across the board.
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Results As shown in Table 8, THOUGHTSCULPT403

with MCTS attains the highest letter success rate404

using GPT-3.5 and the highest word and game suc-405

cess rate using GPT-4; it is also always at least406

comparable to the best in all cases. With limited407

search steps, it is surprising that ToT using GPT-408

4 performs worse than even Self-refine; it turns409

out that a self-revision mechanism is important in410

this task. THOUGHTSCULPT with MCTS achieves411

comparable performance to that reported by ToT412

(Yao et al., 2023a) using 100 search steps, despite413

employing just 20 search steps in our experiment.414

4.3 Constrained Generation415

CommonGen is a benchmark dataset and a con-416

strained text generation task designed to evaluate417

LMs’ abilities in generative commonsense reason-418

ing (Lin et al., 2020). An example instruction for419

the task is shown in Appendix A.3. However, cur-420

rently, the coverage test of CommonGen can be421

completed with 90% or higher accuracy by many422

LLMs with one-shot prompting. Therefore, we423

instead test on CommonGen-Hard as introduced424

by (Madaan et al., 2023). Rather than just four425

concepts, CommonGen-Hard requires models to426

generate a sentence with 20-30 concepts.427

Method Setup In this task, we first provide the428

set of concepts required and the task description for429

the LM to generate an initial thought node. During430

the thought evaluation, the LM will be prompted431

to give feedback about the quality of the concepts432

used and whether there are any missing concepts.433

A child node will be generated using the feedback434

along with the current solution. We set a maxi-435

mum depth of 3 for this task. For each node, both436

THOUGHTSCULPT and ToT will generate a maxi-437

mum of 3 child candidates.438

Methods GPT3.5 GPT4
CoT 44.1 96.1
Self-refine 70.0 98.5
ToT 54.8 98.8
THOUGHTSCULPT (DFS) 79.6 99.1
THOUGHTSCULPT (MCTS) 77.9 99.0

Table 3: Constrained Generation Results (% Coverage of
Concepts). THOUGHTSCULPT outperforms all baselines on
both base LMs.

Results Table 3 shows that THOUGHTSCULPT439

outperforms all other baselines when using ei-440

ther GPT-3.5 or GPT-4 as the base LM. While441

THOUGHTSCULPT with DFS achieves the highest 442

coverage of 79.6% (GPT-3.5) and 99.1% (GPT-4), 443

THOUGHTSCULPT with MCTS also demonstrates 444

comparable concept coverage of 77.9% using GPT- 445

3.5 and 99.0% using GPT-4. While MCTS exhibits 446

notable exploration capabilities, it fails to surpass 447

DFS due to the task’s nature, where effective solu- 448

tions are abundant as long as generated sentences 449

correctly integrate assigned concepts. DFS, em- 450

ploying a greedy approach prioritizing nodes with 451

the highest concept coverage, outperforms MCTS 452

in this context. However, solely relying on con- 453

cept coverage does not ensure appropriate concept 454

utilization. Hence, we conduct an additional evalu- 455

ation using GPT-4 to determine the preferred out- 456

put based on concept coverage and appropriate- 457

ness. Figure 6, comparing THOUGHTSCULPT with 458

MCTS against THOUGHTSCULPT with DFS and 459

a third baseline (intuitively, representing the case 460

where neither THOUGHTSCULPT version’s output 461

is good), indicates that THOUGHTSCULPT with 462

MCTS is significantly favored. 463

5 Discussion 464

We introduce THOUGHTSCULPT, a framework de- 465

signed to empower LLMs to handle complex tasks 466

requiring continuous refinement and reasoning ca- 467

pabilities, all without necessitating any modifica- 468

tions or updates to the underlying model architec- 469

ture. 470

By harnessing Monte Carlo Tree Search 471

(MCTS), THOUGHTSCULPT enables LLMs to ef- 472

fectively explore vast search spaces while manag- 473

ing computational resource costs efficiently. More- 474

over, THOUGHTSCULPT facilitates a seamless self- 475

revision process, allowing LLMs to iteratively re- 476

fine and improve their outputs without the need 477

for extensive prompt engineering. Through our 478

experiments, we illustrate THOUGHTSCULPT’s po- 479

tential across diverse tasks, highlighting its ver- 480

satility and broad applicability. The results un- 481

derscore THOUGHTSCULPT’s capacity to enhance 482

LLM performance in challenges requiring continu- 483

ous thought iteration, such as open-ended genera- 484

tion, multi-step reasoning, and creative ideation. 485

Limitations 486

While THOUGHTSCULPT presents a promising 487

approach for reasoning during inference, its re- 488

liance on multiple calls to the base language 489

model incurs a higher computational cost than 490
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most sampling methods. Consequently, in scenar-491

ios where base language models already demon-492

strate satisfactory performance, the adoption of493

THOUGHTSCULPT may not be advisable. However,494

THOUGHTSCULPT proves beneficial for tasks re-495

quiring intricate reasoning, potential for continual496

improvement, or when the base language model’s497

performance is suboptimal. Furthermore, the in-498

corporation of MCTS enables THOUGHTSCULPT499

to navigate complex search spaces, striking a bal-500

ance between exploration and exploitation, and han-501

dling scalability concerns, thereby offering com-502

putational advantages over alternative search algo-503

rithms.504

Ethics Statement505

We affirm that all datasets utilized in our experi-506

ments have been appropriately sourced and cited,507

adhering to principles of academic integrity and508

proper attribution.509

Our experiments primarily leverage GPT-3.5 and510

GPT-4 as the base LLMs. These models possess re-511

markable capabilities in generating human-like text512

based on prompts. However, we acknowledge the513

ethical concerns surrounding their potential misuse514

for spreading misinformation, generating harmful515

content, or impersonating individuals. We recog-516

nize the imperative for ethical considerations to517

include robust mechanisms aimed at preventing518

misuse and fostering responsible use of these mod-519

els.520

The purpose of THOUGHTSCULPT is to enhance521

the reasoning and complex problem-solving capa-522

bilities of Language Models (LMs). However, it is523

essential to acknowledge that THOUGHTSCULPT524

does not inherently include mechanisms to prevent525

LMs from generating harmful content. Therefore,526

we strongly advise anyone utilizing our model to527

exercise caution and be mindful of the potential528

for misuse. Users must take proactive measures to529

mitigate the risk of harmful content generation by530

implementing effective safeguards and appropriate531

controls.532

Reproducibility533

In our experiments, we aim for transparency and534

reproducibility by utilizing publicly accessible535

datasets. Furthermore, for the content evaluator536

utilized in the story outline improvement task, we537

employed Flan-T5, an open-source model. To fa-538

cilitate reproducibility, our codebase will also be539

made available for reference and validation upon 540

publication. However, as we access GPT-3.5 and 541

GPT-4 through the OpenAI API, we acknowledge 542

that reproducibility may be affected subject to Ope- 543

nAI changing their API. 544
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A Prompts748

Generally, THOUGHTSCULPT requires only three prompts: TASK_DESCRIPTION, NEW_CANDIDATE,749

and EVALUATE_CURRENT.750

1. TASK_DESCRIPTION is the general instruction for the specific task. It will be placed in front of751

rest of the prompts.752

2. NEW_CANDIDATE is the prompt to generate new candidates based on the evaluation feedback and753

the current solution.754

3. EVALUATE_CURRENT instructs the language model to evaluate the current solution. The prompt755

can be tailored to ask for itemized evaluations, holistic evaluations, or both.756

A.1 Task 1 Story Outline Improvement757

758
TASK_DESCRIPTION = """\759
# Task Description760
You are a popular novel writer. You are now making an interesting outline for the761

story. You know how to engage with the762
readers by not limited to introducing763
interesting characters and unexpected764
twist.765

You also know how to make the story outline coherent and consistent.766
"""767

768
NEW_CANDIDATE = TASK_DESCRIPTION + """\769
# Original Outline770
{outline}771

772
# Feedback773
{feedback}774

775
Based on the feedback and the task description , can you make a better story outline776

by replacing the items suggested by the777
feedback?778

779
Write the outline in this format just like the original outline from [1] to [{num}]:780
[1] ...781
[2] ...782
...783

784
# Your response:785
"""786

787
EVALUATE_CURRENT = TASK_DESCRIPTION + """\788
# Original Outline789
{outline}790

791
Do you think that this outline is good enough?792
Write a score from 1 to 100 where 100 means the outline is perfect based on the task793

description , and provide an explanation794
on strengths and weaknesses. Please be795
specific.796

# Write in this format:797
[score: 1-100] [reason] xxx (50 words max)798

799
# Example:800
[score: 50] [reason] the current outline is too predictable801

802
# Your response:803
"""804

805
EVALUATE_CURRENT_ITEMIZED = TASK_DESCRIPTION + """\806
Here is a story outline.807
{outline}808
Which continuous {num_consecutive_lines} outlines items do you think are least809

interesting?810

12



The interesting outline items should engage readers to read the story. Otherwise , it 811
's boring and should be revised. The 812
interesting level would be from 1 to 5, 813
where 1 is the least interesting and 5 is 814
the most interesting. 815

816
Write in this format: 817
Thought Process: 818
... 819
[reason: too repetitive/cliche plot/unsurprising/etc] [start_index ]-[end_index] [ 820

interesting level: 1-10] 821
822

Example: 823
Thought Process: 824
Outline items 9 and 10 talks about the same thing over outline items 7 and 8. It's 825

too repetitive. 826
[reason: too repetitive] [9]-[10] [interesting level: 5] 827

828
Can you provide {num_candidates} proposals? 829

830
# Your response: 831
""" 832833

A.2 Task 2 Mini-Crossword Solving 834

835
TASK_DESCRIPTION = """\ 836
Task Description: 837
Let's play a 5 x 5 mini crossword , where each word should have exactly 5 letters. 838

Your goal is to fill in the crossword with 839
words based on the hints provided. 840

""" 841
842

NEW_CANDIDATE = TASK_DESCRIPTION + """\ 843
#Current board: 844
{obs} 845

846
#Strategy: 847
{feedback} 848

849
Given the current status of the board and the strategy , list all possible answers 850

for unfilled or changed words , and your 851
confidence levels (certain/high/medium/low 852
), using the format like this: 853

Use "certain" cautiously and only when you are 100% sure this is the correct word. 854
You can list more then one possible answer 855
for each word. 856

857
h1. [hint: _____] xxxxx (medium) 858
h2. [hint: _____] xxxxx (certain) 859
... 860
v1. [hint: _____] xxxxx (high) 861
... 862

863
Write your response in the format: 864
h1. [A financial loss; a negative profit; to remove bits from: D_B__] DEBTS (low) 865
h2. [Fatuous; empty headed: _____] INANE (high) 866
... 867
v1. [A dice player; something that cuts into small cubes: _____] DICER (high) 868
v5. [An Indian tent: _____] TEPEE (medium) 869

870
Each line can only have one candidate answer. 871
#Your response: 872
""" 873

874
EVALUATE_CURRENT = TASK_DESCRIPTION + """\ 875
# Current board: 876
{obs} 877
Evaluate the current board and provide a strategy on how to continue to fill in the 878

blank or correct potential mistakes. 879
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Write your response in the format:880
v1. [reasoning and potential answers]881
v2. [reasoning and potential answers]882
...883
h1. [reasoning and potential answers]884
...885
# Example:886
v2. [Current answer: tough; since the filled in h1. is debit; e is conflicted with887

t, we could consider other options such as888
ENURE]889

v3. [Current answer: ??? CUTUP could be a potential answer]890
# Your response:891
"""892893

A.3 Task 3 Constrained Generation894

895
TASK_DESCRIPTION = """\896
# Instruction Given several concepts (i.e., nouns or verbs), write a short and897

simple sentence that contains *all* the898
required words. The sentence should899
describe a common scene in daily life , and900
the concepts should be used in a natural901

way.902
# # Examples903
# ## Example 1 - Concepts: "dog , frisbee , catch , throw" - Sentence: The dog catches904

the frisbee when the boy throws it into905
the air.906

# ## Example 2 - Concepts: "apple , place , tree , pick" - Sentence: A girl picks some907
apples from a tree and places them into908
her basket.909

"""910
INSTRUCTION = """\911
Your Task - Concepts: {concepts}912
"""913
NEW_CANDIDATE = TASK_DESCRIPTION + """\914
Instruction:915
{instruct}916

917
Here is a proposed sentence.918
{solution}919

920
Here is the feedback of outline item.921
{feedback}922

923
Based on the feedback , can you make a revised solution?924
# Sentence:925
"""926
EVALUATE_CURRENT = TASK_DESCRIPTION + """\927
Instruction:928
{instruct}929

930
Here is a proposed sentence.931
{solution}932

933
Do you think that the proposed sentence is good enough? Write "no need to improve"934

if you think 1) the sentence covers all935
the concepts listed in the instruction;936
and 2) the sentence describes a common937
scene in daily life.938

939
Otherwise , write "still need to improve" and provide a reason.940

941
# Write in this format:942
[No need to improve/still need to improve] [reason] xxx (50 words max)943

944
# Example 1:945
[still need to improve] the sentence misses the concept "dog", "ladder", and "drum".946
# Example 2:947
[still need to improve] the cat does not fly.948
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949
# Your response: 950
""" 951952

15



B Computation Efficiency953

Table 4, Table 5, and Table 6 show the estimated number of input/output tokens usage and the cost of954

completing one case. THOUGHTSCULPT with DFS has a comparable cost to ToT while THOUGHTSCULPT955

with MCTS requires a greater computation since it has an additional decision simulation process.956

Input/Output Tokens Cost per case
ToT 10.1k/4.9k $0.248
THOUGHTSCULPT with DFS 11.3k/4.6k $0.251
THOUGHTSCULPT with MCTS 25.0k/9.9k $0.547

Table 4: Token use and estimated cost for Story Outline Improvement (Base LLM: gpt-4-0125-preview)

Input/Output Tokens Cost per case
ToT 64.5k/8.9k $0.912
THOUGHTSCULPT with DFS 41.6k/7.1k $0.629
THOUGHTSCULPT with MCTS 100.2k/16.3k $1.491

Table 5: Token use and estimated cost for Mini-Crossword (Base LLM: gpt-4-0125-preview)

Input/Output Tokens Cost per case
ToT 7.1k/1.1k $0.104
THOUGHTSCULPT with DFS 7.0k/0.7k $0.091
THOUGHTSCULPT with MCTS 15.7k/2.0k $0.217

Table 6: Token use and estimated cost for Constrained Generation (Base LLM: gpt-4-0125-preview)
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C Alternative Search Algorithm 957

Algorithm 1 THOUGHTSCULPT with MCTS
1: Input: Initial node x0
2: Output: Output node x∗

3: Initialize empty search tree T
4: for j ← 1 to drollout do
5: Select a leaf node x using the tree policy UCB1 Eqn 4
6: Expand node x by generating a set of children nodes Xchild
7: node x← uniformly_sampled(Xchild)
8: for k ← 1 to dsimulation do
9: node x← generate_single_child(x)

10: end for
11: Evaluate reward v(x)
12: Propagate the reward v and number of explorations n back to x0
13: end for
14: Choose the best node x∗ with the highest reward v
15: return x∗

Algorithm 2 THOUGHTSCULPT with DFS
1: Input: Initial node x, Depth d
2: Output: Goal node x∗

3: x← x0
4: if d = 0 then
5: return x
6: end if
7: Expand node x by generating a set of children nodes Xchild
8: for k ← 1 to max_candidates do
9: Evaluate reward v(Xchild[k])

10: end for
11: Choose the node x∗ with the highest reward v in Xchild

12: DFS(x∗, d− 1)

17



D Output Examples958

D.1 Story Outline Improvement959

The examples below show the final outputs of each reasoning algorithm in the story outline improvement960

task. In general, THOUGHTSCULPT with MCTS displays a more complex story with a greater tendency961

to introduce twists and characters. The final output of THOUGHTSCULPT with MCTS may be greatly962

modified. Self Refine is less prone to change from the initial outline. ToT and THOUGHTSCULPT with963

DFS are in the middle and would like to add interesting details to the initial outlines.964

D.1.1 Example 1965

Initial Outline:966

1. Jack arrives in Maine and starts attending the same high school as Leo.967

2. Jack begins observing Leo’s daily routine and interests to find common ground.968

3. Jack strategically plans his first encounter with Leo to establish a connection.969

4. Jack successfully befriends Leo and starts spending more time together.970

5. Jack and Leo spend more time together, deepening their bond.971

6. Jack and Leo’s attraction becomes undeniable, leading to their first kiss.972

7. Jack and Leo navigate the challenges of their secret relationship.973

8. Jack and Leo’s love for each other grows stronger, despite the risks involved.974

9. The Center orders Jack to cut ties with Leo and leave Maine immediately.975

10. Jack struggles with the decision to leave Leo and return to the Center.976

11. Leo’s father becomes a target of the Center’s operation, putting Leo in danger.977

12. Jack risks his own safety to protect Leo and his father, defying the Center’s orders.978

Self Refine:979

1. Jack arrives in Maine and starts attending the same high school as Leo.980

2. Jack begins observing Leo’s daily routine and interests to find common ground.981

3. Jack strategically plans his first encounter with Leo to establish a connection.982

4. Jack successfully befriends Leo and starts spending more time together.983

5. Jack and Leo spend more time together, deepening their bond.984

6. Jack and Leo’s attraction becomes undeniable, leading to their first kiss.985

7. Jack and Leo navigate the challenges of their secret relationship.986

8. Jack and Leo’s love for each other grows stronger, despite the risks involved.987

9. The Center orders Jack to cut ties with Leo and leave Maine immediately.988

10. Jack struggles with the decision to leave Leo and return to the Center.989

11. A mysterious organization threatens to expose Jack and Leo’s relationship, putting their lives in990

danger.991
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12. Jack must make a decision to protect Leo and himself, risking everything to defy both the Center and 992

the new threat. 993

ToT: 994

1. Jack arrives in Maine and starts attending the same high school as Leo. 995

2. Jack is immediately drawn to Leo’s mysterious and aloof demeanor, sparking his curiosity. 996

3. Jack discovers Leo’s passion for art and secretly starts leaving anonymous gifts for him. 997

4. Leo becomes intrigued by the gifts and begins to search for the mysterious admirer. 998

5. Jack and Leo finally meet at a school art exhibition, where Leo realizes Jack’s connection to the gifts. 999

6. Their initial awkward encounter slowly blossoms into a genuine friendship as they bond over their 1000

shared love for art. 1001

7. Jack and Leo’s friendship is tested when a scandal rocks their school, threatening to tear them apart. 1002

8. Despite the challenges, Jack and Leo’s bond deepens as they confide in each other and support one 1003

another. 1004

9. The Center, a secretive organization Jack is a part of, reveals their true intentions and orders Jack to 1005

complete a dangerous mission that puts Leo at risk. 1006

10. Jack is torn between his loyalty to the Center and his love for Leo, struggling to find a way to protect 1007

both. 1008

11. Leo’s life is put in grave danger when he uncovers a dark secret that implicates the Center in a series 1009

of crimes. 1010

12. Jack makes the ultimate sacrifice to save Leo and expose the Center’s corrupt actions, putting his 1011

own life on the line for the person he loves. 1012

THOUGHTSCULPT with DFS 1013

1. Jack arrives in Maine and starts attending the same high school as Leo. 1014

2. Jack is immediately drawn to Leo, but soon realizes that Leo is hiding a dark secret. 1015

3. Instead of confronting Leo right away, Jack decides to secretly follow him and discovers that Leo is 1016

actually working undercover to bring down the dangerous organization. 1017

4. Jack is conflicted between his growing feelings for Leo and the danger of being involved in Leo’s 1018

mission. 1019

5. Jack offers to help Leo in his mission, leading to a deepening of their bond as they face increasing 1020

risks together. 1021

6. Their forbidden romance blooms amidst the chaos, complicating their mission and putting them both 1022

in jeopardy. 1023

7. The organization catches wind of Jack and Leo’s alliance, putting both of their lives at risk. 1024

8. Jack and Leo must make difficult choices to protect each other and navigate the treacherous waters 1025

of their relationship. 1026

9. The Center threatens to harm Leo’s family if they don’t stop their investigation. 1027
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10. Jack and Leo are forced to go underground and make a dangerous deal to protect their loved ones.1028

11. The stakes are raised when Leo’s father is kidnapped, pushing Jack and Leo to their limits in a race1029

against time to save him.1030

12. Jack and Leo face off against the leaders of the organization in a thrilling final showdown, risking1031

everything to bring them down and secure a future together.1032

THOUGHTSCULPT with MCTS:1033

1. Jack arrives in Maine and starts attending the same high school as Leo.1034

2. Jack notices a mysterious new student, Alex, who seems to be watching Leo closely.1035

3. Jack becomes curious about Alex’s intentions and starts investigating their background.1036

4. Jack discovers that Alex is actually a spy from a rival organization called the Center targeting Leo.1037

5. Jack confronts Alex and warns Leo about the danger, leading to a confrontation between the three.1038

6. Jack, Leo, and Alex form an unlikely alliance to uncover the truth behind the Center’s motives.1039

7. Jack and Leo’s bond is tested as they navigate the complexities of trust and betrayal within their1040

group.1041

8. The rival organization escalates their actions, putting Jack, Leo, and Alex in grave danger.1042

9. Leo sacrifices himself to protect Jack and defeat the Center, shocking everyone.1043

10. The truth behind the Center’s motives is revealed, leading to a deeper understanding of the sacrifices1044

made.1045

11. Jack and Alex must work together to honor Leo’s sacrifice and take down the Center.1046

12. In a shocking revelation, it is uncovered that Leo’s twin brother, who was thought to be dead, is1047

actually the mastermind behind the Center, creating a complex dynamic between the characters.1048

D.1.2 Example 21049

Initial outline:1050

1. The Health Department wants to close the Boys Club due to infestation of rats and cockroaches.1051

2. Closing the Boys Club means the kids will be left without a place to go.1052

3. The kids are worried about being out on the street again.1053

4. Buddy suggests organizing a bake sale to raise funds.1054

5. Johnny proposes hosting a talent show as another fundraising idea.1055

6. Rich suggests reaching out to local businesses for donations or sponsorships.1056

7. Cool suggests organizing a community car wash to raise money.1057

8. Buddy Williams suggests asking the local pet store owner if he knows anything about the rich cat.1058

9. The kids visit the pet store and ask the owner about the rich cat.1059

10. The pet store owner tells the kids about a rumor he heard of a rich cat living in a mansion nearby.1060

11. The kids decide to investigate the mansion and see if they can find the rich cat.1061
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12. The townspeople share their findings and clues with the kids, who compile the information and 1062

continue the search. 1063

13. The kids and townspeople follow leads and investigate potential sightings of the rich cat. 1064

14. The search intensifies as more people join in, creating a sense of community and determination to 1065

find the rich cat. 1066

15. After an extensive search, the kids and townspeople finally locate the rich cat, who generously 1067

donates the money needed to save the Boys Club. 1068

Self Refine: 1069

1. The Health Department wants to close the Boys Club due to infestation of rats and cockroaches. 1070

2. Closing the Boys Club means the kids will be left without a place to go. 1071

3. The kids are worried about being out on the street again. 1072

4. Buddy suggests organizing a bake sale to raise funds. 1073

5. Johnny proposes hosting a talent show as another fundraising idea. 1074

6. Rich suggests reaching out to local businesses for donations or sponsorships. 1075

7. Cool suggests organizing a community car wash to raise money. 1076

8. Buddy Williams suggests asking the local pet store owner if he knows anything about the rich cat. 1077

9. The kids visit the pet store and ask the owner about the rich cat. 1078

10. The pet store owner tells the kids about a rumor he heard of a rich cat living in a mansion nearby. 1079

11. The kids decide to investigate the mansion and see if they can find the rich cat. 1080

12. While searching the mansion, the kids stumble upon a hidden room filled with mysterious artifacts 1081

and clues. 1082

13. The artifacts lead them to a map that hints at a hidden treasure in the town. 1083

14. The kids and townspeople embark on a thrilling treasure hunt, following the map’s clues and facing 1084

challenges along the way. 1085

15. After overcoming obstacles and working together, the kids and townspeople unearth the hidden 1086

treasure, which turns out to be the rich cat’s fortune that saves the Boys Club. 1087

ToT: 1088

1. The Health Department wants to close the Boys Club due to infestation of rats and cockroaches. 1089

2. Closing the Boys Club means the kids will be left without a place to go. 1090

3. The kids are worried about being out on the street again. 1091

4. Buddy suggests organizing a bake sale to raise funds. 1092

5. Johnny proposes hosting a talent show as another fundraising idea. 1093

6. Rich suggests reaching out to local businesses for donations or sponsorships. 1094

7. Cool suggests organizing a community car wash to raise money. 1095
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8. Buddy Williams suggests asking the local pet store owner if he knows anything about the rich cat.1096

9. The kids visit the pet store and ask the owner about the rich cat.1097

10. The pet store owner tells the kids about a rumor he heard of a rich cat living in a mansion nearby.1098

11. The kids decide to investigate the mansion and see if they can find the rich cat.1099

12. While investigating the mansion, the kids stumble upon a hidden room with a mysterious map that1100

leads to a hidden treasure.1101

13. The townspeople share their findings and clues with the kids, who now have a new mission to find1102

the hidden treasure.1103

14. The search for the hidden treasure leads the kids and townspeople to uncover secrets about the town’s1104

history and a long-lost treasure that could save the Boys Club.1105

15. After a thrilling adventure and overcoming obstacles, the kids and townspeople finally find the hidden1106

treasure, which not only saves the Boys Club but also brings the community closer together.1107

THOUGHTSCULPT with DFS1108

1. The Health Department discovers that the Boys Club is in danger of losing its funding due to budget1109

cuts.1110

2. The kids are devastated as they learn that the Boys Club may have to shut down if they can’t come1111

up with a solution.1112

3. Buddy suggests organizing a scavenger hunt around town to raise funds and awareness for the Boys1113

Club.1114

4. Johnny proposes creating a social media campaign to rally support and donations for the Boys Club.1115

5. Rich suggests hosting a charity concert with local musicians and performers to raise money.1116

6. Cool suggests organizing a charity auction with items donated by local businesses and community1117

members.1118

7. The kids brainstorm and come up with a plan to combine all the fundraising ideas into one big event1119

to save the Boys Club.1120

8. Buddy Williams suggests asking the local historian if he knows of any hidden treasures or artifacts1121

that could help raise funds.1122

9. The kids visit the local historian and learn about a legendary treasure rumored to be hidden somewhere1123

in town.1124

10. The historian gives the kids a map and clues to help them on their quest to find the treasure.1125

11. The kids embark on an exciting adventure to follow the map and solve the clues to locate the hidden1126

treasure.1127

12. Along the way, they face challenges and obstacles that test their friendship and determination.1128

13. The townspeople join in the treasure hunt, adding to the excitement and suspense of the search.1129

14. After overcoming obstacles and following the clues, the kids and townspeople finally discover the1130

hidden treasure, which turns out to be the key to saving the Boys Club.1131
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15. The treasure not only provides the funds needed to keep the Boys Club open but also brings the 1132

community together in a heartwarming and unforgettable way. 1133

THOUGHTSCULPT with MCTS 1134

1. The Health Department wants to close the Boys Club due to infestation of rats and cockroaches. 1135

2. Closing the Boys Club means the kids will be left without a place to go. 1136

3. The kids are worried about being out on the street again. 1137

4. Buddy suggests organizing a scavenger hunt around town to raise funds. 1138

5. Johnny proposes creating a community mural project as another fundraising idea. 1139

6. Luna, a mysterious new girl in town, suggests hosting a talent show to raise money, revealing her 1140

own hidden talents in the process. 1141

7. Rich suggests organizing a neighborhood cleanup event to raise money. 1142

8. Cool suggests hosting a movie night in the park to raise funds. 1143

9. Buddy Williams suggests asking the local historian if he knows anything about a hidden treasure in 1144

the town. 1145

10. The kids visit the local historian and ask about the hidden treasure. 1146

11. The historian tells the kids about a legend of a lost pirate treasure buried somewhere in the town. 1147

12. Luna shares a personal connection to the treasure hunt, sparking curiosity and excitement among the 1148

group. 1149

13. The kids face challenges and puzzles during their treasure hunt that test their problem-solving skills 1150

and teamwork. 1151

14. In a surprising twist, the treasure turns out to be a time capsule filled with memories and mementos 1152

from the town’s past. 1153

15. The kids realize that the true treasure was the journey itself and the bonds of friendship they formed 1154

along the way, teaching them the value of community and unity. Luna’s involvement adds depth to 1155

the story and enhances the theme of unity and friendship. 1156
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D.2 Constrained Generation1157

The examples below show the final outputs of different reasoning strategies in Constrained Generation.1158

D.2.1 Example 11159

Concepts: drum, clip, window, cover, graffiti, wave, vomit, hurdle, dye, sidewalk, animal, slice, swing,1160

pottery, pineapple, fix, decorate, tire, tag, bicycle, watermelon, sign, mask, plant1161

Refine Children decorated pottery with vibrant dye near the graffiti-covered wall, while a masked animal1162

rode a bicycle past a sign, waving as they passed by a tire swing hanging from a tree and a clip holding a1163

sign on the sidewalk, avoiding a hurdle, slicing a pineapple and a watermelon to plant in the garden.1164

ToT A child on a swing by the sidewalk waved at a bicyclist with a tire fixed and decorated with graffiti.1165

THOUGHTSCULPT with DFS The children decorated the pottery with vibrant dye, while the adults1166

fixed the tire on the bicycle near the sidewalk, as a group of friends played the drum and waved at1167

passersby from the swing, with a clip holding a sign on the window, a slice of watermelon in hand, and a1168

pineapple plant in the background.1169

THOUGHTSCULPT with MCTS A person walks down the sidewalk past a graffiti-covered window,1170

a pottery clip lies on the ground, a bicycle rider swerves to avoid a tire, and a sign is being fixed and1171

decorated with dye next to a pineapple stand, as a drum beats in the background, a wave crashes on the1172

shore, an animal scurries across the path, a slice of watermelon is enjoyed under the shade of a swing, a1173

mask-wearing individual tags a plant with a new growth, and a hurdle is cleared by a runner as they vomit1174

from exhaustion.1175

D.2.2 Example 21176

Concepts: plant, word, remove, toddler, hamburger, potato, set, line, place, control, eat, banner, singe,1177

hurdle, bed, bar, alley, stove, top, air, cowboy, sharpen, pair, beat, arena, wave, singer, jacket1178

Refine The toddler removes the banner from the line and places it on the top of the bar to singe while1179

the cowboy sharpens a pair of knives to beat the hurdle in the arena.1180

ToT The toddler eats a hamburger and potato at the place where the plant is growing, while the singer1181

on stage waves under the banner to the cheering crowd, and the cowboy sharpens his pair of beat-up boots1182

backstage.1183

THOUGHTSCULPT with DFS The toddler eagerly eats a hamburger while the cowboy sharpens his1184

pair of scissors at the plant nursery.1185

THOUGHTSCULPT with MCTS The toddler removes a plant from the line, places it in the bed, eats a1186

hamburger with a side of potato, then sets the table for a cowboy sharpening his pair of knives at the top1187

of the bar, while a singer controls the banner in the arena, singing as the wave of music beats through the1188

alley where a jacketed cowboy hurdles over a singe stove.1189
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E G-Eval on Story Outline Generation 1190

We’ve run an additional evaluation using the G-Eval metric (Liu et al., 2023). We provide a definition 1191

prompt of interestingness, and the result indicates that ThoughtSculpt(MCTS) outperforms other baselines 1192

when evaluated by either GPT-4 and GPT-3.5, consistent with other metrics. 1193

GPT-3.5 GPT-4
Self-refine 4.33 4.45
ToT 4.37 4.66
ThoughtSculpt (DFS) 4.47 4.71
ThoughtSculpt (MCTS) 4.60 4.73

Table 7: G-Eval Result (1-5 scale)

F More search steps on Mini-Crosswords 1194

We’ve shown that THOUGHTSCULPT (MCTS) could achieve a solid performance in only 20 search steps, 1195

but we have run an extended number of search steps to match the experiment setup provided by Yao et al. 1196

(2023a). 1197

GPT4
Methods % word % letter % game
ToT (20 search steps) 39.5 64.8 5.0
ToT (100 search steps) (Yao et al., 2023a) 60 78 20
THOUGHTSCULPT (MCTS) (20 search steps) 54.0 74.0 25.0
THOUGHTSCULPT (MCTS) (100 search steps) 66.0 83.0 35.0

Table 8: Mini-crossword results of 20 puzzles for THOUGHTSCULPT and baselines (success % of letters, words, and games).
Comparison between ToT and THOUGHTSCULPT (MCTS) with 20 and 100 search steps

G Constrained Generation LLM Evaluation 1198

To evaluate the preferred output based on concept coverage and appropriateness, we conduct an additional 1199

assessment using GPT-4. We prompt GPT-4 to select the output that is most preferred, considering both 1200

its coverage of relevant concepts and the appropriateness of how this coverage is utilized. Figure ??, 1201

which compares THOUGHTSCULPT with MCTS against THOUGHTSCULPT with DFS and a third baseline 1202

(which intuitively represents the case where neither version of THOUGHTSCULPT produces a satisfactory 1203

output), shows that THOUGHTSCULPT with MCTS is significantly favored. 1204

Neither is good Ours (DFS) Ours (MCTS)
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Figure 6: GPT-4’s comprehensive preference based on concept coverage and appropriateness over the final outputs for
Constrained Generation. THOUGHTSCULPT with MCTS is preferred by a wide margin.
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