
Impending Expansion of AI Misuse towards
Militarization in India

Param Raval
Université de Montréal, Mila - Quebec AI Institute

Montréal, Canada
param005raval@gmail.com

1 Introduction

Facial recognition technology (FRT) has always had the risk of being weaponized by malicious
actors in power including private and state institutions. With greater data consolidation capabilities,
artificial intelligence synergizes with extended dataveillance [1] to give these actors better tools to
achieve objectives potentially harmful to the rights of minorities and political enemies. With an urban
population of ∼500 million out of a total ∼1.45 billion [2], and an emerging base of around 750-800
million active internet users [3], India provides a compelling case study to analyze AI misuse. Being a
non-western democracy, it also allows us to critique the existing and proposed frameworks to regulate
the state use of surveillance and AI technology for public safety and beyond.

We argue that the recent deterioration of human rights safety in India [4,5], with the government
targeting its critics, minorities, and other vulnerable sections, and state and military deployment of
FRT in policing points to a larger threat in impending expansion of harmful use of AI systems. Further,
we observe that frameworks proposed to assess the threats of and regulate such systems are found
lacking when applied in this case. When combined with the weaponization of AI towards swaying
public opinion in favor of the government, the situation sets the stage for dangerous advancements in
the near future. Based on our observations, we call for a re-evaluation of global regulatory frameworks
and to extend this reasoning to other nations with systems vulnerable to AI-driven misuse by harmful
actors.

2 Observations and proposal

In recent years, the Indian government has invested significantly in developing AI applications to
enhance military defense and public safety measures [6,7] resulting in a slew of announced projects
and global partnerships [8-10]. With the rampant increase in deploying AI in the public space, AI
has also facilitated authoritarian attacks on dissenting individuals. These include the use of FRT in
tracking and persecuting peaceful protesters speaking against government policies [11,13,14]. In
the military, FRT has been used to scan crowds for persons of interest in regions of Kashmir where
the former has a history human rights violations [12,15]. Furthermore, Indian urban spaces are
notoriously well-surveilled with Delhi and Chennai being among the most surveilled cities in the
world [16,17]. Despite the governmental opacity in on-going military uses, the on-going state use of
AI in civil scenarios paint a bleak picture.

In a purported two-prong approach to AI policing, there are instances of government agencies using
automated scripts to generate and spread misinformation and military propaganda on social media
that influences public opinion on more stringent policing policies [18-20]. This approach to nurture
public acceptance and to use FRT and other dataveillance methods in a civil setting to crackdown on
dissent has set the scene for larger and more complex misuse of AI.

Most western democracies have codified laws and neutral regulatory bodies to support the privacy
and related rights of all its citizens. Thus, even the academic frameworks usually proposed to guide
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or regulate the states’ use of AI assume such policies or bodies being in place [1,25,26,27]. They also
usually assume the explicit intent of the state to self-regulate, or of exercisable user privacy rights and
autonomy. Similarly, the laws passed in an effort to regulate private development and deployment of
AI are again limited by the control to regulate being with the state.

However, in India, with the lack of regulatory bodies in India or the lack of the authority given
to them, under similar laws and policies, the state and the military have been granted exceptional
exemption from data privacy acts, right to information requests, and policing methods [21-24]. With
extensive dataveillance and technological capacities, this risk is even worse now. Moreover, the
present, widely-cited guidelines do little to prevent a government from using intelligent systems
against its own citizens while being “legal" under the national laws. Hence, such frameworks, while
giving a good start, cannot effectively apply to the governing bodies that cannot self-regulate and
have demonstrable intent to misuse AI for political gains.

We contend that, even in an academic setting, international attention be drawn towards developing
actionable, global regulatory frameworks that cover the assumptions made presently and make them
applicable in democracies globally.

• Similar to the recent, developing understanding of data privacy, a concerted effort towards
creating public awareness is needed not just for AI safety but digital ethics and digital
governance practices – education that can both tackle state-spread misinformation and create
an urgency to have the state adopt best practices.

• This may lead to international bodies and alliances enforcing governments to release public
statements and reports committing to risk assessment and responsibility before deploying
any large-scale AI system related to domestic defense or policing.

• And following that up with international regulations and treaties akin to the nuclear disarma-
ment and non-proliferation efforts to create mandatory transparency, dismantling potentially
harmful systems, and commitment to crack down on AI-empowered abuses of human
rights of anyone anywhere.

Such efforts, while seemingly excessive, can curtail misuse and overuse of large-scale AI while the
former are still nascent.

3 Conclusion

The current trajectory of the Indian state towards unregulated empowerment of AI systems under
the guise of public safety has far-reaching consequences for nearly 1.5 billion people especially
for vulnerable minorities. Such studies made for other nations will undoubtedly raise this number.
While slow moving policymakers worldwide are lagging in matching the recent unfettered growth
in AI applications, at least academic frameworks must be evolved rapidly to tackle cases as the one
discussed here. We propose to move towards a more cohesive, urgent, and international effort to
stymie the budding danger while possible.
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