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ABSTRACT

Large Language Models (LLMs) are becoming a common part of our lives, yet
few studies have examined how they influence our behavior. Using a cooperative
language game in which players aim to converge on a shared word, we inves-
tigate how people adapt their communication strategies when paired with either
an LLM or another human. Our study demonstrates that LLMs exert a measur-
able influence on human communication strategies and that humans notice and
adapt to these differences irrespective of whether they are aware they are interact-
ing with an LLM. These findings highlight the reciprocal influence of human–AI
dialogue and raise important questions about the long-term implications of em-
bedding LLMs in everyday communication.

1 INTRODUCTION AND RELATED WORK

Large Language Models (LLMs) enable AI systems to approximate human-like dialogue, signifi-
cantly expanding the possibilities for human–computer interaction.

Their capabilities have become integral to modern life, supporting applications such as educational
platforms (Kasneci et al., 2023), physician assistants (Thirunavukarasu et al., 2023), mental well-
being support (Ma et al., 2024), and generally extremely personalized user interfaces (Chen et al.,
2024). More and more, they are becoming a pervasive presence in our personal worlds, which we
interact with in a social manner. However, we don’t yet know much about how we adapt to them in
these social interactions.

Although many studies focus on how to adapt these models to human needs—through fine-tuning,
bias mitigation, or personalization (Navigli et al., 2023; Gallegos et al., 2024; Shum et al., 2018;
Ouyang et al., 2022)—fewer have examined how humans adjust their own behavior when interacting
with AI (Shen et al., 2024; Woodruff et al., 2024; Floridi & Chiriatti, 2020).

We do know that humans continuously adapt to their conversation partners when communicating.
After all, human communication is not simply a passive exchange of information; rather, it is a
highly adaptive process (Clark & Brennan, 1991; Ghaleb et al., 2024). In human–human interac-
tions, speakers often engage in interactive alignment or grounding, converging on vocabulary, syn-
tax, and discourse strategies to optimize clarity and efficiency (Pickering & Garrod, 2013). These
adaptations reduce cognitive load and help establish common ground (Clark & Brennan, 1991),
thus improving the effectiveness of interpersonal communication. Recent work in cognitive neu-
roscience even indicates that electrical oscillations in human brains synchronize during meaningful
social interactions (Lindenberger et al., 2009; Valencia & Froese, 2020).

It follows logically that humans also adapt to LLMs when interacting with them. If we find that hu-
mans consistently shift their language patterns to accommodate AI, this shift may have far-reaching
implications for cognition, creativity, and social norms, as previously noted in human-human align-
ment research (Pickering & Garrod, 2004). Exploring this relationship necessitates a broader inter-
disciplinary approach, drawing insights from psychology, linguistics, cognitive science, and ethics.

Some research has already investigated how humans adapt to LLMs. This research has largely
centered on higher-level cognitive processes such as idea generation Petridis et al. (2023), scientific
writing Shen et al. (2023), and ethical reasoning McDonald & Pan (2020). However, it remains
unclear how individuals adapt the lower levels of their cognition to LLMs, such as the language they
use and their behaviour in social interactions.
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Figure 1: (a) Example of the Word Synchronization Challenge, where participants converge on the
same word by the fourth turn. (b) Screenshot of the web app used to run our experiment.

Methodologically, capturing and quantifying mutual adaptation in verbal interaction poses unique
challenges. While only few studies have looked at how humans adapt to AI systems, alignment
in human-human interactions has been a long-standing topic of interest to researchers. However,
experimental research in this field has usually studied how humans align their language in reference
to some visual information (Garrod & Doherty, 1994; Branigan et al., 2000; Ivanova et al., 2020),
while not all human-LLM interactions have visual context. The studies are also limited to lexical
and syntactic alignment: they do not study the dynamics of the social interaction.

Yet, social interactions exist of much more than the words that are spoken. Through their choice of
words, interlocutors in dialogue share control over the flow of the dialogue. Central to this process
is the ability to simulate and predict the other’s utterances—part of social cognition (Gandolfi et al.,
2022). Are humans able to use their social cognitive abilities to share control of dialogue with an
LLM? And when they do, do they change their behavior compared to when interacting with another
human?

1.1 CONTRIBUTION

In order to study how humans adapt their social behavior and language use to LLMs, we employ
a simple language game: the Word Synchronization Challenge (WSC). This game, illustrated in
Figure 1, is a multi-turn task where each of two participants (human or artificial) writes down a
word, revealed simultaneously at the end of each turn. They aim to converge on the same word as
quickly as possible, while not being allowed to use any word previously used by either participant.
The game was recently introduced by Cazalets & Dambre (2025), who used it to study LLM-LLM
adaptation, but it is also known as an improvisational theater exercise called “Convergence” or
“Mind Meld” Hall (2014).

This game constitutes an extremely simple social interaction, not relying on any other modality
than verbal interaction, but it requires the two players to coordinate by simulating each other’s
word associations and aligning their word choices. Convergence in fewer turns is indicative of
stronger mutual alignment. The word choices themselves can also be studied: through analyzing the
similarity of the chosen words, and the relationships between them, we can study how both players
adapt to each other. Furthermore, we study whether any difference in alignment behavior is due to
the behavior of the LLM, or because the human is aware they are communicating with an AI model.

In this paper, we address the need to quantify human adaptation to LLMs through the following
contributions: (1) introducing the Word Synchronisation Challenge as experimental paradigm to
study human-LLM adaptation, (2) studying the extent to which humans align word choices differ-
ently with LLMs than they do with humans, (3) studying to which extent this difference is due to
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the human’s awareness of the artificial nature of the LLM, and (4) discussing the potential ethical
ramifications for designing AI systems that preserve the richness of human language and cognition.

2 METHODS

2.1 EXPERIMENTAL DESIGN

We set up a study where human participants played the Word Synchronization Challenge with both
other human players and an LLMs. The study used a within-subjects 2x2 factorial design, where we
manipulated two aspects: whether the participant played against a human or an LLM, and whether
the opponent was shown to be a human or LLM. This yields the following four conditions:

1. vs-Human (Human shown): partner was shown as a human and was indeed a human.

2. vs-Human (AI shown): partner was shown as an AI but was in fact a human.

3. vs-LLM (AI shown): partner was shown as an AI and was indeed an LLM.

4. vs-LLM (Human shown): partner was shown as a human but was in fact an LLM.

Participants completed 4 games per condition (16 games total), with the order of conditions random-
ized, enabling us to disentangle the effects of actual versus perceived partner identity. If the players
did not converge after 16 turns, the games were automatically stopped.

2.2 LLM IMPLEMENTATION

We used OpenAI’s GPT-4o model to generate the AI partner’s responses. The prompt was designed
to ensure that the LLM’s responses felt natural in the context of the game. In the first round, the
prompt encouraged a creative yet random word choice, while subsequent rounds used a dynamic
prompt that referenced previous words.

Round 1:

"Round 1. New game, please give your first (really
random) word and only that word. You can be a bit
creative but not too much. Be sure to finish your
answer with it."

Subsequent Rounds:

"${player word}! We said different words, let’s
do another round. So far we have used the words:
[${past words array.join(’, ’)}], they are now
forbidden. Based on previous words, what word would
be most likely for next round given that my word was
${player word} and your word was ${bot word}? Please
give only your word for this round."

Model Settings

We adjusted the model settings based on the round number to ensure varied yet contextually con-
strained responses. The settings are as follows:

Round Temperature Max Tokens
Round 1 1.6 50
Subsequent Rounds 1.1 20

Table 1: Model settings for different rounds.

These settings and the prompt design were critical in ensuring that the model’s responses were both
natural and aligned with the game’s requirements.
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2.3 PARTICIPANTS

Participants were recruited via Prolific, ensuring a diverse sample of L1 English speakers located
in the United Kingdom. A total of 20 participants (6 identified as male, 12 female, and 2 who
preferred not to disclose gender; mean age = 34.2 years, SD = 13.05) were enrolled. Participants
were compensated GBP6.90 for their participation, with a median completion time of 48 minutes
and 1 second. This payment was considered adequate based on the prevailing market rates in the
United Kingdom. Prolific IDs were collected to ensure data integrity.

2.4 PROCEDURE

Participants accessed the study’s web application, logged in with their Prolific ID, and selected
either “Play with a Human” or “Play with an AI.” They were informed that they would complete
16 randomized games (see Appendix B for full instructions). In each game, both players initially
entered a random word. In subsequent rounds, they submitted a new, unused word simultaneously,
with the game concluding immediately once both players entered the same word, or after a maximum
of 16 rounds.

2.5 POST-GAME QUESTIONNAIRE

After each game, participants completed a short questionnaire assessing their experience and strat-
egy use. They rated their partner’s performance, perceived strategy, and mutual understanding on
a 5-point scale (1 representing the lowest performance and 5 the highest). Additionally, they re-
ported their sense of connection with their partner. These self-reported measures complemented our
behavioral and linguistic data.

2.6 ETHICAL CONSIDERATIONS AND DATA HANDLING

The study was conducted in accordance with the General Ethical Protocol for research with human
participants of our institution, and all data were stored securely. Data were anonymized by assigning
each participant a unique randomly generated playerId. No personally identifiable information
(e.g., IP addresses) was collected.

3 RESULTS AND ANALYSIS

3.1 DATASET FILTERING AND CLEANUP

We filtered the data to remove incomplete sessions and other anomalies (e.g., games completed in
2 or fewer rounds, as these were indicative of users repeating a previously used word pattern). The
resulting dataset comprised 89 valid H-vs-H games and 139 valid H-vs-LLM games (see Table 2 for
details).

3.2 CONVERGENCE METRICS

Condition N Avg. rounds Win Rate
vs-LLM (AI shown) 72 8.5 75%
vs-LLM (H shown) 67 8.3 67%
vs-LLM (all) 139 8.4 72%
vs-H (AI shown) 39 6.0 79%
vs-H (H shown) 50 6.8 76%
vs-H (all) 89 6.4 78%

Table 2: Summary of valid games analyzed. We abbreviate Human as H and Artificial Intelligence
as AI.

A first high-level indicator is how often the participants successfully converged within 16 rounds
and, if they did, how many rounds they needed. Table 2 displays both metrics. A χ2 test did not
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reveal any significant differences between the success rates of the four conditions (p = .63) or
between all human-human and human-LLM games (p = .35).

However, when comparing the convergence time for successful games, a Mann-Whitney U-test
shows a significant difference (p < 0.01) between all human-LLM and human-human games.
Within these games, the Mann-Whitney U-tests did not show statistical differences between whether
the LLM (p = 0.64) or the human partner (p = 0.27) were portrayed as AI or human.

3.3 DYNAMICS EVALUATIONS

Visualizing word embedding trajectories reveals how partners adjust their language over time to
synchronize their word choices. By reducing the embeddings to three dimensions using PCA and
displaying them in a 3D scatter plot, we can track the evolution and convergence of word choices
during the game. When the final words match, they are highlighted with a special diamond.

For example, Figure 2 shows an unsuccessful case where the models’ trajectories split into three
distinct manifolds. The first utterance jumps between the first two manifolds, suggesting that the
models attempted to get closer by choosing semantically related words, although they ultimately
failed to converge. This visualization not only captures the technical dynamics of alignment but
also serves as a proxy for the social intelligence needed in natural human–computer interactions. It
underscores the importance of dynamic adaptation in achieving communicative success and hints at
potential challenges when the cognitive models underlying language production diverge.

Figure 2: Two different views of the projection of the embedding of one game between humans

Furthermore, Table 3 details the actual sequence of words exchanged between Player 1 and Player
2 during a game. The words are categorized by sentiment and color-coded accordingly. This table
provides a complementary, discrete perspective on the dynamics observed in the embedding trajec-
tories, allowing us to correlate the semantic evolution with the underlying visual patterns.

Table 3: Sequence of words exchanged between Player 1 and Player 2 during a game, categorized
by sentiment and color-coded accordingly

Player 1 2 3 4 5 6 7 8 9 10
Player 1 rebel sad mischief misery funny love heart body arms legs
Player 2 happy cause unhappy cheeky sadness comical adore beat heat legs

Beyond the technical dynamics, these patterns provide a glimpse into the social aspects of interac-
tion. Observing how words group into “manifolds” or clusters highlights the strategic adjustments
players make. For example, switching between thematically related words (e.g., “happy” to “sad”
or “mischief” to “funny”) shows players testing different semantic fields as they try to find common
ground. Successful alignment (or lack thereof) reflects not just linguistic skill but also the ability
to predict and adapt to a partner’s behavior—an important aspect of both human social intelligence
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Figure 3: Average CL scores. Each cell represents the mean score for “Player Score” or “Partner
Score” within a given game configuration.

and effective AI design. This insight points to broader implications for human-computer interaction,
particularly in designing systems that foster smoother, more intuitive communication.

3.4 STRATEGY ANALYSIS

We used two approaches to analyse the convergence strategies used by the participants: a linguistic
analysis of the relationships between the words used, and a subjective assessment by the participants
themselves.

3.4.1 CONCEPTUAL LINKING SCORE

To further probe the nature of adaptation between participants, we computed a Conceptual Linking
(CL) score by querying the ConceptNet API (Speer et al., 2017). This score is intended to capture,
each round, how semantically related a player’s current word is to either their own previous word
or to their partner’s previous word. ConceptNet returns a set of edges (associations) along with
corresponding weights that reflect the strength of each association. The CL score correspond to the
maximum weight from the returned edges (0 if no association is found). Thus, a higher CL score
indicates a stronger thematic or conceptual continuity between successive word choices.

For each round of each game we computed the average CL scores to both the player’s and the
opponent’s word from the previous round. Those averages were then averaged across all games
within each configuration, and presented in Figure 3.

While the Mann-Whitney U-test did not reveal any statistical differences between the human-human
and human-LLM games for CL score with the player’s own previous word (p = 0.27), it did show
a significant difference when looking at the opponent’s previous word (p < 0.001). No significant
differences were found between whether the opponent was portrayed as AI or human.

3.4.2 USER-PERCEIVED PARTNER STRATEGY

Following the framework of Cazalets & Dambre (2025), in post-game questionnaires participants
were asked about their perception of their partner’s strategies, asking them to choose one of the three
strategies :

• Mirroring: Other player has chosen a word that was really close to my previous word.

• Staying Close: Other player has chosen a word that was really close to its own previous
word.

• Averaging (Balancing): Other player has chosen a word in between the two previous
words.

Figure 4 shows the average aggregated results of the strategies as reported by player about their
partner.
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Figure 4: Average reported strategy measures by game configuration. Each cell shows the percent-
age of time a given strategy was attributed to other player for each game configuration.

4 DISCUSSION AND CONCLUSION

This study investigated whether humans adapt their behavior and word choice differently when
interacting with an LLM than with another human, using the WSC to simulate a simple verbal
interaction requiring player to align their word choice.

While there was no significant difference in winning rate between when playing against a human or
LLM partner, players did converge in significantly fewer rounds when playing with a human than
with an LLM.

Analysis of the word choice revealed that humans did change their behavior depending on their
partner: when playing against an LLM they chose words that were significantly less similar to
their partner’s previous word than when playing against a human. This seems to be a reaction to
their perception of their partner’s strategy, with players indicating that human partners seemed more
likely to stay close to their own words than LLMs.

4.1 IMPLICATIONS

The divergence seen in human–LLM pairs raises questions long-term implications of embedding
LLMs in daily life. LLMs become integrated into everyday communication—be it through chat
apps, educational tools, or healthcare advisers— and understanding existing adaptation gaps is cru-
cial. From a design perspective, developers could explore feedback mechanisms that encourage
LLMs to connect semantically not only with user inputs but also with broader contextual cues, po-
tentially promoting richer, more human-like alignment.

At a societal level, the homogenization of language and thought is a valid concern, particularly if
users unconsciously pick up machine-like expressions or patterns. While some degree of efficiency
can be beneficial, a loss of linguistic diversity may undercut creativity and cultural specificity. This
underscores the importance of AI literacy initiatives that educate users about potential shifts in their
communicative styles when relying heavily on AI systems.

4.2 LIMITATIONS

Our study faces several limitations that warrant consideration. First, the sample size is relatively
small and restricted to a narrow demographic, potentially limiting the generalizability of our find-
ings, variations in individual linguistic proficiency and cultural background may still introduce con-
founds, suggesting that larger samples are necessary to validate the robustness of these effects.

One notable limitation of our study is inherent to the specificity of the Word Synchronization Chal-
lenge. This highly controlled task is both a bug and a feature: while its constrained nature may
limit the generalizability of our findings to more spontaneous or naturalistic settings, it also enables
precise quantification of alignment effects that might otherwise be obscured in less structured in-
teractions. Our experimental design—though rigorously controlled—cannot fully capture the wide
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range of spontaneous, real-world conditions under which human–AI dialogue occurs. In particular,
the short duration of the Word Synchronization Challenge may not reflect the complexities of natural
conversation or the long-term evolution of shared linguistic habits, which could influence both the
emergence and persistence of alignment phenomena over time.

Finally, our metrics for quantifying convergence may overlook nuanced pragmatic or syntactic adap-
tations. Future studies could expand these methods to incorporate richer dialogue annotation, or
longitudinal tracking of individual language changes to provide a more comprehensive view of hu-
man–LLM co-adaptation.

4.3 FUTURE WORK

Future studies might include larger and more diverse participant pools to validate and extend these
observations. Future research should focus on the long-term cognitive and cultural implications
of these shifts, informing both technological innovation and policy decisions aimed at fostering a
balanced co-evolution of human and artificial communicative practices.
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A DATA COLLECTION THROUGH A WEB APP

A.1 OVERVIEW

Figure 5: Screenshot of the web app during a game with another human

In this study, participants used a custom Web application (developed in JavaScript and Node.js)
to play the “Word Synchronization Challenge.” Cazalets & Dambre (2025). Figure 6 shows a
screenshot of the game interface during play.

A.2 APPLICATION ARCHITECTURE

The back end consists of a Node.js/Express server that handles HTTP requests, user sessions, and
game-related APIs; AaSocket.io module that enables real-time communication and game state syn-
chronization for human-human games: a SQLite database managed with Sequelize, which stores
persistent game and user data.

Database Schema. Our schema defines two primary models:

• Player: Stores each user’s playerId and prolific Id.
• Game: Records game details, including the playerIds involved (or a botId, when

playing with an LLM), language settings, sequence of played words, number of rounds, the
winning player, and post-game survey responses.

A.3 INTERACTION FLOW

When users access the web application, they first log in and select a language. They then choose
to play either against an LLM (with bots loaded based on language) or another human (matched
in real time via Socket.io). During gameplay, participants enter words in each round, which are
validated (e.g., checking for duplicates and verifying existence in Wiktionary). The game continues
until a winning condition is met or the maximum number of rounds is reached. Figure ?? shows a
screenshot of the game interface during play.
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B INSTRUCTION GIVEN TO PARTICIPANTS

Figure 6: Screenshot of the instruction as seen in prolific
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