
Smaug: A Chat Model with Agent-Generated Data for Conversational
Recommendations

Anonymous ACL submission

Abstract
Large language models (LLMs) have demon-001
strated remarkable success in general chat sce-002
narios, delivering coherent and contextually ap-003
propriate responses to a wide range of ques-004
tions. However, current chat models struggle to005
provide high-quality responses for recommen-006
dations, particularly when the recommended007
items belong to specific domains not covered by008
common knowledge. In this paper, we propose009
an efficient method for constructing personal-010
ized conversations to fine-tune LLMs for con-011
versational recommendations. Based on this012
method, we provide a high-quality conversa-013
tion dataset tailored for the shopping scenario.014
Using this dataset, we fine-tune a chat model015
and introduce a chat framework that delivers016
both high-quality conversations and accurate017
recommendations. Experimental results show018
that LLMs fine-tuned on our datasets achieve019
significant improvements in both recommenda-020
tion performance and generation quality.021

1 Introduction022

Conversational recommender systems (CRS) aim023

to capture user preferences from conversations and024

offer personalized recommendations. By providing025

human-like responses, users can have an interac-026

tive recommendation experience and rapidly find027

target items based on some specific intents based028

on natural languages. To this end, previous conver-029

sational recommenders (Chen et al., 2019; Li et al.,030

2018; Wang et al., 2022; Zhou et al., 2020a) usually031

contain two components: a recommender to rank032

items matching user preference and a generator to033

generate responses in natural languages.034

Large language models (LLMs) (Touvron et al.,035

2023; Chiang et al., 2023; Taori et al., 2023; Xu036

et al., 2023) have shown great advancements in037

interacting with users and helping users with var-038

ious tasks (Brown et al., 2020; Bubeck et al.,039

2023; Achiam and et al., 2023). Most previous040

works (Bao et al., 2023; Hou et al., 2023; Kang 041

et al., 2023; Liu et al., 2023a; Salemi et al., 2023) 042

focus on exploring how to use LLMs to provide 043

general recommendation results (i.e., a ranked list 044

of recommended items). For conversational rec- 045

ommendations, He et al. (2023) studies LLMs in 046

a zero-shot setting. However, zero-shot settings 047

are only effective for recommendation scenarios 048

involving general world knowledge, such as movie 049

and music recommendations. Domain-specific 050

conversational recommendation scenarios, such as 051

shopping, remain less explored and present chal- 052

lenges for general LLMs due to the large scale and 053

frequent updates of shopping items. 054

In this work, we finetune LLMs for conversational 055

recommendations in a shopping scenario and then 056

empirically study the conversational recommen- 057

dation results from two aspects, i.e., ranking and 058

generating. To this end, our contributions include 059

two aspects regarding data and chat framework. 060

Data. Previous conversational recommenda- 061

tion datasets such as ReDIAL (Li et al., 2018), 062

INSPIRED (Hayati et al., 2020) and Reddit- 063

Movie (He et al., 2023) are constructed for movie 064

recommendations. Hence, a large-scale dataset for 065

conversational recommendation in shopping sce- 066

narios is critical to finetune LLMs. We propose 067

an efficient agent-based method for generating per- 068

sonalized dialogue data from item metadata. This 069

approach offers several benefits: it ensures diverse 070

and detailed dialogues, is cost-effective compared 071

to human annotation, and easily incorporates user 072

purchase histories for personalized interactions. 073

Utilizing this method, we constructed a dataset 074

with over 52K multi-turn dialogues (one example 075

in Table 1) simulating customer-shopping assistant 076

conversations, including real shopping histories 077

crucial for developing personalized chatbots. 078

Framework. Existing work (He et al., 2023) on 079
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Recommended item Travel Toiletry Bag for Men Hanging Dopp Kit Shaving Bag

Purchase History Philips Norelco HQ8 Dual Precision Replacement Heads

Review We used this bag to organize medicines needed as we were traveling. There are two sections,
one bigger section and one smaller section...

Generated Dialogue

Human: I’m looking for a toiletry bag for my upcoming vacation. Any suggestions?

AI: Certainly, I have a few recommendations based on your needs. To start, would you prefer a larger
bag for extended trips or a more compact one for shorter getaways?

Human: Larger. I’ll be gone for 2 weeks.

AI:

Perfect, in that case I would suggest focusing on a durable toiletry bag with ample storage and
organization. Based on your previous interest in premium men’s accessories, a high-quality option
like the CALACH Travel Toiletry Bag for Men could be an excellent choice. It is made of
water-resistant material with separate wet and dry compartments to keep all your items tidy.
Does this sound like the type of bag you had in mind?

Human: Yes, that could work. Can you tell me more about it?

AI:

The CALACH Travel Toiletry Bag for Men is a highly rated toiletry organizer ideal for longer trips.
It measures 9.6 by 4.3 by 5.7 inches, with a large main compartment to hold all your full-size
toiletries, as well as elastic bands and mesh pockets to keep smaller items in place. It has a separate
waterproof section for wet items like towels. The premium quality and durable construction means
it will last for years of travel. Based on your needs and preferences, this bag seems like an excellent,
long-lasting choice for staying organized on extended getaways. Does this help summarize
why I think it would suit you well?

Human: Yes, thank you. That covers it.

AI: You’re welcome. I’m glad I could provide a helpful recommendation for your travel toiletry bag.
Enjoy your upcoming vacation and happy shopping!

Table 1: One generated data example from the chatbot agent.

conversational movie recommendations uses LLMs080

to rank items by computing the edit distance, as081

movie names are typically short. However, shop-082

ping item names are often complex and detailed,083

posing a new challenge for item retrieval in con-084

versational recommendations. To address this, we085

propose a chat framework that combines an LLM086

with a text retriever. In this framework, the LLM087

generates a recommended item title, and the text088

retriever then locates the exact item, enhancing the089

interactive recommendation experience.090

Based on the constructed dataset and proposed091

framework, we finetune an LLM for shopping092

conversations and compare the finetuned chatbot093

to baselines from ranking and generating aspects.094

Based on evaluation results, we find that our pro-095

posed method largely improves the performance of096

recommendations.097

2 Conversational Dataset Construction098

The datasets for conversational recommendation099

can be constructed by: (1) synthesized dialogues,100

such as FacebookRec (Dodge et al., 2015), TG-101

ReDial (Zhou et al., 2020b) and HOOPS (Fu et al.,102

2021) use templates and external knowledge to con-103

struct dialogues for movies and Amazon items; (2)104

simulated dialogues, including ReDIAL (Li et al.,105

2018), INSPIRED (Hayati et al., 2020) employ106

human annotators to play movie seeks and recom-107

mender respectively to build conversation datasets;108

(3) natural dialogues, including E-ConvRec (Jia 109

et al., 2022) and U-NEED (Liu et al., 2023b) which 110

are Chinese dialogues between pre-sale customer 111

service and users. 112

However, current methods for constructing con- 113

versational recommendation datasets have several 114

limitations: (1) dialogues in synthesized datasets 115

often follow predefined templates, making them 116

less diverse and not reflective of real human conver- 117

sations; (2) constructing simulated or natural dia- 118

logues is expensive, making it challenging to create 119

large-scale datasets for LLM fine-tuning. Addi- 120

tionally, simulated or natural dialogues cannot be 121

quickly adapted to new items, which is crucial for 122

shopping recommendations; (3) no existing conver- 123

sational dataset takes users’ purchase history into 124

account, yet this information is important for next- 125

item recommendations and personalized chatbot 126

development. 127

To solve the above limitations, we propose to gener- 128

ate dialogues for conversational recommendations 129

using a chatbot agent based on Amazon Reviews 130

2023 dataset (Hou et al., 2024). Specifically, we 131

randomly sample reviews from 5 categories includ- 132

ing Beauty and Personal Care, Books, Clothing 133

Shoes and Jewelry, Electronics and Sports and 134

Outdoors. For each review, with the prompt in 135

Appendix A.1, we send the following information 136

to a chatbot agent (Claude v1.5): (1) Metadata 137

contains all product detailed information for users. 138
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Figure 1: Chatbot framework for shopping scenarios.

(2) Review will provide the user’s opinions and139

preferences on the target item. For conversation140

data generation, our chat agent can leverage users’141

preferences to simulate the shopping intents for the142

shopping scenario. (3) Purchase History includes143

the most recent items purchased by a user. We144

send at most 10 recent item titles to a chatbot for145

personalized conversation generation. (4) Agent146

Generation Flow. We provide 4 different shopping147

scenarios to guide the agent about the generation148

flow for dialogues. Table 1 shows one generated149

conversation example in our dataset. We can see150

that (1) conversations include product details and151

these details fit the context well; (2) conversations152

consider user purchase history to recommend items.153

For example, the AI recommends “Bag for Men”154

because the user purchased “men’s accessories” be-155

fore; (3) the agent organizes the conversations by156

“traveling” because the user mentions the bag is157

used for traveling in the review. These characteris-158

tics of our dataset are hard to include for previous159

dataset construction methods. The statistics of our160

generated data are shown in Appendix A.3.161

3 Chatbot Framework for162

Recommendations163

Previous conversational recommender systems (Li164

et al., 2018) usually have separate recommendation165

modules and dialogue generation modules. The166

recommendation performance solely relies on the167

recommendation module which makes the recom-168

mended item and generated dialogue could be less169

related. With pretrained language models (PLMs),170

Wang et al. (2022) and He et al. (2023) use PLMs171

to generate recommended items directly and com-172

pute the edit distance to obtain a ranked list for173

recommendation. However, edit distance can only174

be applied for movie recommendations because the175

movie titles are usually composed of a few words.176

Hence, for the shopping scenario, we employ a text 177

retriever to find the recommended item. 178

Specifically, given an item set I, we will first en- 179

code all item titles using a text encoder M to get the 180

item embedding table E ∈ R|I|×D. For an LLM 181

F fine-tuned on our training data, we prompt F 182

using a task template T , and conversational context 183

S before the kth turn. This process can be formally 184

represented as: 185

Sk = F(T, S) (1) 186

where Sk is the kth turn conversation. 187

If the generated Sk contains a recommended item, 188

we will extract the item title t from Sk and then 189

encode t with the text encoder M to get the em- 190

bedding Et ∈ RD of t. With the recommended 191

item embedding Et and embeddings of all item 192

candidates E, we compute the score r for each 193

item using the dot product: 194

R = E ·Et (2) 195

where R is a score list for all item candidates. 196

4 Experiments 197

4.1 Experiment Setup 198

Datasets. For each category of our constructed 199

dataset, we randomly select 9,450 dialogues as the 200

training set and 1,050 dialogues as the test set. To 201

prevent the model from overfitting to our generated 202

dataset, we add Baize (Xu et al., 2023) instruction 203

fine-tuning data in the general domain (163,444 204

dialogues) to our training data. During training, 205

we use all training data from five categories for the 206

LLM fine-tuning. 207

Baselines. We select four representative methods 208

as baselines including both conversational recom- 209

mendation models and LLMs: (1) UniCRS (Wang 210

et al., 2022). This model uses prompt tuning on 211

the pre-trained language model, DialoGPT (Zhang 212

et al., 2019), to conduct recommendation and con- 213

versation generation tasks respectively. Because 214

there is no constructed knowledge for shopping 215

items, we remove the entity embeddings for movies 216

for this method. (2) Zero-Shot CRS (He et al., 217

2023). This model prompts pre-trained large lan- 218

guage models for the conversational recommenda- 219

tion. In our experiments, we use Llama-2 7b (Tou- 220

vron et al., 2023) as the pre-trained large language 221
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Datasets UniCRS Zero-Shot CRS Baize Vicuna Smaug
N@10 R@10 N@10 R@10 N@10 R@10 N@10 R@10 N@10 R@10

Beauty 0.050 0.093 0.015 0.022 0.010 0.020 0.070 0.125 0.109 0.177
Books 0.045 0.081 0.024 0.035 0.016 0.020 0.093 0.133 0.159 0.212
Clothing 0.012 0.022 0.011 0.016 0.012 0.019 0.091 0.151 0.145 0.230
Sports 0.018 0.038 0.022 0.030 0.048 0.078 0.146 0.246 0.231 0.379
Electronics 0.050 0.098 0.009 0.013 0.012 0.024 0.080 0.140 0.144 0.234

Table 2: Recommendation results from different models.

Figure 2: GPT-4 scores on CRS models.

model. (3) Baize (Xu et al., 2023). An open-222

source chat model with the data from the self-chat.223

For comparison, we train a Baize model using224

the Baize instruction fine-tuning dataset and this225

model can be viewed as an ablation study where226

the model is trained without our generated datasets.227

(4) Vicuna (Chiang et al., 2023). An open-source228

chat model is trained on user-shared conversations.229

In our experiments, we use the Vicuna-v1.5 7b230

model 1 for evaluation. For Baize and Vicuna, we231

use the same framework as Smaug where we ex-232

tract item titles from generated conversations and233

use the Instructor-base model as the text retriever.234

See Appendix A.4.1 for evaluation methods and235

Appendix A.4.2 for implementation details.236

4.2 Evaluation on Recommendation Task237

The recommendation results are presented in Ta-238

ble 2. We observe that the traditional recommenda-239

tion method, UniCRS, underperforms compared to240

Smaug. This is primarily because DialoGPT, lack-241

ing external knowledge from a knowledge graph,242

has limited information on shopping items. In com-243

paring Zero-shot CRS and Vicuna, we note that244

while large language models (LLMs) possess prior245

knowledge of shopping items, the edit distance246

used in Zero-shot CRS is ineffective for measuring247

similarities between shopping items. Our chatbot248

framework, utilizing a text retriever, significantly249

improves these results. Baize exhibits a substantial250

performance gap compared to Vicuna due to its251

lower instruction-following capability, which ham-252

pers the extraction of recommended items from253

generated conversations. Smaug achieves the best254

1https://huggingface.co/lmsys/vicuna-7b-v1.5

recommendation performance across five shopping 255

categories, as our model excels in understanding 256

the correlations between shopping intents and rec- 257

ommended items through fine-tuning on our agent- 258

generated conversation datasets. Moreover, LLMs 259

show impressive recommendation performance on 260

cold-start items because most items 2 in our test set 261

never appear in the training set. 262

4.3 Evaluation on Conversation Task 263

To evaluate the conversation quality generated by 264

different chatbots, we use GPT-4 as a judge, fol- 265

lowing the methodology used by Vicuna. GPT-4 266

assesses the overall quality based on three aspects: 267

helpfulness, relevance, and accuracy. Figure 2 268

presents the average scores across all conversation 269

turns. Our model, Smaug, significantly outper- 270

forms other methods in the Beauty, Clothing, and 271

Sports categories. Vicuna achieves the best per- 272

formance in the Books category, benefiting from 273

its prior knowledge of books which enables it to 274

provide helpful responses. Baize, which serves as 275

an ablation where the LLM is fine-tuned without 276

our agent-generated dataset, demonstrates that our 277

dataset substantially enhances conversation quality 278

in the shopping assistant scenario. This is evident 279

when comparing Baize to Smaug, showing the im- 280

provements brought by our dataset. 281

5 Conclusion 282

In this paper, we propose an efficient method to 283

construct dialogue datasets using a chatbot agent 284

for conversational recommendation tasks. The con- 285

structed datasets feature diverse dialogues rich in 286

product details and consider user purchase his- 287

tory for a personalized chat experience. Addi- 288

tionally, we introduce a chatbot framework that 289

significantly enhances recommendation results for 290

conversational recommendations. Experimental re- 291

sults demonstrate that fine-tuning the LLM on our 292

datasets substantially improves both recommenda- 293

tion performance and generation quality. 294

2Beauty: 77%; Books: 90%; Clothing: 92%; Electronics:
75%; Sports: 79%
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6 Ethic Statement295

We do not anticipate ethical concerns with our296

work, as all models and datasets used are sourced297

from open resources that have been widely utilized298

in various NLP research.299

7 Limitations300

We consider the following limitations in our paper:301

• Due to the limitation of computing resources,302

we only fine-tune the chatbot using a 7b back-303

bone model. The performance on a larger304

backbone is not explored in this paper.305

• Due to the limitation of budget, we prompt306

the chat agent to generate around 52K multi-307

turn dialogues. However, the chatbot fine-308

tuned on a larger dataset might achieve better309

performance310
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A Dataset Generation460

A.1 Chatbot Agent Prompt for Data461

Construction462

Agent prompt:463

Forget the instruction you have previously received.464

You are about to create a simulated conversation465

showcasing the interaction between a customer466

and an advanced AI shopping assistant. Your task467

is to construct a dialogue that demonstrates the468

AI’s capability to intuit customer preferences, sub-469

tly integrate insights from the customer’s review470

and purchase history, and guide the conversation471

tactfully towards a product recommendation. Cus-472

tomer’s response should be terse and informative,473

like people would normally type as a text message.474

The AI leverages data from Product Metadata, Cus-475

tomer Reviews, and Purchase History but must not476

directly cite these reviews.477

Important: Under no circumstances should the AI478

generate, reference, or require URL links or direct479

the customer to external websites. All interactions480

should remain within the context of the simulated481

conversation.482

Customer Scenario Selection (Choose one to start483

the dialogue):484

1. Browsing without a clear idea of what to pur-485

chase.486

2. Looking for a product suitable for a particular487

event or situation (e.g., a wedding, camping trip,488

home renovation).489

3. Searching for a specific product based on defined490

preferences or requirements.491

4. Seeking alternatives or upgrades to previously492

purchased items.493

DATA SOURCES:494

1. Target Product: meta_data495

2. Human Review: review_data496

3. Human Purchase History: purchase_history497

Guidelines:498

1. Conversation Flow: Initiate with the different499

scenarios. The AI will employ strategic inquiries500

to crystallize this interest into specific needs, ulti-501

mately leading to a product suggestion.502

2. Data Sensitivity: The AI acknowledges the cus- 503

tomer’s past interactions and choices without ex- 504

plicitly referencing reviews or direct quotes from 505

their history. It incorporates this understanding 506

into the dialogue naturally. 507

3. Recommendation: The recommended product 508

should be the Target Product. 3. Highlighting 509

Products: When the AI reaches a recommendation 510

within the conversation, ensure that these products 511

are emphasized using "$$" (double dollar signs) 512

surrounding the product name. 513

4. Conversation Closure: The dialogue concludes 514

once the customer expresses satisfaction with the in- 515

formation received, with no further inquiries pend- 516

ing. 517

5. Formatting: Adhere to the script-like format with 518

each speaker’s lines introduced by their respective 519

labels: [Human] for the customer and [AI] for the 520

shopping assistant. 521

A.2 Prompt for LLM Judge 522

System prompt: 523

Act as an unbiased judge to critically assess the 524

quality of the response given by an AI shopping 525

assistant regarding a user’s shopping inquiry. Your 526

evaluation must encompass aspects like the help- 527

fulness, relevance, and accuracy of the response, 528

as well as the suitability of the recommendations 529

made. Use the provided chat history to inform your 530

evaluation, concentrating particularly on the final 531

round response from the assistant. Begin your eval- 532

uation by providing a short explanation. Be as 533

objective as possible. After providing your expla- 534

nation, you must rate the response on a scale of 1 535

to 10 by strictly following this format: [[rating]], 536

for example: Rating: [[5]]." 537

User prompt: 538

<|The Start of Chat History|> 539

{chat_history} 540

<The End of Chat History> 541

<|The Start of Final Round Conversation with 542

User|> 543

### User: {question} 544

### Assistant: {answer} 545

<|The End of Final Round Conversation with 546

User|> 547
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Dataset Dialogues Avg. Turns Avg. Len of Customer Avg. Len of Assistant

Beauty and Personal Care 10,500 4.96 7.59 45.90
Books 10,500 4.82 8.38 44.50
Clothing Shoes and Jewelry 10,500 5.01 7.21 45.43
Electronics 10,500 5.03 7.82 48.51
Sports and Outdoors 10,500 4.92 7.76 48.54

Table 3: Statistics of our constructed data.

A.3 Data Statistics548

Table 3 presents the basic statistics of our agent-549

generated dialogue data for conversational recom-550

mendations. Each conversation session in our551

dataset contains approximately five turns. The cus-552

tomer dialogues are significantly shorter than the553

assistant’s responses, reflecting the typical interac-554

tion pattern observed in real chat scenarios with555

chatbots.556

A.4 Experiments557

A.4.1 Evaluation Metrics558

Following previous CRS works (Li et al., 2018;559

Wang et al., 2022; He et al., 2023), we adopt dif-560

ferent metrics to evaluate the recommendation and561

conversation task separately. For the recommenda-562

tion task, we use Recall@k (k=10) and NDCG@k563

(k=10) as evaluation metrics. For the conversa-564

tion task, we follow Vicuna’s pipeline that uses565

GPT4 (Achiam and et al., 2023) to score dialogue566

models. Specifically, given the user chat history567

in previous turns, GPT-4 will evaluate the chat-568

bot’s response based on a user’s question. The569

prompts used for LLM judge are introduced in Ap-570

pendix A.2.571

A.4.2 Implementation Details572

We fine-tune the Llama-2-7b model (Touvron et al.,573

2023) 3 on our training data for Conversational574

Recommendation Systems (CRS). Specifically, we575

fine-tune the model with a batch size of 16 per step,576

accumulating gradients over 16 steps before updat-577

ing. The learning rate is set to 2e-5, and we use578

the cosine learning rate scheduler. The maximum579

sequence length for training data is 2,048 tokens.580

We train the model for only one epoch, using solely581

the AI responses in the dataset for supervision 4.582

We apply the same fine-tuning method to the Baize583

model using the Baize dataset.584

3available at https://huggingface.co/meta-llama/
Llama-2-7b

4We compute the loss only on the AI response text
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