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Abstract

We explore the role of the visual modal-001
ity and of vision transformers in predicting002
the compositionality of English noun com-003
pounds. Crucially, we contribute a frame-004
work to address the challenge of obtain-005
ing adequate images that represent non-006
compositional compounds (such as couch007
potato), making it relevant for any image-008
based approach targeting figurative lan-009
guage. Our method uses prompting strate-010
gies and diffusion models to generate these011
images. Comparing and combining our ap-012
proach with a state-of-the-art text-based013
approach reveals complementary contribu-014
tions regarding features as well as degrees015
of abstractness in compounds.016

1 Introduction017

Compositionality represents a core concept in018

linguistics (Partee, 1984): the meaning of com-019

plex expressions, such as compounds, phrases020

and sentences, can be derived from the mean-021

ings of their parts. The degree of composition-022

ality however varies; e.g., while the compound023

climate change has a high degree of composi-024

tionality, couch potato is less so regarding its025

constituent potato, because it does not refer to a026

potato lying on a couch. For natural language027

understanding tasks such as summarization,028

machine translation and retrieval systems, the029

accurate prediction of compositionally is crucial030

to ensure precise and reliable results.031

The focus of this paper is on predicting de-032

grees of compositionality for English noun com-033

pounds. In contrast to state-of-the-art models,034

which primarily leverage text-based represen-035

tations to assess the relatedness between com-036

pound and constituent meanings (see §2), we037

explore the contribution of the visual modality,038

which previously has proven successful across039

semantic tasks (Bruni et al., 2012; de Deyne040

Figure 1: Bing (left) and Vision:Scenario (right)
images of couch potato.

et al., 2021; Frank et al., 2021, i.a.). Apply- 041

ing vision models to any task involving non- 042

compositionality however comes with the major 043

challenge of finding appropriate images, be- 044

cause standard image retrieval methods return 045

false positives for non-compositional expres- 046

sions, e.g., a couch potato is actually depicted 047

as a potato (instead of a lazy person) sitting 048

on a couch, cf. Bing (left) in Figure 1. 049

The current study suggests a novel way of ob- 050

taining “correct” images, which we judge highly 051

valuable for any vision work involving figura- 052

tive language: We carefully design and com- 053

pare prompts as input for an image generation 054

model, in order to obtain adequate images for 055

both compositional and non-compositional com- 056

pounds. The actual compositionality prediction 057

then follows standard routes, i.e., estimating 058

the degree of compositionality via similarity 059

of compound and constituent feature vectors. 060

Evaluation is carried out by measuring the rank 061

correlation between similarity estimates and 062

human ratings. In addition to our main con- 063

tribution of (i) prompting strategies with in- 064

creasing contextual description levels to obtain 065

images of non-compositional expressions, we 066

conduct analyses to identify aspects relevant for 067

vision models, including (ii) the role of abstract- 068

ness, given that abstract concepts are generally 069

more difficult to depict than concrete concepts 070
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(Pezzelle et al., 2021; Tater et al., 2024), and071

(iii) the role of meaning prototypicality. Finally,072

(iv) we compare our visual approach against073

a state-of-the-art text approach, a multimodal074

approach, and ChatGPT predictions.075

2 Related Work076

Traditionally, most computational approaches077

to automatically predict the compositionality078

of noun compounds have been realized using079

text-based vector space models (Reddy et al.,080

2011; Salehi et al., 2015; Schulte im Walde et al.,081

2016; Cordeiro et al., 2019; Miletić and Schulte082

im Walde, 2023, i.a.). Few studies addressed083

compound meaning using multimodal informa-084

tion; Bruni et al. (2014) to identify figurative085

uses of color terms in adjective–noun phrases,086

Pezzelle et al. (2016) and Günther et al. (2020)087

predict compound representations, and Köper088

and Schulte im Walde (2017) predict the com-089

positionality of German compounds.090

3 Gold-Standard Compound Data091

Reddy et al. (2011) compiled a composition-092

ality dataset with human ratings for 90 noun–093

noun compounds, collected via Amazon Me-094

chanical Turk. It contains compounds with095

varying degrees of compositionality, including096

compounds where both constituents are lit-097

eral (e.g., swimming pool), only one is lit-098

eral (e.g., couch potato), or neither is literal099

(e.g., cloud nine). Ratings range from 0 (non-100

compositional) to 5 (highly compositional). We101

rely on their compound–constituent ratings for102

88 compounds,1 excluding two compounds due103

to frequency limitations.104

4 Our Methodology105

Given a compound (e.g., couch potato), our106

task is to assess how related the compound107

meaning is in relation to the meanings of the108

constituents, i.e., the modifier (couch) and the109

head (potato), by relying on reliable images.110

4.1 Image Acquisition+Representation111

To reliably capture the meaning of a word or112

expression via images, the images are required113

to accurately represent compositional as well as114

1Reddy et al. also collected ratings for the whole
compound phrases, but we do not use them.

figurative, non-compositional meanings. Stan- 115

dard strategies to download images, such as 116

Bing2, however, include false positive images 117

for non-compositional expressions, e.g., a couch 118

potato is actually depicted as a potato (instead 119

of a lazy person) sitting on a couch (see exam- 120

ples in Figure 1 and in App. A). We propose 121

a new method for obtaining images that accu- 122

rately depict non-compositional meanings and 123

may also be highly valuable for figurative ex- 124

pressions in general: We generate images with 125

a text-to-image diffusion transformer (PixArt- 126

Sigma3), exploring four prompting strategies 127

to guide image generation4: 128

Word: Prompts consist solely of the target 129

word (i.e., compound or constituent), 130

without any context or modifications. 131

Sentence: Prompts consist of actual corpus 132

sentences containing the target word, 133

extracted from the ENCOW16AX web cor- 134

pus (Schäfer and Bildhauer, 2012). 135

Definition: Prompts use definitions of the 136

target words generated by ChatGPT. 137

Scenario: Prompts use diverse, descriptive 138

scenarios involving the target word gener- 139

ated by ChatGPT. 140

For Word, we generate 10 images with different 141

seeds. For Sentence, we extract 10 sentences 142

per target and generate one image per sentence. 143

For Definition, we ask ChatGPT to create 144

3 definition prompts, and generate one image 145

each; for Scenario, we ask ChatGPT to create 146

25 scenario prompts, and generate one image 147

each5. For comparison, we download 10 images 148

per target from Bing, resized to 1024 × 1024; 149

generated images are directly at this size. 150

We then extract feature vectors from these 151

images using a vision transformer6, and create 152

a single representation for each target word by 153

mean-pooling the feature vectors of multiple 154

images of the same word. 155

4.2 Prediction and Evaluation 156

We assess the meaning relatedness between a 157

compound and its constituents using cosine 158

2https://www.bing.com/images
3https://huggingface.co/PixArt-alpha/

PixArt-Sigma-XL-2-1024-MS; we chose this model after
testing various diffusion models.

4See examples in App. C.
5See instructions in App. B.
6https://pytorch.org/vision/main/models/

generated/torchvision.models.vit_h_14.html
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Prediction Approach Mod Head

Bing .345 .232
P

ix
A

rt

Word -.005 .043
Sentence .506 .096
Definition .414 .288
Scenario .457 .440

Skip-gram (T) .565 .574
Combined (T+V) .624 .590

ChatGPT (direct) .736 .738

Table 1: Spearman’s ρ for model predictions.

similarity between the respective visual rep-159

resentations, where a higher similarity corre-160

sponds to a higher degree of compositionality.161

Our approach predicts two ratings for each tar-162

get compound: one for the compound–modifier163

combination and one for the compound–head164

combination. To assess prediction quality, we165

compute the Spearman’s correlation between166

the predicted scores and the gold standard rat-167

ings provided by Reddy et al. (2011), see §3.168

Although our goal is to explore challenges169

and contributions of the visual modality, and170

not to optimize performance, we compare our171

image-based predictions against (i) Word2Vec172

Skip-gram7 predictions (Mikolov et al., 2013),173

the state-of-the-art textual approach on our174

task (Cordeiro et al., 2019; Miletić and Schulte175

im Walde, 2023), (ii) a weighted combination176

of the textual and our best visual predictions,8177

and (iii) direct ChatGPT predictions. Table 1178

presents the correlation results for visual and179

textual approaches for compound–modifier and180

compound–head combinations.181

The performance of our visual approaches dif-182

fers strongly across prompting strategies. Word183

yields weak correlations; Sentence provides184

a strong improvement but only for modifiers,185

while prompting with more contextualisation186

(Definition and Scenario) yields the best re-187

sults for both constituents. Taken together,188

the results highlight the challenge of obtaining189

adequate images of (non-compositional) noun190

compounds, and reinforce our exploration of191

prompting strategies. While the text-based192

approach Skip-gram outperforms all individ-193

ual variants of image-based approaches, it is194

outperformed by combining text (T) and vi-195

sion (V) features. Bing provides intermediate196

7Trained on ENCOW16AX web corpus with a win-
dow size of 20, minimum count of 5, and 300 dimensions.

8See App. D for details.

Concrete Abstract
Mod Head Mod Head

Scenario .448 .174 .299 .400
Skip-gram .439 .220 .471 .430

Table 2: Spearman’s ρ for Scenario and Skip-gram
predictions for concrete versus abstract compounds.

results, thus emphasizing the deceptive start- 197

ing point of our study because we know these 198

results incorporate wrong meaning depictions, 199

cf. examples in Figures 1, 4. Finally, ChatGPT 200

yields state-of-the-art results, which however 201

come with the usual restriction that we cannot 202

analyze the underlying conditions. Given that 203

Reddy et al. (2011) has been publicly available 204

for years, it is likely part of ChatGPT’s training 205

data, requiring caution in interpreting results. 206

5 Analysis 207

We conduct a detailed analysis of the image- 208

based approach, focusing on the images and pre- 209

dictions generated by the highest-performing 210

candidate, Scenario, with Skip-gram included 211

as the textual comparison. 212

5.1 Abstractness of Compounds 213

We analyze predictions for concrete and easily 214

perceivable compounds, against abstract and 215

less perceivable compounds, expecting differ- 216

ences in the contributions of visual features 217

(Pezzelle et al., 2021; Tater et al., 2024). First, 218

we collect human concreteness ratings for each 219

compound on a scale from 0 (abstract) to 5 220

(concrete), following previous work (Brysbaert 221

et al., 2014; Muraki et al., 2023).9 The 30 com- 222

pounds with the highest mean ratings are cate- 223

gorized as concrete, and the 30 with the lowest 224

as abstract (see Table 3). Table 2 presents the 225

prediction results. For concrete compounds, 226

Scenario and Skip-gram perform similarly. In 227

contrast, Skip-gram performs noticeably better 228

for abstract compounds, thus aligning with our 229

expectations: the image-based approach per- 230

forms en par for compounds with clear, recog- 231

nizable features, such as concrete nouns, which 232

are easier to capture and represent in images. In 233

contrast, abstract compounds, which are harder 234

to visually represent, lead to poorer predictions, 235

and the text-based approach outperforms the 236

image-based one. 237

9We will make these ratings publicly available.
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Figure 2: Images of graveyard shift, graveyard, shift.

5.2 Analysis of Individual Compounds238

To assess prediction quality for individual com-239

pounds, we rely on Rank Differences (RDs),240

which compare predicted ranks against corre-241

sponding gold ranks by calculating their abso-242

lute differences, separately for modifiers and243

heads (see Table 4), and analyse two examples.244

Graveyard Shift refers to “a work shift tak-245

ing place from late night to early morning”,246

where Scenario performs well with low RDs of247

4.0 (mod) and 1.0 (head). Figure 2 presents the248

underlying images. Those of graveyard (second249

row) show graveyards with tombstones, mostly250

in daylight. In contrast, shift (third row) is251

more abstract and harder to represent; still, the252

images capture the concept fairly accurately, by253

depicting people working in various contexts,254

such as bakers and construction workers. Fi-255

nally, the images of graveyard shift (first row)256

closely resemble those of shift, as they also de-257

pict workers in various settings, but with the258

key distinction of always occurring at night,259

differentiating them from the daytime scenes260

associated with shift.261

The computed visual cosine similarities for262

graveyard shift are .243 for graveyard and .753263

for shift, while the respective gold ratings on264

the 0–5 range are .380 for graveyard and 4.5265

for shift. The close alignment between the pre-266

dicted and gold rankings suggests that the vi-267

sual similarities accurately reflect the semantic268

contributions of each constituent, resulting in269

strong predictions for the compound.270

Engine Room Scenario predicts poor com-271

positionality ratings with high RDs of 16.5272

(mod) and 75.5 (head). The underlying images273

of room (Figure 3, third row) are high-quality274

and accurately depict various types of rooms275

Figure 3: Images of engine room, engine, room.

(e.g., living rooms and conference rooms). In 276

contrast, the images of engine room (first row) 277

depict a mix of diverse types of engine rooms 278

with trains and cars. 279

The visual cosine similarity is .45, while the 280

gold compositionality rating is 5.0, i.e., the 281

maximum value. The captured visual similarity 282

seems reasonable, as images of engine room and 283

room should intuitively share some features 284

but also exhibit significant differences, given 285

that a prototypical room is rather a living or 286

conference than an engine room. Unfortunately, 287

the predicted visual similarity does not align 288

with the compositionality rating, which is also 289

reflected in the high individual RD of 75.5. 290

We observe that the image-based approach, 291

which relies solely on visual similarity, performs 292

well when shared visual features align with the 293

semantic contributions of constituents to the 294

compound’s meaning. However, it struggles 295

in cases where visual similarity does not accu- 296

rately capture these contributions, thus high- 297

lighting the limitations of using visual features 298

alone when predicting compositionality. 299

6 Conclusion 300

This study explored the contribution of the 301

visual modality to the prediction of composi- 302

tionality for English noun–noun compounds, 303

focusing on the challenge of obtaining adequate 304

images, especially for non-compositional com- 305

pounds, by providing prompting strategies for 306

generative models with increasing contextual 307

description levels. We further analyzed espe- 308

cially challenging sub-cases, such as abstract 309

targets and meaning prototypicality, as well 310

as complementary distributions of visual and 311

textual information. 312
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Limitations313

The image-based approach relies heavily on the314

quality and availability of relevant, accurate315

images for the compounds. While image gener-316

ation can address some of these challenges, it317

comes with significant resource demands (GPU)318

and can be time-consuming, which may hin-319

der scalability, especially when generating large320

numbers of images for many compounds. Ad-321

ditionally, while the approach performs well322

for concrete compounds, it struggles with ab-323

stract compounds and those that are difficult324

to visualize.325

Ethics Statement326

We see no ethical issues related to this work.327

All experiments involving human participants328

were voluntary, with fair compensation (12 Eu-329

ros per hour), and participants were fully in-330

formed about data usage. We did not collect331

any information that can link the participants332

to the data. All modeling experiments were333

conducted using open-source libraries, which334

received proper citations. All relevant informa-335

tion (including created artifacts, used packages,336

information for reproducibility, etc.) can be337

found in (PLACEHOLDER for GitHub reposi-338

tory, will be added upon paper acceptance).339
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A Bing versus Vision:Scenario 446

Figure 4 provides further examples of images of 447

non-compositional compounds, comparing the 448

extraction via Bing (on the left) against image 449

generation using the Vision:Scenario prompt- 450

ing method (on the right), also see Figure 1. 451

Figure 4: Bing (left) and Vision:Scenario (right)
images of cloud nine (top), graveyard shift (mid)
and sitting duck (bottom).
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B Prompt Generation Using452

ChatGPT453

This appendix describes the procedure for gen-454

erating Definition and Scenario prompts for455

text-to-image models using ChatGPT. The pro-456

cess consists of three phases, carried out sepa-457

rately for each of the two prompting strategies:458

• Preparation Phase: ChatGPT is intro-459

duced to the task, including the goal of460

generating prompts that accurately reflect461

the meanings of compounds and their con-462

stituents. Prompts are described as de-463

tailed descriptions of the intended image,464

formatted in CSV without headers or num-465

bering for easy copying.466

• Instruction Phase: ChatGPT receives467

guidelines for each strategy. For468

Definition, it creates three prompts469

based directly on the noun definitions. For470

Scenario, it generates 25 diverse prompts471

capturing real-world scenarios related to472

the target word, ensuring a broad diversity473

of representations.474

• Query Phase: ChatGPT generates475

prompts for each target compound in se-476

quence (modifier, head, compound) based477

on the provided instructions, outputting478

them in CSV format for further use.479

C Prompt Examples480

We present examples of prompts for the com-481

pound couch potato and its constituents, couch482

and potato, using the Sentence, Definition,483

and Scenario prompting strategies. On paper484

acceptance we will provide all prompts.485

C.1 Sentence486

For the Sentence prompting strategy, we gather487

sentences containing the target word from the488

ENCOW16AX web corpus. Below are three489

examples for couch potato, couch, and potato.490

Couch Potato:491

1. "if we do not give them opportunity492

for play and exercise, they can become493

couch_potato just like some people."494

2. "that be not to say there be anything inher-495

ently wrong with spend a certain amount496

with couch_potato fare, be it TV, movie,497

music, or game."498

3. "be sit and watch the (unknown) ath- 499

lete at the Olympics make you feel like a 500

couch_potato?" 501

Couch: 502

1. "they be sit side-by-side on the couch." 503

2. "while they sit down on the couch, one of 504

those cheap spiky contraption with polished 505

wooden arm, his wife make them a cup of 506

tea." 507

3. "there be another bed in the front room and 508

a couch that be a (unknown)." 509

Potato: 510

1. "while the canned food sector generally be 511

see growth - and benefit from strong brand 512

such as (unknown) - this have not help 513

canned potato." 514

2. "despite the (unknown) &apos; accident, 515

in @card@ Belarus be still a net exporter of 516

meat, milk, egg, flour, and potato to other 517

former Soviet republic, although its export 518

be routinely test for radioactive contamina- 519

tion." 520

3. "and most of us know a rise when we see 521

one, as we know the African marigold we 522

plant beside the potato and bean in our 523

garden, and the maple, elm, cedar, and 524

pine that shade our backyard and line our 525

street." 526

C.2 Definition 527

The following are three Definition prompts, 528

each generated by ChatGPT, based on the noun 529

definitions of couch potato, couch, and potato. 530

Couch Potato: 531

1. "A person who spends a significant amount 532

of time sitting or lying down, typically 533

watching television or engaging in seden- 534

tary activities." 535

2. "A term describing someone who leads a 536

sedentary lifestyle, preferring indoor activ- 537

ities such as watching TV or playing video 538

games." 539

3. "An informal term for a person who is 540

inactive or lazy, often spending leisure time 541

on a couch or sofa." 542

Couch: 543

1. "A piece of furniture designed for seating 544

two or more people, typically with a back 545

and armrests." 546
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2. "A long upholstered piece of furniture for547

reclining or sitting, often found in living548

rooms or lounges."549

3. "A sofa or settee, usually with cushions550

and upholstered arms and back, used for551

relaxation or casual seating."552

Potato:553

1. "An edible tuber that is a staple food in554

many cultures, typically underground and555

harvested from the Solanum tuberosum556

plant."557

2. "A starchy vegetable with a variety of culi-558

nary uses, such as boiling, baking, frying,559

or mashing."560

3. "The plant itself, Solanum tuberosum,561

which belongs to the nightshade family and562

produces tubers that vary in size, shape,563

and color."564

C.3 Scenario565

Finally, we present three Scenario prompts,566

each generated by ChatGPT, based on real-567

world scenarios related to couch potato, couch,568

and potato, respectively. These examples aim569

to cover a wide range of contexts in which the570

target words may appear.571

Couch Potato:572

1. "A couch potato binge-watching their fa-573

vorite TV series, surrounded by cushions574

and blankets."575

2. "A person on the couch, flipping through576

a photo album or scrapbook."577

3. "A person lounging on a couch with a578

bowl of popcorn, absorbed in a movie579

marathon."580

Couch:581

1. "A vintage leather couch with tufted up-582

holstery, adding a touch of elegance to a583

study."584

2. "A cozy reading nook with a couch by the585

window, bathed in natural sunlight."586

3. "A modular couch with interchangeable587

pieces, allowing for easy customization and588

rearrangement."589

Potato:590

1. "A beautifully plated baked potato topped591

with melting butter and dollops of sour592

cream."593

2. "A farmer harvesting potatoes in a sun- 594

lit field, with rows of potato plants in the 595

background." 596

3. "A close-up of potato peelings on a kitchen 597

countertop, with a peeler and scattered 598

peels." 599

D Combining Textual and Visual 600

Predictions 601

We conduct an experiment to explore how dif- 602

ferent contributions of text-based and image- 603

based predictions interact with each other. 604

Specifically, we compute a weighted combina- 605

tion of the individual predictions (cosine simi- 606

larities) from Scenario and SkipGram: 607

Combined = α ∗ SkipGram+ (1− α) ∗ Scenario 608

We vary α from 0 to 1 in increments of 0.1. 609

When α = 0, the predictions correspond en- 610

tirely to Scenario, while α = 1 results in purely 611

SkipGram-based predictions. 612

The results are shown in Figure 5, where we 613

present the modifier, head and mean correla- 614

tions across α values. The results indicate that 615

combining text-based and vision-based predic- 616

tions provides an improvement over the individ- 617

ual predictions. While this outcome aligns with 618

expectations, given that SkipGram performs bet- 619

ter than Scenario individually, we also find 620

that Combined surpasses SkipGram for α val- 621

ues between 0.5 and 0.9. Performance peaks 622

at α = 0.7, yielding modifier and head corre- 623

lations of .624 and .590, respectively. These 624

results suggest that leveraging both modalities 625

provides a meaningful advantage over relying 626

solely on one.

Figure 5: Spearman’s ρ for Combined predictions
across α values.

627
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E ChatGPT Predictions of628

Compositionality629

We query ChatGPT to predict compound-630

constituent compositionality ratings on a scale631

from 0 to 1 for the 88 compounds of interest,632

and we correlate them with the gold ratings.633

ChatGPT achieves strong correlations of .736 for634

modifiers and .738 for heads. This performance635

surpasses both Scenario and SkipGram and ap-636

proaches the state-of-the-art results reported637

in the literature (Cordeiro et al., 2019; Miletić638

and Schulte im Walde, 2023).639

F Compounds by Concreteness640

Table 3 reports the human-generated concrete-641

ness scores of 60 compounds. We will make the642

full set of ratings publicly available upon paper643

acceptance.644

G Rank Differences645

Table 4 reports the rank differences (RDs) be-646

tween Scenario predictions and the gold ratings647

for modifiers and heads.648
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Compound Concreteness Compound Concreteness

car park 5.0 crash course 2.5
human being 4.9 couch potato 2.5
swimming pool 4.9 snake oil 2.5
credit card 4.7 climate change 2.4
parking lot 4.7 night owl 2.4
polo shirt 4.7 sitting duck 2.4
ground floor 4.6 sacred cow 2.4
call centre 4.6 game plan 2.4
brick wall 4.6 eye candy 2.3
cocktail dress 4.6 rock bottom 2.3
application form 4.4 monkey business 2.3
zebra crossing 4.4 face value 2.2
health insurance 4.4 role model 2.2
video game 4.3 melting pot 2.2
law firm 4.3 agony aunt 2.2
bank account 4.2 graveyard shift 2.2
engine room 4.1 cash cow 2.2
radio station 4.1 guilt trip 2.1
grandfather clock 4.1 memory lane 2.1
balance sheet 4.1 shrinking violet 2.1
head teacher 4.1 gravy train 2.1
speed limit 4.0 kangaroo court 2.0
gold mine 3.9 lip service 2.0
graduate student 3.9 ivory tower 2.0
brass ring 3.9 blame game 2.0
lotus position 3.9 rat run 2.0
panda car 3.8 swan song 2.0
search engine 3.7 rat race 1.9
china clay 3.6 crocodile tear 1.9
research project 3.6 cloud nine 1.9

Table 3: Top 30 (left) and bottom 30 (right) compounds ranked by (mean) concreteness, based on
human-judgements. Scale: 0 (abstract) to 5 (concrete).
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Scenario Skip-gram Scenario Skip-gram
Compound Mod Head Mod Head Compound Mod Head Mod Head

couch potato 1.0 0.0 2.0 13.0 mailing list 3.5 29.0 8.5 18.0
parking lot 3.0 0.5 5.0 60.5 memory lane 20.5 13.0 32.0 7.5
guilt trip 4.0 0.0 9.0 16.0 cocktail dress 26.0 8.5 25.0 1.5
graveyard shift 4.0 1.0 34.5 10.5 snail mail 11.5 26.0 7.0 25.0
rat run 4.0 3.0 37.0 12.5 swimming pool 27.5 10.0 1.0 5.0
grandfather clock 3.0 4.5 37.0 17.5 blame game 16.0 23.0 16.0 2.0
case study 7.0 4.0 12.0 4.0 diamond wedding 6.0 34.0 35.0 30.0
graduate student 12.0 1.5 10.0 5.5 end user 34.0 6.0 51.5 6.0
think tank 10.0 4.0 50.0 8.0 web site 16.0 26.0 40.0 26.0
rush hour 9.5 6.0 12.0 14.0 brass ring 35.0 8.0 10.0 1.0
crash course 5.0 11.0 7.0 9.0 sitting duck 27.0 16.5 10.5 17.0
research project 7.0 9.0 1.0 20.0 fine line 33.0 14.0 29.0 4.0
front runner 7.0 9.0 43.5 18.0 silver spoon 9.0 38.5 22.0 37.0
zebra crossing 14.0 2.0 29.0 10.0 video game 23.0 24.5 2.0 11.5
balance sheet 4.0 12.5 22.0 43.5 cash cow 13.0 35.0 8.0 21.0
rock bottom 14.0 3.0 4.0 9.0 agony aunt 14.5 36.5 11.0 30.0
nest egg 12.0 5.5 8.0 3.5 call centre 21.0 31.0 42.0 23.5
human being 4.5 13.0 2.5 24.0 bank account 45.0 7.0 9.0 6.0
spelling bee 9.0 9.0 24.0 11.0 public service 44.5 8.5 9.5 4.5
game plan 7.0 11.5 28.0 20.5 face value 31.0 23.0 25.5 14.0
melting pot 6.0 15.0 2.0 16.0 silver bullet 15.0 40.0 8.0 26.0
gravy train 3.0 18.0 24.0 26.0 chain reaction 15.0 41.5 32.0 12.0
radio station 11.5 9.5 19.5 4.0 fashion plate 22.0 37.0 6.0 20.0
eye candy 13.0 9.5 32.5 21.0 ground floor 47.5 15.0 45.0 15.5
polo shirt 13.0 10.5 34.0 2.5 rat race 59.0 4.0 26.0 18.0
credit card 2.5 21.5 4.5 13.5 brick wall 34.0 32.0 34.0 41.0
search engine 18.0 7.0 11.0 17.0 kangaroo court 53.0 14.0 37.0 3.0
cheat sheet 10.0 15.0 5.5 6.0 gold mine 7.0 60.0 25.0 56.0
interest rate 23.0 2.5 19.0 8.0 lotus position 16.0 53.0 46.0 60.0
flea market 13.5 12.0 11.5 49.0 car park 38.0 32.0 32.5 28.0
ivory tower 1.5 24.0 6.5 0.5 smoking jacket 20.0 50.5 13.0 9.5
head teacher 4.0 21.5 33.0 17.5 monkey business 47.0 24.0 54.0 24.0
spinning jenny 23.0 3.5 2.5 41.5 application form 19.0 52.5 14.0 56.5
climate change 13.5 13.0 0.5 41.0 lip service 33.0 39.0 37.0 22.0
health insurance 1.0 26.0 6.0 7.5 shrinking violet 29.0 45.5 31.5 1.5
snake oil 22.0 5.0 20.0 5.5 cloud nine 41.0 34.5 31.0 19.5
role model 26.0 1.0 9.0 37.0 rocket science 70.0 7.0 15.0 2.0
firing line 10.0 19.0 14.0 0.5 speed limit 47.0 42.5 16.0 34.5
china clay 9.0 21.0 2.5 7.0 acid test 50.5 39.5 14.5 5.5
cutting edge 10.0 20.0 21.0 0.0 engine room 16.5 75.5 23.5 45.5
silver screen 21.0 9.0 17.5 16.0 night owl 38.0 54.5 7.0 23.5
smoking gun 1.5 29.0 9.0 15.0 sacred cow 36.0 61.0 6.0 27.0
law firm 1.0 30.0 29.0 34.0 panda car 62.0 52.0 1.0 1.0
swan song 7.5 25.0 15.0 31.0 crocodile tear 86.0 39.0 16.0 18.0

Table 4: Modifier and head RDs between Scenario predictions and the gold ratings, sorted by increasing
average Scenario RD. As a textual point of comparison, we add RDs for Skip-gram predictions.
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