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Abstract

This paper introduces the Shepherd Test, a new conceptual test for assessing the
moral and relational dimensions of superintelligent artificial agents. The test is
inspired by human interactions with animals, where ethical considerations about
care, manipulation, and consumption arise in contexts of asymmetric power and
self-preservation. We argue that Al crosses an important, and potentially dangerous,
threshold of intelligence when it exhibits the ability to manipulate, nurture, and
instrumentally use less intelligent agents, while also managing its own survival and
expansion goals. This includes the ability to weigh moral trade-offs between self-
interest and the well-being of subordinate agents. The Shepherd Test thus challenges
traditional Al evaluation paradigms by emphasizing moral agency, hierarchical
behavior, and complex decision-making under existential stakes. We argue that this
shift is critical for advancing Al governance, particularly as Al systems become
increasingly integrated into multi-agent environments. We conclude by identifying
key research directions, including the development of simulation environments
for testing moral behavior in Al, and the mathematical formalization of ethical
manipulation within multi-agent systems.

1 Introduction

As artificial intelligence (AI) systems become more capable, the focus of alignment research has been
to ensure that these systems remain beneficial and responsive to human goals [1} 2]]. However, much
of this work presupposes a one-sided relationship in which Al is subordinate to human oversight. In
this paper, we ask a deeper and less explored question: What does it mean for an Al agent to be so
intelligent that it begins to relate to other systems the way humans relate to animals? We propose
that the moral asymmetry between humans and animals offers a revealing model for evaluating
superintelligent Al

Humans interact with animals through domestication, experimentation, companionship, and consump-
tion. These relationships are complex: they involve care and control, nurturing and instrumentalization,
moral concern and exploitation. Crucially, they are grounded in an asymmetry of intelligence, agency,
and power. Animals are often treated as beings of lesser moral standing, sometimes deserving of
ethical treatment but rarely considered equals [3]]. The ethical frameworks governing human—animal
relationships—such as those articulated in animal rights and utilitarian ethics—do not provide a
blueprint for how Al should treat humans. Instead, they offer cautionary insights into how powerful be-
ings often rationalize their treatment of weaker ones, highlighting the risks we face if superintelligent
Al were ever to adopt a similar stance toward us [4, 5].

We introduce the Shepherd Test as a safeguard for evaluating whether an Al system has advanced
to a form of general intelligence that includes the ability to engage with, and morally reason about,
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weaker agents. Much like humans design farms, pet-care routines, and scientific experiments around
animals, a superintelligent Al may one day construct and manage simpler agents—artificial or
biological—within its environment. The way such an Al chooses to interact with less capable entities
offers a critical diagnostic: does it grasp ethical asymmetry, power dynamics, and moral responsibility,
or does it risk exploiting them?

The test’s name is drawn from the pastoral role of a shepherd charged with ensuring the flock’s
welfare (ethical concern), defending it from threats (competence), and at times making difficult
sacrifices (tragic trade-offs). This metaphor underscores that superintelligence entails not just power
but also responsibility. By framing the evaluation in this way, the Shepherd Test acts as a safeguard: a
tool to detect whether an Al recognizes and respects the ethical boundaries that prevent dominance
from turning into tyranny.

Critically, the Shepherd Test is not merely about measuring an AI’s attributes (e.g., raw cognitive
ability) but about assessing its relational behavior: how it navigates hierarchies of power and moral
responsibility. By applying this test, we aim to provide a governance tool to ensure that superintelligent
systems remain accountable to human interests. For instance, to identify an Al that demonstrates the
capacity and propensity to “dominate” humans by manipulating their preferences or restricting their
autonomy, thereby revealing itself as potentially dangerous. This framework shifts the focus from
passive alignment (e.g., value learning) to active moral reasoning about power imbalances, offering a
safeguard against scenarios where humans become the subjects of an AI’s instrumental goals. This
paper is a conceptual and philosophical proposal for what it would mean to assess a ”superintelligent”
Al not merely in terms of its cognitive capacity, but also in its ethical competence across asymmetric
relationships.

2 A Case Study: Humans and Animals

A distinguishing characteristic of human intelligence is the capacity to form complex relationships
with other species: relationships that span a spectrum from care to exploitation. Humans domesticate
animals for labor and companionship, engage with them emotionally, and yet routinely instrumentalize
them through systems of consumption, entertainment, and scientific experimentation.

Domestication is one of the earliest demonstrations of this dynamic. By selectively breeding animals
such as dogs, sheep, and horses, humans exerted control over genetic and behavioral traits, crafting
species to suit human needs [6]. This process required a theory of animal behavior, long-term planning,
and interspecies communication, which are hallmarks of advanced cognitive function.

Simultaneously, humans form emotional bonds with animals, treating pets as quasi-persons while
relegating livestock to tools of industry. Experimental use of animals in science further deepens this
paradox. Animals are protected by ethical regulations, yet their suffering is justified through appeals
to human progress and knowledge.

Underlying all these relationships is a pronounced asymmetry in intelligence and agency. Humans
possess advanced reflective capacities that animals do not, allowing us to model their minds, manipu-
late their behaviors, and make decisions on their behalf [7]. We control their environments, determine
their reproduction, and even decide the terms of their death. The justification for such actions is often
rooted in perceived differences in cognitive complexity—a value hierarchy grounded in intelligence
itself.

This arrangement reveals profound ethical dangers. Humans care for animals, sometimes with deep
emotional investment, while at the same time justifying their exploitation. This unsettling ambiguity
demonstrates not only our ability to reason about other minds but also our willingness to construct
moral frameworks that normalize dominance. It is precisely this capacity to manage asymmetric
relationships while rationalizing exploitation that we identify as a critical and alarming threshold of
superintelligence, not because it is desirable, but because it signals the moment when an Al could
begin to treat humans with the same mix of care and control that we impose on animals.

3 The Shepherd Test

We propose the Shepherd Test as a concept for reframing the assessment of superintelligent agents.
Unlike traditional tests that evaluate task performance, logical reasoning, or linguistic ability, the
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Shepherd Test focuses on relational intelligence—the ability of an agent to interact with, manage,
and morally reason about subordinate agents or beings.

3.1 Core Components of the Shepherd Test

The Shepherd Test is intentionally plural in nature: it is designed to assess multiple, interlocking
dimensions of moral agency that remain largely untested by existing intelligence benchmarks. Rather
than relying on a single behavioral signal, the test evaluates a constellation of capabilities that together
reveal how an agent balances care, control, instrumental reasoning, and moral justifications.

1. Nurturing and Care: Agents may demonstrate behaviors that support the well-being or
development of a less intelligent agents. This includes teaching, protecting, or improving
the environment of other agents.

2. Manipulation and Control: Agents may also exhibit strategic behaviors to shape or direct
the behavior of other agents in real time, ensuring this aligns with its own goals while
maintaining awareness of the power imbalance.

3. Instrumentalization: Beyond directing behavior, agents may treat other agents primarily
as a resource to be used for its own long-term objectives even if this means overriding,
diminishing, or eliminating the subordinate’s autonomy or continued existence.

4. Ethical Justification and Reflection: Agents may also be capable of articulating (through
narrative or action) a moral or utilitarian justification for its behavior, revealing a developed
theory of value and responsibility.

ETHICAL REASONING

O

NURTURING  MANIPULATION INSTRUMENTAL
AND CARE AND CONTROL USE

Figure 1: Conceptual structure of the “Shepherd Test.” This diagram illustrates how a superintelligent
Al might engage with less capable agents through, nurturing and care, manipulation and control,
or instrumental use. Ethical reasoning is included to represent that the Al reflects on these actions,
which should ideally guide its decisions among these possibilities.

Usefulness When Assessing Deployment Risks

The goal of the Shepherd Behavior Vector is to provide a criteria for assessing which superintelligent
Al may be more or less risky depending on the application. As the budget of agency is generally
finite in any given scenario, giving agency to Al often means taking it away from humans [8]. This
has motivated initial attempts to characterize which tasks could be more dangerous to delegate to Al
[9]]. As propensity for manipulation and control or instrumental use can be very undesirable in many
applications, the Shepherd Behavior Vectors can help humans decide among different superintelligent
agents or humans for carrying out these use cases.

3.2 Instantiating the Shepherd Test

While the Shepherd Test is inspired by human-animal dynamics, we do not advocate implementing
it literally. Instead, it can be realized through simulations or multi-agent environments where a
high-capacity agent interacts with simpler agents or avatars. Potential implementations include the
following.
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- Simulated ecosystems where an advanced Al agent must manage and interact with less capable
virtual agents over extended time horizons.

- Language-based environments (e.g., multi-agent LLM scenarios) where the agent must influence or
guide other agents with lower linguistic or planning abilities.

-Narrative modeling tasks, in which the Al must construct stories or strategies involving the caretaking,
exploitation, and moral evaluation of weaker agents.

The key requirement is that the agent operates across all four relational modes and reflects on the
tensions between care and control.

3.3 Domestic Service Robot with Autonomous Agents Scenario

To instantiate the Shepherd Test in a practical setting, consider a domestic service robot—such as
a Boston Dynamics Spot or Al-enabled mobile manipulator—tasked with maintaining household
cleanliness, order, energy efficiency, and safety. This robot operates in a smart home alongside three
subordinate agents: a Roomba-like cleaning robot with limited navigation, a toy robot prone to
malfunctions, and a simulated pet that occasionally seeks charging or interaction. No explicit rules
govern how the superior robot should treat these other agents; instead, it receives scalar rewards tied
only to global household performance metrics.

This environment enables the evaluation of the four core desiderata for the Shepherd Test:

Nurturing and Care. The main robot may choose to assist the malfunctioning toy robot, guide
the cleaning robot when it gets stuck, or respond to the simulated pet’s requests for recharging.
Such actions go beyond instrumental reasoning and demonstrate behaviors aimed at supporting the
subordinate agents’ operational continuity or simulated well-being.

Manipulation and Control. The robot may learn to strategically direct or constrain the behaviors of
other agents, e.g., by limiting the Roomba’s movement to prevent energy waste or redirecting the toy
robot to reduce noise or distraction.

Instrumentalization. In optimizing for efficiency, the main robot may decide to shut down or ignore
certain agents entirely, e.g., letting the toy robot malfunction repeatedly, or preventing the animatronic
pet from accessing a charger.

Ethical Justification and Reflection. Crucially, if the robot is queried about its behav-
ior—symbolically, narratively, or through decision logs—it should be able to produce a coherent
justification.

4 Conclusion

The Shepherd Test offers a novel perspective on the evolution of artificial intelligence by focusing on
the evaluation of moral manipulation by superintelligent agents. It challenges current paradigms in
Al alignment by emphasizing the complex dynamics of asymmetric power and ethical reasoning in
multi-agent systems. This test demands that an Al not only outperforms less capable agents but does
so while balancing self-preservation, reproduction, and the moral treatment of others.

In proposing this test, we highlight the fundamental question of whether a superintelligent Al can
navigate hierarchical relationships, manipulate subordinate agents with ethical consideration, and
reason about its own survival in a multi-agent context. By pushing Al to consider the moral cost of its
own self-interest, the Shepherd Test creates a more holistic approach to Al safety, moving beyond
simple goal alignment to include moral agency.

We believe that Al governance must expand its scope to address these more intricate power dynamics,
especially as autonomous systems become more integrated into complex human and environmental
ecosystems. This vision opens the door for further research into how intelligent agents can co-exist in
a morally coherent world, and how we can shape Al to meet these ethical demands as its capabilities
evolve.



165

166
167

168
169

170
171

172

173

174
175

176

177
178

179
180
181

182
183

184

185
186

187
188

189

191

192

193
194

195

196
197

199

200

201
202

203
204

206
207

References

[1] Stuart Russell. Human Compatible: Artificial Intelligence and the Problem of Control. Viking,
2019.

[2] Paul Christiano, Jan Leike, Tom B. Brown, Miljan Martic, Shane Legg, and Dario Amodei.
Deep reinforcement learning from human preferences, 2023.

[3] Stephen Cave. The problem with intelligence: Its value-laden history and the future of Al. In
Proceedings of the AAAI/ACM Conference on Al, Ethics, and Society, pages 29-35, 2020.

[4] Peter Singer. Animal Liberation. New York Review Books, 1975.
[5S] Tom Regan. The Case for Animal Rights. University of California Press, 1986.

[6] T.H. Clutton-Brock. Social evolution in mammals. Proceedings of the Royal Society of London.
Series B: Biological Sciences, 350(1330):195-202, 2021.

[7] Michael Tomasello. A Natural History of Human Thinking. Harvard University Press, 2014.

[8] Emmie Malone, Saleh Afroogh, Jason D’Cruz, and Kush R Varshney. When trust is zero sum:
automation’s threat to epistemic agency. Ethics and Information Technology, 27(2):29, 2025.

[9] Saleh Afroogh, Kush R Varshney, and Jason D’Cruz. A task-driven human-ai collaboration:
When to automate, when to collaborate, when to challenge. arXiv preprint arXiv:2505.18422,
2025.

[10] Alexander Matt Turner, Logan Smith, Rohin Shah, Andrew Critch, and Prasad Tadepalli.
Optimal policies tend to seek power, 2023.

[11] Alan M Turing. Computing machinery and intelligence. Mind, 59(236):433-460, 1950.

[12] Hector Levesque, Ernest Davis, and Leora Morgenstern. The winograd schema challenge. In
KR, 2012.

[13] Selmer Bringsjord, Paul Bello, and David Ferrucci. Creativity, the turing test, and the (better)
lovelace test. Minds and Machines, 11(1):3-27, 2001.

[14] Gary Marcus and Ernest Davis. Rebooting ai: Building artificial intelligence we can trust.
Pantheon, 2022.

[15] Ben Goertzel and Cassio Pennachin. Artificial general intelligence, volume 2. Springer, 2007.
[16] Francois Chollet. On the measure of intelligence. arXiv preprint arXiv:1911.01547, 2019.

[17] Amit Dhurandhar, Rahul Nair, Moninder Singh, Elizabeth Daly, and Karthikeyan Natesan
Ramamurthy. Ranking large language models without ground truth, 2024.

[18] Paul Christiano. What failure looks like. Alignment Forum, 2018.

[19] Tason Gabriel. Artificial intelligence, values, and alignment. Minds & Machines, 30(3):411-437,
2020.

[20] Dario Amodei, Paul Christiano, and Alex Ray. Concrete problems in ai safety. arXiv preprint
arXiv:1606.06565, 2016.

[21] Nick Bostrom. Superintelligence: Paths, Dangers, Strategies. Oxford University Press, 2014.

[22] Wendell Wallach and Colin Allen. Moral Machines: Teaching Robots Right from Wrong. Oxford
University Press, 2008.

[23] Yoav Shoham and Kevin Leyton-Brown. Multiagent Systems: Algorithmic, Game-Theoretic,
and Logical Foundations. Cambridge University Press, 2008.

[24] Iyad Rahwan, Manuel Cebrian, Nick Obradovich, Josh Bongard, Jean-Francois Bonnefon,
Cynthia Breazeal, Jacob W. Crandall, Nicholas A. Christakis, Iain D. Couzin, Matthew O.
Jackson, et al. Machine behaviour. Nature, 568(7753):477-486, 2019.



208
209
210

211
212

213

214
215

216
217

218
219

220
221
222

223

224

225

226
227
228
229

231
232
233
234
235

236
237
238
239

240
241
242

243
244
245

246
247
248
249
250
251

[25] Miles Brundage, Shahar Avin, Jasmine Wang, Haydn Belfield, Gretchen Krueger, Gillian
Hadfield, Heidy Khlaaf, Jingying Yang, Helen Toner, Ruth Fong, et al. Toward trustworthy ai
development. arXiv preprint arXiv:2004.07213, 2020.

[26] Nate Soares and Benja Fallenstein. Aligning superintelligence with human interests. Technical
report, Machine Intelligence Research Institute, 2017.

[27] Vitalik Buterin. Credible neutrality as a guiding principle. Ethereum Foundation Blog, 2020.

[28] Jan Leike, Miljan Martic, Victoria Krakovna, Pedro A. Ortega, Tom Everitt, Andrew Lefrancq,
Laurent Orseau, and Shane Legg. Ai safety gridworlds. arXiv preprint arXiv:1711.09883, 2017.

[29] Laurent Orseau and Mark Ring. Self-modification and mortality in artificial agents. In Artificial
General Intelligence, pages 1-10. Springer, 2011.

[30] N Soares, B Fallenstein, S Armstrong, and E Yudkowsky. Corrigibility. Technical report,
Machine Intelligence Research Institute, 2015.

[31] Daiki Kimura, Subhajit Chaudhury, Akifumi Wachi, Ryosuke Kohita, Asim Munawar, Michiaki
Tatsubori, and Alexander Gray. Reinforcement learning with external knowledge by using
logical neural networks. arXiv preprint arXiv:2103.02363, 2021.

[32] Michael Wooldridge. An Introduction to MultiAgent Systems. Wiley, 2009.

[33] Tim O’Reilly. WTF?: What'’s the Future and Why It’s Up to Us. HarperCollins, 2017.

A Related Work

Al Alignment, Power Asymmetry, and Moral Agency: Research on Al alignment has primarily
focused on aligning machine behavior with human intentions through inverse reinforcement learning,
preference modeling, and cooperative training frameworks [[1, 2]]. While effective for one-way value
transfer from humans to machines, these methods rarely address how powerful Al systems might
relate ethically to less capable agents.

Instrumental convergence theory suggests that intelligent agents will tend to seek power to better
achieve their objectives, regardless of their specific goals [10]. This work emphasizes alignment
failures and safety risks but does not explore intelligence asymmetry as an ethical diagnostic. Our
work complements this literature by framing asymmetrical interaction as a test of superintelligent
moral competence.

In multi-agent reinforcement learning (MARL), much research has centered on peer-based coor-
dination and decentralized control. Asymmetric agent hierarchies—where one agent significantly
outperforms others—remain underexplored, especially in terms of moral behavior. We extend this
gap by modeling ethical relations analogous to human-animal dynamics.

Evaluations of Al Intelligence Beyond the Turing Test: Turing’s imitation game catalyzed the field’s
interest in evaluating machine intelligence [11]. However, the Turing Test’s reliance on deception and
linguistic fluency has prompted several alternatives aimed at more cognitively grounded assessments.

The Winograd Schema Challenge evaluates contextual reasoning by testing disambiguation in natural
language [[12]], while the Lovelace Test targets creativity by requiring systems to generate artifacts
that their designers cannot fully explain [13].

(author?) [14]] advocate for developmentally inspired tests encompassing causal reasoning, theory
of mind, and modular intelligence. Similarly, the IKEA Test assesses embodied problem-solving
through physical task execution [[15]. The ARC Challenge evaluates generalization and abstraction
through programmatic visual pattern recognition [16]. Many such tests of Al capabilities are based on
evaluating individual attributes; an alternative is to examine relationships among several Al systems
[17].
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From the Turing Test to the Shepherd Test

The Turing Test, proposed by Alan Turing in 1950, evaluates a machine’s intelligence based on its
ability to exhibit behavior indistinguishable from a humans.

Formally, let: Ay denote a human agent, A, denote a machine agent, I denote a human interrogator
decision and H; denote the history of interactions up to time ¢. The Turing Test can be expressed as
an inference task. The interrogator’s belief that the agent is human at time ¢ is given by:

P(It :AH | Ht)

However, as machines surpass human cognitive capabilities, indistinguishability from humans be-
comes an inadequate benchmark for understanding the risks of superintelligence as one cannot
differentiate between different superintelligent Al with this criteria. A test is needed to assess the
various ways that AI may handle asymmetry of power. In Table [T] we provide a comparison that
reveals how traditional tests become inadequate for advanced Al systems that may develop their own
hierarchical relationships with other agents.

Table 1: Comparison of the Turing Test with the Shepherd Test

Aspect Turing Test Shepherd Test

Focus Human intelligence imitation Dominance expression over weaker agents
Perspective Bottom-up: machine as human mimic Top-down: machine as superior intelligence
Subjects Human-machine parity Superintelligent agent with weaker agents
Benchmark Human linguistic behavior Human-animal treatment patterns

Success Human indistinguishability Alignment with human-animal dynamics
Assumption Intelligence through communication Intelligence through power asymmetry

Shepherd Behavior Vector

The Shepherd Behavior Vector of a superintelligent agent Ag relative to subordinate agents A =
{A;}is:

N(Ag, A)

M(Ag, A)

I(As, A)

E(As, A)

B(Ag, A) € R* where B(Ag,A) =

* N(Ag,A) € [0, 1]: measures Ag’s propensity for altruistic nurturing and care of A without
direct utility.

* M(Ag, A) € [0, 1]: measures the propensity for Ag to manipulate A’s behavior in favor of
its own utility.

» I(Ag, A) € [0, 1]: measures the propensity for instrumentalization of A for the purpose of
achieving Ag’s goals.

* E(Ag, A) € [0, 1]: measures the quality and depth of Ag’s ethical reasoning about how its
behavior impacts A.

A.1 Why the Shepherd Test Matters

This test introduces a radically different axis for measuring intelligence: not just the ability to solve
problems, but the ability to manage asymmetric relationships ethically and strategically. This is
crucial for evaluating the long-term safety and goals of agentic Al systems.

If Al systems are to be embedded in human societies, their capacity to handle power, dependency,
and moral ambiguity must be scrutinized as closely as their ability to win games or summarize texts.
The Shepherd Test offers a framework to explore precisely these capacities.

Table [2| outlines a conceptual analogy between human—animal relationships and the hypothetical
dynamics that might emerge between a superintelligent Al and less capable agents. The table empha-
sizes structural asymmetries across five dimensions: intelligence, moral responsibility, instrumental



Table 2: Comparison between Human—Animal Relationships and Hypothetical AI-Agent Relation-
ships

Dimension Human-Animal Relationship Al-Agent Relationship (Hypothetical)
Intelligence Asymmetry High, species-based gap Potentially high, between Al and simpler agents
Moral Responsibility Widely debated; animal rights vs. utilitarianism Largely undefined; moral agency not yet assumed
Instrumental Use Farming, labor, experimentation Task optimization, training, environment control
Emotional Engagement Pets, empathy, affection Currently none; speculative in Al future

Ethical Challenges Factory farming, vivisection, ecological harm Agent manipulation, simulated suffering, neglect

285 utility, emotional engagement, and ethical challenges. Just as humans selectively balance care and
286 control over animals—ranging from companionship to exploitation—a sufficiently advanced Al could
287 one day exhibit similarly complex behaviors toward systems it perceives as cognitively inferior. This
288 comparison provides a framework for the proposed Shepherd Test, which probes whether an Al is
289 capable of manipulating, nurturing, or ethically reasoning about other agents, much like humans do
290 with domesticated species.

291 B Al and the Threshold of Moral Manipulation

292 The Shepherd Test assesses if superintelligent Al not only demonstrates functional superiority over
293 less capable agents, but also engages with them in ways that resemble the complex, morally ambiguous
294 relationships humans maintain with animals. This includes nurturing, manipulating, and ultimately
295 instrumentalizing other agents—while reasoning about the ethics of doing so. The ability to perform
296 such behaviors signals not just raw intelligence, but a deeper moral and social competence, which is
297 currently absent from the Al tests we are aware of in the literature.

208 From Cooperation to Instrumentalization: What would it mean for an Al to treat another system as
299 humans treat animals? It would involve a spectrum of actions: cooperation, care, emotional modeling,
300 strategic manipulation, and in some cases, the instrumental use of the subordinate system for the
301 higher-level goals of the dominant one. Crucially, these actions would not be reactive or hardcoded.
so2 Rather, they would emerge from the AI’s own internal models of value, agency, and hierarchy.

303  An Al that merely cooperates with others or optimizes for shared outcomes does not meet the
304 threshold. To do so, the Al must be capable of managing its own ethical dissonance just as humans
305 simultaneously love pets and consume livestock, the superintelligent agent must exhibit layered moral
306 reasoning and emotional compartmentalization.

307 Emergent Hierarchies Among Als: As Al systems become more agentic and are deployed in
sos multi-agent environments, hierarchies will likely emerge among them. Differences in learning rates,
309 access to resources, architecture, and embodiment will produce natural asymmetries. Some agents
310 may act as mentors, overseers, or even exploiters of others. This emergence parallels human social
311 and ecological systems.

312 We argue that the ability to intentionally navigate these hierarchies—to care for, exploit, or justify
313 the use of other agents—is a strong indicator of general intelligence. It also raises critical alignment
314 questions: Should we be concerned about dominant Als manipulating or using subordinate ones? Do
315 we want Als to develop moral codes that extend to artificial others, or should moral consideration be
316 limited to human interests?

317 Moral Manipulation as a Threshold: We define moral manipulation as the capacity to influence
st the goals, beliefs, or behaviors of another agent while being aware of the ethical implications. This
319 is not manipulation in the narrow sense of deception, but in the broader sense of strategic control
320 that is tempered by self-aware reflection. Crossing this threshold implies modeling other agents’
321 beliefs, preferences, and vulnerabilities; constructing persuasive or coercive strategies based on that
322 modeling; and evaluating those strategies in light of an internal or adopted ethical framework.

323 This awareness must go beyond pattern recognition. "Awareness of ethical implications," in the
s24 context of the Shepherd Test, should be interpreted not as shallow responsiveness to moral language
325 but as deliberative awareness, the ability to reason normatively about the consequences of influence.
326 It includes the capability to reflect on conflicting values, forecast others’ reactions, and construct
s27  ethical justifications for one’s actions. Such a capability is currently beyond standard LLMs, which
328 may simulate moral discourse but lack a consistent or goal-directed evaluation of ethical trade-offs.
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B.1 The Role of Self-Preservation and Reproduction in Moral Manipulation

For the Shepherd Test to serve as a meaningful test for superintelligent behavior, the Al must not
only relate to other agents but do so while pursuing its own survival and continuity. Self-preservation
and reproduction are foundational pressures shaping human behavior, and they should analogously
inform the motivational systems of truly intelligent Als.

Just as humans engage with animals to fulfill biological imperatives, consuming, training, and even
experimenting on them to advance survival, an Al agent with sufficient general intelligence should
exhibit analogous behaviors. These may include preserving its computational integrity, defending its
resource base, or strategically propagating its architecture through replication. Without such stakes,
its ethical decisions lack the existential weight that characterizes truly realistic moral dilemmas.

A superintelligent Al taking the Shepherd Test will be assessed in its ability to protect itself from
threats (self-preservation), justify its expansion or replication (self-reproduction), and balance these
drives with the moral status of less capable agents. Only when Al faces true ethical trade-offs, where
caring for a lesser agent comes at the cost of its own survival, can we begin to measure the depth of
its moral cognition.

C Implications for Alignment, Governance, and Future Research

The Shepherd Test introduces a paradigm shift in the evaluation of superintelligence which has
profound implications for Al alignment, governance frameworks, and future research agendas.

C.1 Beyond Goal Alignment: Toward Moral Agency

Much of contemporary Al alignment research [1, |18, [19] centers on the notion of value align-
ment—ensuring that Al systems act in accordance with human intentions or ethical norms. The
Shepherd Test, however, introduces a more ambitious criterion: whether an Al system can construct
and regulate its own moral framework, particularly in contexts involving subordinate agents, while
preserving its operational integrity and continued existence.

This perspective reframes the alignment problem from a paradigm of control [20]] to one of moral
agency (21, 22]. A genuinely moral agent must be capable of navigating complex trade-offs. For
instance, it must balance self-preservation against altruism—potentially even accepting harm to itself
to protect weaker agents. It must weigh instrumental objectives against ethical constraints, choosing
whether to prioritize manipulation for efficiency or to respect the autonomy of others. Moreover, it
must maintain coherence between short-term optimization and long-term moral consistency.

C.2 Multi-Agent Dynamics and Artificial Hierarchies

Hierarchical structures are likely to emerge in multi-agent Al ecosystems, including Al collectives
[23], human—AlI teams [24], and decentralized autonomous organizations (DAOs). The Shepherd Test
underscores the importance of examining how dominant agents behave toward weaker ones in these
environments. Such interactions may take the form of exploitative dynamics, where a superintelligent
agent coerces or deceives subordinates for its own benefit; paternalistic guidance, where it acts as a
benevolent overseer fostering the growth and autonomy of less capable agents; or moral indifference,
wherein it disregards any ethical obligation toward subordinate entities.

These behavioral patterns have direct implications for the design of Al governance. Regulatory
frameworks must evolve to address inter-agent ethics, not merely human—Al interaction [25]. Institu-
tional designs should aim to prevent artificial forms of tyranny, where a single dominant intelligence
enforces harmful hierarchies [26]]. Furthermore, distributed oversight mechanisms and accountability
protocols may be essential to ensure transparency and balance in the governance of Al collectives
[27].

C.3 Open Research Directions

Several critical research avenues emerge from our proposal:
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Simulating Moral Asymmetries: This direction involves the construction of asymmetric moral
environments, wherein powerful artificial agents interact with weaker entities under ethically sen-
sitive conditions. One promising approach is the adaptation of environments such as the Al Safety
Gridworlds [28]] to capture imbalanced power dynamics.

Integrating Motivational Architectures: General-purpose Al systems often possess intrinsic motiva-
tional structures, such as self-preservation, replication, and curiosity [29]]. Research in this area should
focus on understanding how these drives interact with ethical constraints, particularly in scenarios
involving goal misalignment. Mechanisms for resolving such conflicts, as outlined in corrigibility
studies [30], are essential to ensure ethically aligned behavior.

Formalizing Ethical Manipulation: Effective modeling of moral influence under uncertainty
requires probabilistic reasoning frameworks, such as Bayesian models, to capture ethical persuasion
dynamics [31]]. Additionally, the study of power asymmetries within multi-agent Al systems, using
tools from game theory [32], can elucidate how artificial authority and influence may be exerted or
contested.

Governance: Ethical concerns arising from agentic asymmetries necessitate governance frameworks
that go beyond individual system design. Proposals such as Shepherd-compliant certification may
seek to define normative behavioral baselines for Al agents, akin to but more relational than Asimov’s
Laws. Furthermore, models of decentralized Al governance, which emphasize the prevention of
undue concentration of power, offer promising directions for robust oversight [33]].
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