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Abstract

The similarity between the question and in-001
dexed documents is a crucial factor in doc-002
ument retrieval for retrieval-augmented ques-003
tion answering. Although this is typically the004
only method for obtaining the relevant docu-005
ments, it is not the sole approach when deal-006
ing with entity-centric questions. In this study,007
we propose Entity Retrieval, a novel retrieval008
method which rather than relying on question-009
document similarity, depends on the salient en-010
tities within the question to identify the retrieval011
documents. We conduct an in-depth analysis012
of the performance of both dense and sparse013
retrieval methods in comparison to Entity Re-014
trieval. Our findings reveal that our method not015
only leads to more accurate answers to entity-016
centric questions but also operates more effi-017
ciently.018

* We have included our source code implementa-019
tion of the project, along with the generated model020
answers, in the Software section of our submission.021

1 Introduction022

Information retrieval has significantly enhanced the023

factual reliability of large language model (LLM)024

generated responses (Shuster et al., 2021) in ques-025

tion answering (Zhu et al., 2021; Zhang et al.,026

2023). This improvement is particularly notable027

in a research area known as retrieval-augmented028

generation (RAG; Lewis et al., 2020b; Izacard and029

Grave, 2021; Singh et al., 2021). RAG systems030

typically employ the Retriever-Reader architecture031

(Chen et al., 2017), with retrievers being either032

sparse (Peng et al., 2023), dense (Karpukhin et al.,033

2020), or a hybrid (Glass et al., 2022). The reader,034

which is a generative language model (e.g., BART;035

Lewis et al., 2020a, T5; Raffel et al., 2020, GPT-3;036

Brown et al., 2020), conditions its generated an-037

swers on the documents deemed relevant by the038

retriever. Recent RAG methodologies exploit the039

in-context learning capabilities of LLMs to incor-040
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Figure 1: Entity Retrieval simplifies the process of ob-
taining augmentation documents by replacing the need
to search through large indexed passages with a straight-
forward lookup. For Q: What is the capital of
Seine-Saint-Denis? Entity Retrieval considers the
first few sentences of Seine-Saint-Denis Wikipedia
article which states “Its prefecture is Bobigny.”
and returns A = Bobigny where the other retrieval meth-
ods return A = Saint-Denis or A = Paris.

porate the retrieved documents into the prompt (Shi 041

et al., 2023; Peng et al., 2023; Yu et al., 2023). 042

Kandpal et al. (2023) demonstrate that retrieval- 043

augmentation improves LLMs’ performance in an- 044

swering entity-centric questions that seek factual 045

information about real-world entities1. They show 046

that this technique is particularly helpful for ques- 047

tions about rare entities, which appear infrequently 048

in LLM training and fine-tuning data. 049

1Entity-centric questions typically have answers that are
concise single words or short phrases. These answers often ref-
erence or directly stem from a knowledge base entity (Ranjan
and Balabantaray, 2016).
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But is there a correlation between the quality of050

the retrieved documents and the generated response051

quality? Sciavolino et al. (2021) demonstrate that052

dense retrievers retrieve less relevant documents053

for answering entity-centric questions than sim-054

pler sparse retrievers. Additionally, Cuconasu et al.055

(2024) show that the presence of irrelevant docu-056

ments leads to worse answers.057

In this paper, we propose Entity Retrieval (Figure058

1b), which uses salient entities in the question to059

lookup knowledge base (e.g., Wikipedia) articles060

that correspond to each entity, and uses the first W061

words of the articles as augmentation documents062

for the question passed to the LLM.063

Our contributions are as follows: (1) we pro-064

pose Entity Retrieval, a novel method of acquiring065

augmentation documents using salient entities in066

the questions, (2) we compare the retrieval per-067

formance quality of several retrieval techniques068

(both dense and sparse) to Entity Retrieval for ques-069

tions within two entity-centric question answering070

datasets, (3) we study the retrieval-augmentation071

quality of the compared techniques and Entity Re-072

trieval, using salient entity annotations of the ques-073

tions, and (4) we examine the application a recent074

state-of-the-art entity linking method for Entity Re-075

trieval in the absence of entity annotations in entity-076

centric questions.077

2 Retrieval for Retrieval-Augmentation078

Retrieval-augmentation (Lewis et al., 2020b) is a079

method of converting Closed-book question an-080

swering2 (Roberts et al., 2020) into extractive ques-081

tion answering (Abney et al., 2000; Rajpurkar et al.,082

2016), where the answers can be directly extracted083

from the retrieved documents. Despite the abun-084

dance of effective retrieval techniques for retrieval-085

augmented question answering in existing literature086

(Zhan et al., 2020a,b; Yamada et al., 2021; Izacard087

et al., 2022; Santhanam et al., 2022; Ni et al., 2022,088

inter alia.), this section will concentrate on a select089

few methods3 utilized to study answering entity-090

centric questions in this paper.091

BM25 (Robertson et al., 1994, 2009) is a prob-092

abilistic retrieval method that ranks documents093

based on the frequency of query terms appearing in094

each document, adjusted by the length of the docu-095

2Closed-book QA focuses on answering questions without
additional context during inference.

3We selected the methods supported by pyserini.io for
the similarity between the underlying modules, minimizing
discrepancies across different implementations.

ment and overall term frequency in the collection. 096

It operates in the sparse vector space, relying on 097

precomputed term frequencies and inverse docu- 098

ment frequencies to retrieve documents based on 099

keyword matching. 100

DPR (Dense Passage Retrieval; Karpukhin et al., 101

2020) leverages a bi-encoder architecture, wherein 102

the initial encoder processes the question and the 103

subsequent encoder handles the passages to be re- 104

trieved. The similarity scores between the two 105

encoded representations are computed using a dot 106

product. Typically, the encoded representations 107

of the second encoder are fixed and indexed in 108

FAISS (Johnson et al., 2019; Douze et al., 2024), 109

while the first encoder is optimized to maximize the 110

dot-product scores based on positive and negative 111

examples. 112

ANCE (Xiong et al., 2021) is another dense re- 113

trieval technique similar to DPR. It employs an en- 114

coder to transform both the questions and passages 115

into dense representations. These representations 116

are compared using dot product similarity. The key 117

distinction from DPR is that ANCE uses hard neg- 118

atives generated by periodically updating the pas- 119

sage embeddings during training, which helps the 120

model learn more discriminative features, thereby 121

enhancing retrieval performance over time. 122

3 Entity Retrieval for Question 123

Answering 124

While quite powerful, most retrieval-augmented 125

systems are notably time and resource-intensive, 126

necessitating the storage of extensive lookup in- 127

dices and the need to attend to all retrieved doc- 128

uments to generate a response (see Section 4.7). 129

This attribute renders such methods less desirable, 130

particularly given the drive to run LLMs locally 131

and on mobile phones (Alizadeh et al., 2023). 132

Entity recognition has been an integral com- 133

ponent of statistical question answering systems 134

(Aghaebrahimian and Jurčíček, 2016, inter alia). 135

Additionally, the extensively studied field of 136

Knowledge Base Question Answering (Cui et al., 137

2017, inter alia) has underscored the significance 138

of entity information from knowledge bases in 139

question answering (Salnikov et al., 2023). A tra- 140

ditional neural question answering pipeline may 141

contain entity detection, entity linking, relation 142

prediction, and evidence integration (Mohammed 143

et al., 2018; Lukovnikov et al., 2019), where entity 144

detection can employ LSTM-based (Hochreiter and 145
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Schmidhuber, 1997) or BERT-based (Devlin et al.,146

2019) encoders. Inspired by this body of work,147

we investigate the relevance of retrieval based on148

entity information as an alternative strategy to the149

proposed retrieval methods of Section 2, especially150

for answering entity-centric questions with LLMs.151

Our proposed method Entity Retrieval, leverages152

the salient entities within the questions to identify153

and retrieve their corresponding knowledge base154

articles. We will then use the first W words of155

these articles as the documents augmenting entity-156

centric questions when prompting LLMs. Figure157

1 presents a schematic comparison between Entity158

Retrieval and dense retrieval methods in identifying159

retrieval documents to enhance question answering160

with LLMs.161

4 Experiments and Analysis162

4.1 Setup163

We focus on Wikipedia as the knowledge base and164

utilize the pre-existing BM25, DPR, and ANCE re-165

trieval indexes in Pyserini (Lin et al., 2021). These166

indexes, follow established practices (Chen et al.,167

2017; Karpukhin et al., 2020) and segments the arti-168

cles into non-overlapping text blocks of 100 words,169

resulting in 21,015,300 passages. For dense retriev-170

ers, the passages are processed with a pre-trained171

context encoder, generating fixed embedding vec-172

tors stored in a FAISS index (Douze et al., 2024).173

Our experimental entity-centric questions are en-174

coded using the question encoder, and the top k175

relevant passages to the encoded question are re-176

trieved from the FAISS index. For BM25 sparse177

retriever, the passages are stored in a Lucene in-178

dex and the questions are keyword matched to this179

index.180

As outlined in Section 3, the document retrieval181

process will require loading the entire index (as182

well as the question encoder for dense retrieval)183

into memory which entails significant time and184

memory consumption. To address this challenge,185

following Ram et al. (2023), we treat document186

retrieval as a pre-processing step, caching the most187

relevant passages for each question before conduct-188

ing the question answering experiments.189

For Entity Retrieval, similar to BM25, DPR,190

and ANCE, we maintain document lengths at 100191

words. However, our approach diverges in sourc-192

ing documents: rather than drawing from a large193

index of 21 million passages, we employ the salient194

entities within the question and retrieve their corre-195

sponding Wikipedia articles, which we then trun- 196

cate to the initial 100 words. Nonetheless, to ex- 197

plore the impact of document size, beyond the stan- 198

dard 100-word segment aligned with comparable 199

methods, we investigate Entity Retrieval across var- 200

ied lengths, including the first 50, 300, and 1000 201

words from the retrieved Wikipedia articles. 202

We conduct our retrieval-augmented question 203

answering experiments using LLaMA 3 model4, 204

and in all such experiments5, we prevent it from 205

generating sequences longer than 10 subwords. 206

We do not use any training question-answer pairs 207

in the prompts of our models. In other words, 208

aside from a simple instruction for answering the 209

question, in the Closed-book setting, the prompt 210

solely comprises the question, while in the retrieval- 211

augmented settings using BM25, DPR, and ANCE, 212

it includes the pre-fetched retrieved documents 213

from the corresponding retrieval index along with 214

the question. Similarly, for the Entity Retrieval 215

settings, the prompt consists of the first W words 216

of the Wikipedia pages corresponding to the salient 217

entities in the question. We follow Ram et al. 218

(2023) for question normalization and prompt for- 219

mulation. 220

4.2 Data 221

We use the following datasets in our experiments: 222

EntityQuestions (Sciavolino et al., 2021) is cre- 223

ated by collecting 24 common relations (e.g., ‘au- 224

thor of’ and ‘located in’) and transforming fact 225

triples (subject, relation, object) that contain these 226

relations, into natural language questions using pre- 227

defined templates. The dataset comprises 176,560 228

train, 22,068 dev, and 22,075 test question-answer 229

pairs. To expedite our analytical experiments in 230

this paper, given the extensive size of the dev and 231

test sets, we constrain the question-answer pairs 232

in these subsets to those featuring salient entities 233

within the top 500K most linked Wikipedia pages, 234

as suggested by (Shavarani and Sarkar, 2023). 235

Thus, the dev and test subsets of EntityQuestions 236

considered in our experiments consist of 4,710 and 237

4,741 questions, respectively. 238

FactoidQA6 (Smith et al., 2008) contains 2,203 239

hand crafted question-answer pairs derived from 240

Wikipedia articles, with each pair accompanied by 241

4https://llama.meta.com/llama3/.
5We run our experiments on one server containing 2 RTX

A6000s with 49GB GPU memory each.
6https://www.cs.cmu.edu/~ark/QA-data/data/

Question_Answer_Dataset_v1.2.tar.gz.
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its corresponding Wikipedia source article included242

in the dataset.243

StrategyQA7 (Geva et al., 2021) is a complex244

boolean question answering dataset, constructed245

by presenting individual terms from Wikipedia246

to annotators. Its questions contain references to247

more than one Wikipedia entity, and necessitate248

implicit reasoning for binary (Yes/No) responses.249

The dataset comprises 5,111 answered questions250

initially intended for training question answering251

systems, with the system later tested on test set252

questions with unreleased answers. This train-253

ing set is split into two subsets, based on the per-254

ceived challenge of questions by adversarial anno-255

tation models (Dua et al., 2019), resulting in train256

and train_filtered subsets containing 2,290 and257

2,821 questions, respectively.258

4.3 Evaluation259

We evaluate the performance of the retrieval meth-260

ods using the following metrics:261

• nDCG@k (normalized Discounted Cumula-
tive Gain at rank k; Järvelin and Kekäläinen,
2002) evaluates the quality of a ranking sys-
tem by considering both the relevance and
the position of documents in the top k results.
Mathematically, it is represented as

nDCG@k =

∑k
i=1

2ri−1
log2(i+1)∑|RELk|

i=1
2ri−1

log2(i+1)

Where, ri denotes the relevance score of a262

document for a question, with relevance score263

ri = 1 if the document contains a normalized264

form of the expected answer to the question,265

and ri = 0, otherwise. And, RELk refers266

to a subset of the retrieved documents that267

contain a normalized form of the expected an-268

swer. nDCG@k scores range between 0 and 1,269

where a score of 1 signifies an optimal ranking270

with the most relevant documents positioned271

at the top.272

• MRR (Mean Reciprocal Rank; Voorhees and
Harman, 1999) is the average of the reciprocal
ranks of the first relevant document for each
question. Mathematically, it is represented as

MRR =
1

|Q|

|Q|∑
i=1

1

ri

7https://allenai.org/data/strategyqa.

where |Q| represents the total number of ques- 273

tions and ri denotes the rank of the first rele- 274

vant document for the i-th question. 275

• Top-k Retrieval Accuracy, as reported by Sci- 276

avolino et al. (2021), is calculated as the num- 277

ber of questions with at least one relevant doc- 278

ument in the top k retrieved documents di- 279

vided by the total number of questions in the 280

dataset. 281

We evaluate the performance of the retrieval- 282

augmented question-answering models with each 283

retrieval method as follows: 284

• For FactoidQA and EntityQuestions datasets, 285

we use OpenQA-eval (Kamalloo et al., 2023) 286

scripts to evaluate model performance, and 287

report exact match (EM) and F1 scores by 288

comparing expected answers to normalized 289

model responses. 290

• For StrategyQA, we present accuracy scores 291

by comparing model responses to the expected 292

boolean answers in the dataset. As well, to 293

assess model comprehension of the task, we 294

count the number of answers that deviate from 295

Yes or No and report this count in a distinct 296

column labeled “Inv #” for each experiment. 297

4.4 Entity Retrieval Performance using 298

Question Entity Annotations 299

We begin our analysis by comparing Entity Re- 300

trieval performance using BM25, DPR, and ANCE. 301

For this experiment, we calculate nDCG with var- 302

ious retrieved document sets of size k = 1, 2, 3, 303

4, 5, 20, and 100 documents. We use the entity 304

annotations provided with the questions from Fac- 305

toidQA and the dev set of EntityQuestions to fetch 306

their corresponding Wikipedia articles, excluding 307

StrategyQA from our analysis as it does not include 308

entity annotations. On average, the FactoidQA and 309

EntityQuestions datasets contain one salient entity 310

per question. 311

To evaluate the effect of document length, we 312

compare Entity Retrieval with the first 100 words 313

(equivalent to the size of documents returned by 314

BM25, DPR, and ANCE; noted as ER100w) and 315

also consider the first 50, 300, and 1000 words of 316

the retrieved Wikipedia articles (noted as ER50w, 317

ER300w, and ER1000w). An Entity Retrieval doc- 318

ument with 300 words has the same word count as 319

three documents returned by BM25 or DPR. 320
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Figure 2: nDCG@k scores comparing the quality of BM25, DPR, ANCE, and Entity Retrieval by considering both
the relevance and the position of documents in the top k retrieved passages for each question.
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Figure 3: Retrieval Accuracy scores showcasing the
correlation between the number of retrieved documents
and the expected answers’ coverage in EntityQuestions
(dev) subset.

Figure 2 presents the computed nDCG@k scores321

across varying document sizes, highlighting the su-322

perior performance of Entity Retrieval over other323

retrieval methods in the context of the entity-centric324

datasets under study. Notably, ER1000w, which325

corresponds to ten BM25 retrieved passages in326

terms of word count, exhibits a retrieval perfor-327

mance on par with 100 retrieved documents in Fac-328

toidQA and surpasses BM25, the top-performing329

retriever on EntityQuestions, by 25%. This im-330

pressive performance by Entity Retrieval can be331

attributed to its ability to retrieve fewer, yet more332

relevant, documents. This observation aligns with333

the conclusion drawn by Cuconasu et al. (2024),334

which emphasizes that the retrieval of irrelevant335

documents can negatively impact performance. En-336

tity Retrieval effectively minimizes the retrieval of337

such documents. Further insights can be gleaned338

from the comparison of nDCG scores along the339

x-axis of the plots in Figure 2. As the number of340

retrieved documents increases, the likelihood of341

FactoidQA EntityQuestions (dev)

BM25 0.245 0.522
DPR 0.209 0.456
ANCE 0.222 0.536

ER50w 0.097 0.435
ER100w 0.131 0.516
ER300w 0.185 0.610
ER1000w 0.272 0.695

Table 1: MRR scores comparing the retrieval quality
of BM25, DPR, ANCE, and Entity Retrieval through
the average of the reciprocal ranks of the first relevant
document for each question.

retrieving irrelevant documents also rises, leading 342

to a decline in retrieval performance when moving 343

from 1 to 5 retrieved documents. 344

Table 1 showcases the calculated MRR scores, 345

emphasizing the quicker attainment of relevant re- 346

trieval documents in Entity Retrieval compared to 347

other retrieval methods. Concurrently, Figure 3 348

illustrates the impact of incrementing the number 349

of retrieved documents on the expansion of the ex- 350

pected answers’ coverage for the EntityQuestions 351

dev subset. 352

While it may be appealing to consider 100 or 353

more documents to simultaneously enhance both 354

nDCG and Retrieval Accuracy, it is important to 355

note that 100 retrieved documents would comprise 356

10,000 words. This could potentially overwhelm 357

the model with excessive noise (irrelevant docu- 358

ments), and as well, could make it extremely costly 359

to execute retrieval-augmented question answering, 360

especially when the cost of API calls is calculated 361

per token. We would need at least 10,000 tokens 362

(optimistically, assuming each word equates to only 363
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one token) in addition to the tokens in the question.364

These factors suggest that retrieving a few docu-365

ments for each question is more beneficial.366

Taking these considerations into account, along367

with the nDCG@k, MRR, and Retrieval Accuracy368

results from this section, we gain a comprehensive369

understanding of the trade-off between the quality370

of the retrieved documents, which diminishes as we371

consider more documents, and the answer coverage,372

which increases as the model has a higher chance373

of encountering the right document with the correct374

hint for the answer. Consequently, we opt for k = 4375

as a default, and we will always retrieve the top-376

4 documents in our retrieval-augmented question377

answering experiments.378

4.5 Retrieval-Augmented Question Answering379

Next, we shift our focus to study the effectiveness380

of our proposed Entity Retrieval method compared381

to other retrieval methods in enhancing the quality382

of responses to entity-centric questions. In this sec-383

tion, we examine three distinct scenarios: (1) the384

Closed-book setting, where we use “Answer these385

questions:” as the task instruction, followed by386

the question, (2) the Retrieval-Augmented setting,387

where we use retrieved documents as a basis, fol-388

lowed by “Based on these texts, answer389

these questions:”, and then the question, and390

(3) the Entity Retrieval with question entity annota-391

tions, which uses the same prompt as the retrieval-392

augmented setting. The only difference lies in the393

documents retrieved, as we have previously dis-394

cussed.395

The initial eight rows of Table 2 present the396

results of our experiments using LLaMA 3 (8B)397

model. Upon examining these results, it is evident398

that ER100w, the most analogous Entity Retrieval399

setting to other retrieval methods, outperforms in400

terms of both EM and F1 scores. This setting re-401

turns identical 100-word documents as the other402

retrieval methods. Furthermore, our dense retrieval403

results align with the observations of Sciavolino404

et al. (2021), asserting that entity-centric questions405

indeed challenge dense retrievers. Although the406

BM25 method proves successful in enhancing the407

results compared to the Closed-book setting, it is408

noteworthy that even Entity Retrieval with the ini-409

tial 50 words of the articles corresponding to the410

salient entities within questions yields superior re-411

sults. This is particularly significant when com-412

pared to other retrieval methods which necessitate413

indexing the entire knowledge base on disk and414

LLaMA3
(8B)

FactoidQA EntityQuestions

dev test

EM F1 EM F1 EM F1

Closed-book 30.7 39.3 22.7 37.8 22.8 38.1

Retrieval-Augmented QA

BM25 32.2 42.4 23.8 38.6 23.3 38.5
DPR 29.4 38.5 22.0 36.2 20.5 35.3
ANCE 30.5 40.0 23.1 37.9 22.7 37.9

Entity Retrieval w/ Question Entity Annotations

ER50w 34.2 43.5 24.9 41.2 23.9 41.0
ER100w 33.6 42.8 26.2 42.8 25.7 42.4
ER300w 33.7 43.0 26.2 42.8 25.3 42.4
ER1000w 35.1 44.9 25.2 41.9 24.5 41.3

Entity Retrieval w/ SPEL Entity Annotations

ERSp50w 29.7 38.6 24.3 39.2 24.0 39.7
ERSp100w 28.3 37.4 25.0 40.1 24.2 39.8
ERSp300w 26.8 35.6 24.4 39.7 24.6 40.2
ERSp1000w 21.3 30.4 24.4 39.7 23.0 39.2

Table 2: Question answering efficacy comparison be-
tween Closed-book and Retrieval-augmentation using
BM25, DPR, ANCE, and Entity Retrieval. EM refers
to the exact match between predicted and expected an-
swers, disregarding punctuation and articles (a, an, the).
Results represent the average of two runs with the mar-
gin of error values provided in Table 6 in the Appendix.

loading the index into memory; a process required 415

in inference time where caching is not an option. 416

4.6 Entity Retrieval in absence of Question 417

Entity Annotations 418

In this section, we concentrate on the most cru- 419

cial component of the Entity Retrieval method: the 420

salient entities within entity-centric questions. We 421

explore a scenario where the entities are not explic- 422

itly provided in the question, suggesting the use of 423

an entity linking method to extract these entities. 424

Ideally, we would like to evaluate all recent entity 425

linking methods to identify the most effective one. 426

However, due to time and budget limitations, we 427

depend on the recent benchmarking studies by Ong 428

et al. (2024) to choose an entity linking method. 429

They examine the latest entity linking methods in 430

terms of performance against unseen data and en- 431

dorse SPEL (Shavarani and Sarkar, 2023) as the 432

top performer. Consequently, we investigate Entity 433

Retrieval using entities identified with SPEL, while 434

reserving the examination of other entity linking 435
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Question Who performed Alexis Colby? What is the capital of Seine-Saint-Denis?
Answer Joan Collins Bobigny

Closed-Book Diana Ross Paris
BM25 Linda Evans Saint-Denis
DPR Alexis Cohen Saint-Denis
ANCE Nicollette Sheridan performed Alexis Colby. Saint-Denis
ERSp100w Joan Collins Bobigny

Question Where did John Snetzler die? Where was Brigita Bukovec born?
Answer Schaffhausen Ljubljana

Closed-Book He died in London, England, in 178 Brigita Bukovec was born in Slovenia
BM25 John Snetzler died in London. Slovenia
DPR John Snetzler died in London in Slovakia
ANCE in England Rîbnit,a
ERSp100w Schaffhausen Ljubljana

Table 3: Example questions from EntityQuestions (dev) to demonstrate the performance of Entity Retrieval.

techniques for Entity Retrieval for future research.436

We maintain the Entity Retrieval settings as be-437

fore, defining ERSp50w, ERSp100w, ERSp300w,438

and ERSp1000w for performing entity linking with439

SPEL, then retrieving the Wikipedia articles corre-440

sponding to the SPEL identified entities, and using441

the first 50, 100, 300, and 1000 words of these ar-442

ticles as documents to augment the question when443

prompting the LLM.444

Passing the questions from our datasets to SPEL445

for analysis, we find that it generates a maximum of446

8, 3, and 4 annotations for FactoidQA, EntityQues-447

tions, and StrategyQA, respectively. On average,448

it produces 0.8, 0.7, and 1.1 annotations per ques-449

tion for these same datasets. SPEL successfully450

identifies and links entities in 56.5% of FactoidQA451

questions (1244/2203), 66.0% of EntityQuestions452

(dev) questions (3108/4710), 65.3% of EntityQues-453

tions (test) questions (3095/4741), 75.8% of Strate-454

gyQA (train) questions (1735/2290), and 74.2% of455

StrategyQA (train_filtered) questions (2094/2821).456

The final four rows of Table 2 showcase the com-457

parative results of utilizing entities identified by458

SPEL for Entity Retrieval. Given that one-third459

of EntityQuestions and approximately half of Fac-460

toidQA lack identified annotations, the exact match461

scores reveal that Entity Retrieval performs ro-462

bustly and surpasses BM25, the top-performing463

competitor retrieval method, for the entity-centric464

question-answering datasets under examination.465

This underscores the potential of Entity Retrieval466

within this paradigm. In addition, the disparity be-467

tween the results with and without question entity468

annotations strongly indicates the necessity for fur-469

ther research in the Entity Linking domain, which470

could enhance entity-centric question answering as471

LLaMA3
(8B)

train train_filtered

Acc. Inv # Acc. Inv #

BM25 43.8 601 49.1 679
ANCE 47.0 550 51.8 637

ERSp50w 49.7 378 56.2 417
ERSp100w 50.5 367 56.6 389
ERSp300w 46.2 508 53.9 538
ERSp1000w 40.2 778 43.2 924

Table 4: Comparison of Entity Retrieval using SPEL
identified entities to the best-performing dense and
sparse retrieval methods of Table 2 on the StrategyQA
dataset. Given the expected boolean results for Strat-
egyQA questions, we restricted LLaMA 3 to generate
only one token. Acc. indicates the fraction of answers
that correctly match the expected Yes or No responses
in the dataset, while Inv # represents the count of labels
that are neither Yes nor No, but another invalid answer.
Results represent the average of two runs with the mar-
gin of error values provided in Table 7 in the Appendix.

a downstream task. Table 3 provides some example 472

questions where Entity Retrieval has led to better 473

answers. 474

Table 4 presents a comparison of the perfor- 475

mance of Entity Retrieval using SPEL identified 476

entities against other retrieval methods on the Strat- 477

egyQA dataset. The results clearly demonstrate 478

the superior performance of Entity Retrieval over 479

the top-performing retrieval methods as shown in 480

Table 2. It is important to note that the 100-word 481

setting (ERSp100w) is the most analogous to other 482

retrieval methods, given that the size of their re- 483

trieved documents is also 100 words. Interestingly, 484

the results from the 1000-word setting suggest that 485

longer documents do not necessarily enhance the 486

7



Total
Time

Disk
Storage

Main
Memory

BM25 45min 11GB 2.3GB
ANCE 960min 61.5GB 64.2GB
ERSp100w 34min 9.4GB 6.3GB

Table 5: Comparison of the required resources for each
retrieval method in real-time execution. The reported
total time values exclude the time taken to load the
indexes and models, focusing solely on the time used to
answer the questions.

model’s recall. In fact, beyond a certain length,487

the model may become overwhelmed by the sheer488

volume of noise, leading to confusion. Lastly, the489

invalid count values suggest that Entity Retrieval490

is more effective in assisting the model to com-491

prehend the boolean nature of expected responses,492

eliminating the need to rely on retrieval from mil-493

lions of passages.494

4.7 Real-time Efficiency Analysis495

Our analysis thus far has primarily focused on the496

retrieval performance, without consideration for497

the time and memory efficiency; crucial factors in498

retrieval method selection. In this section, we shift499

our focus to these aspects.500

We begin by replacing the pre-built cache with501

the original retrieval modules that were used in cre-502

ating the retrieval cache document sets. We load503

the indexes and the necessary models for fetching504

the retrieval documents. We then record the peak505

main memory requirement of each method during506

the experiment. It is important to note that all re-507

trieval methods primarily rely on main memory,508

with minimal differences in GPU memory require-509

ments. Therefore, we report an average GPU mem-510

ory requirement of 35GB for the LLaMA 3 (8B)511

setting and exclude it from our results table. We512

then feed all 2,203 FactoidQA questions into the513

BM25, ANCE, and Entity Retrieval (using SPEL514

identified entities) to fetch the top-4 documents.515

We report the total time taken to generate answers516

to all the questions. Additionally, we keep track517

of all the pre-built models and indexes that each518

method requires for download and storage. We519

report the total size of all downloaded files to disk.520

Table 5 presents our findings on time and mem-521

ory requirements. It is evident that ANCE requires522

significantly more time to fetch and provide doc-523

uments, six times more disk space to store its in-524

dexes, and over ten times higher main memory 525

demands to load its dense representations. In con- 526

trast, BM25 and Entity Retrieval are more resource- 527

friendly. Notably, Entity Retrieval is 25% faster 528

than BM25 in response generation while demand- 529

ing the total memory and disk space of a stan- 530

dard personal computer. Future research can be di- 531

rected towards reducing the memory requirements 532

of Entity Retrieval; a direction which we find quit 533

promising. 534

5 Related Work 535

Similar to our studies, Kandpal et al. (2023) inves- 536

tigate the impact of salient entities on question an- 537

swering, and propose constructing oracle retrieval 538

documents as the 300-word segment surrounding 539

the ground-truth answer from the Wikipedia page 540

that contains the answer (entity name). Our ap- 541

proach leverages salient entities from questions 542

without directly involving answers. Additionally, 543

they primarily use entities to classify questions 544

into those concerning frequent knowledge base en- 545

tries versus those about rare entries on the long- 546

tail, whereas our approach assigns a more substan- 547

tial role to entities, treating them as pointers guid- 548

ing the retrieval of relevant documents to augment 549

questions. 550

Sciavolino et al. (2021) compare DPR and BM25 551

retrievers for entity-centric questions, and demon- 552

strate that DPR greatly underperforms BM25. They 553

attribute this to dense retrievers’ difficulty with 554

infrequent entities, which are less represented in 555

training data. In contrast, BM25’s frequency-based 556

retrieval is not sensitive to entity frequency. We 557

take a parallel approach and propose a simple yet ef- 558

fective method that leverages salient entities in the 559

question for identifying augmentation documents. 560

6 Conclusion 561

In this study, we focused on retrieval-augmented 562

question answering, and explored various retrieval 563

methods that rely on the similarity between the 564

question and the content of the passages to be re- 565

trieved. We introduced a novel approach, Entity 566

Retrieval, which deviates from the conventional 567

similarity mechanism. Instead, it capitalizes on 568

the salient entities within the question to identify 569

retrieval documents. Our findings indicate that our 570

proposed method is not only more accurate but 571

also faster in the context of entity-centric question 572

answering. 573
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Limitations and Ethical Considerations574

Our proposed Entity Retrieval method is specif-575

ically tailored for answering entity-centric ques-576

tions, with its performance heavily reliant on the577

presence of question entities. In scenarios where578

entity annotations are absent, the method’s effec-579

tiveness is directly tied to the performance of exter-580

nal entity linking methods. We acknowledge that581

our exploration of potential entity linking methods582

has not been exhaustive, and further investigation583

may yield insights that could enhance the Entity584

Retrieval method, even in the absence of question585

entity annotations.586

Furthermore, we recognize that entity linking587

can occasionally result in ambiguous entities. Our588

research has not delved into the impact of such am-589

biguities on the Entity Retrieval method, and we590

propose that future studies should focus on ensur-591

ing the selection of the most contextually appropri-592

ate entities for retrieval.593

Our research is primarily centered on Wikipedia594

as the knowledge base, a choice heavily influenced595

by previous studies for the sake of comparability.596

However, we acknowledge the importance of ex-597

ploring other knowledge bases and ontologies, par-598

ticularly in different domains, such as UMLS (Bo-599

denreider, 2004) in the medical field.600

In terms of benchmarking, we have compared601

the Entity Retrieval method against a limited se-602

lection of existing retrieval methods, guided by603

our judgement, experience, and considerations of604

implementation availability. We concede that our605

comparison has not been exhaustive, and this rea-606

soning extends to our comparison using different607

LLMs and their available sizes.608

Our research is on English only, and we acknowl-609

edge that entity-centric question answering in other610

languages is also relevant and important. We hope611

to extend our work to cover multiple languages in612

the future. We inherit the biases that exist in the613

data used in this project, and we do not explicitly614

de-bias the data. We are providing our code to the615

research community and we trust that those who616

use the model will do so ethically and responsibly.617
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LLaMA3
(8B)⋆

FactoidQA EntityQuestions

dev test

EM F1 EM F1 EM F1

Closed-book 30.7±0.1 39.3±0.0 22.7±0.5 37.8±1.0 22.8±0.1 38.1±0.6

Retrieval-Augmented QA

BM25 32.2±1.1 42.4±0.2 23.8±0.3 38.6±0.8 23.3±0.0 38.5±0.1
DPR 29.4±1.0 38.5±1.2 22.0±0.1 36.2±0.2 20.5±0.4 35.3±0.6
ANCE 30.5±0.4 40.0±0.4 23.1±0.7 37.9±0.6 22.7±0.7 37.9±0.9

Entity Retrieval w/ Question Entity Annotations

ER50w 34.2±0.7 43.5±0.6 24.9±0.2 41.2±0.0 23.9±0.5 41.0±0.1
ER100w 33.6±0.5 42.8±0.5 26.2±0.0 42.8±0.1 25.7±0.1 42.4±0.0
ER300w 33.7±1.4 43.0±1.7 26.2±0.4 42.8±0.0 25.3±1.0 42.4±1.1
ER1000w 35.1±0.4 44.9±0.7 25.2±0.4 41.9±0.6 24.5±0.9 41.3±0.6

Entity Retrieval w/ SPEL Entity Annotations

ERSp50w 29.7±0.3 38.6±0.7 24.3±0.2 39.2±0.1 24.0±0.1 39.7±0.0
ERSp100w 28.3±0.9 37.4±1.2 25.0±0.4 40.1±0.3 24.2±0.2 39.8±0.1
ERSp300w 26.8±0.6 35.6±0.7 24.4±0.0 39.7±0.1 24.6±0.3 40.2±0.5
ERSp1000w 21.3±0.5 30.4±0.8 24.4±0.1 39.7±0.1 23.0±0.7 39.2±0.7

Table 6: Question answering efficacy comparison between Closed-book and Retrieval-augmentation using BM25,
DPR, ANCE, and Entity Retrieval. EM refers to the exact match between predicted and expected answers,
disregarding punctuation and articles (a, an, the).
⋆ Results represent the average of two runs, accompanied by a margin of error based on a 99% confidence interval.

LLaMA3
(8B)⋆

train train_filtered

Acc. Inv # Acc. Inv #

BM25 43.8±0.1 601±4 49.1±1.0 679±7
ANCE 47.0±1.2 550±15 51.8±1.0 637±42

ERSp50w 49.7±1.2 378±34 56.2±1.3 417±31
ERSp100w 50.5±2.0 367±21 56.6±0.5 389±1
ERSp300w 46.2±1.9 508±22 53.9±1.9 538±14
ERSp1000w 40.2±0.4 778±3 43.2±0.3 924±13

Table 7: Comparison of Entity Retrieval using SPEL identified entities to the best-performing dense and sparse
retrieval methods on the StrategyQA dataset.
⋆ Results represent the average of two runs, accompanied by a margin of error based on a 99% confidence interval.
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