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Abstract

Peer review is central to academic publish-001
ing, but the growing volume of submissions002
is straining the process. This motivates the de-003
velopment of computational approaches to sup-004
port peer review. While each review is tailored005
to a specific paper, reviewers often make as-006
sessments according to certain aspects such as007
Novelty, which reflect the values of the research008
community. This alignment creates opportu-009
nities for standardizing the reviewing process,010
improving quality control, and enabling compu-011
tational support. While prior work has demon-012
strated the potential of aspect analysis for peer013
review assistance, the notion of aspect remains014
poorly formalized. Existing approaches often015
derive aspects from review forms and guide-016
lines, yet data-driven methods for aspect identi-017
fication are underexplored. To address this gap,018
our work takes a bottom-up approach: we pro-019
pose an operational definition of aspect and de-020
velop a data-driven schema for deriving aspects021
from a corpus of peer reviews. We introduce a022
dataset of peer reviews augmented with aspects023
and show how it can be used for community-024
level review analysis. We further show how025
the choice of aspects can impact downstream026
applications, such as LLM-generated review de-027
tection. Our results lay a foundation for a prin-028
cipled and data-driven investigation of review029
aspects, and pave the path for new applications030
of NLP to support peer review.1031

1 Introduction032

Peer review is an essential part of academic publish-033

ing. It is a complex, multifaceted task that requires034

a range of competencies including paper under-035

standing, domain-specific knowledge, and critical036

thinking (Shah, 2022; Yuan et al., 2022). Ensuring037

review quality, especially among novice review-038

ers, is an open challenge (Stelmakh et al., 2021a,b;039

1Our code and data are available at https://anonymous.
4open.science/r/aspects-in-reviews-737E/.

Sun et al., 2024a). The increasing volume of pub- 040

lications puts further strain on the process, which 041

motivates the development of computational ap- 042

proaches to support different stages of peer review, 043

from reading the paper to the final decision-making 044

by the program committees (Arous et al., 2021; 045

Checco et al., 2021; Stelmakh et al., 2021a; Shah, 046

2022; Schulz et al., 2022; Yuan et al., 2022; Lin 047

et al., 2023b; Kuznetsov et al., 2024). 048

Peer reviews are the central component of the 049

reviewing process. While individual reviews can 050

vary widely, reviewers within the same community 051

tend to focus on a specific set of general quality 052

categories, or aspects, such as Clarity and Nov- 053

elty. These aspects can be found in review forms, 054

instructional materials, guidelines, and the result- 055

ing review texts. Aspects allow comparison of 056

submissions across different dimensions of quality. 057

A comprehensive set of aspects shared among re- 058

viewers is critical for ensuring review quality and 059

consistency, and prior work has demonstrated the 060

potential of aspect-based tools to support the review 061

writing process (Sun et al., 2024a,b). 062

Yet, several open questions remain. First, what 063

is an aspect? Most prior work derives aspects from 064

review forms and guidelines. The lack of an opera- 065

tional definition of aspect prevents the comparison 066

of aspect schemata across studies. Second, what 067

aspect granularity is appropriate for different 068

tasks? While prior work operates with top-down, 069

coarse-grained aspect schemata derived from re- 070

view forms and guidelines, it is unclear whether 071

they are comprehensive or provide sufficient gran- 072

ularity for NLP applications. Third, how can fine- 073

grained aspect analysis support peer review? 074

While aspects have been applied to certain tasks, 075

the tasks that require a higher level of granularity 076

are underexplored. 077

To address these questions, this work introduces 078

an alternative, data-driven approach to peer review 079

aspect analysis. We propose an operational def- 080

1

https://anonymous.4open.science/r/aspects-in-reviews-737E/
https://anonymous.4open.science/r/aspects-in-reviews-737E/


inition of aspect grounded in its role within the081

evaluation process. We develop a semi-automatic082

approach that leverages a state-of-the-art large lan-083

guage model (LLM) to identify aspects in reviews,084

and apply it to a large collection of peer reviews085

to extract aspects in a bottom-up fashion. Building086

on these results, we develop a multi-level taxon-087

omy of aspects and present a novel dataset of peer088

reviews augmented with their corresponding as-089

pects. Our dataset facilitates the exploration of two090

tasks: predicting the review aspects that should be091

focused on given a paper (paper aspect prediction),092

and identifying the aspects that a review focuses on093

(review aspect prediction). Based on these tasks,094

we conduct a detailed empirical study of aspect at095

the community level. Furthermore, we demonstrate096

that a comprehensive, fine-grained set of aspects097

allows for a new dimension in comparing reviews,098

offers a nuanced assessment of review quality in099

terms of specificity, and can be used for detection100

of automatically generated reviews.101

Our work paves the path for data-driven analysis102

of aspects and enables new NLP applications to103

support peer review. Our method offers a bottom-104

up perspective that complements existing top-down105

schemata, and can be integrated with them by, for106

example, allowing domain experts to refine LLM-107

derived aspects into higher-level, domain-specific108

categories. Together, these perspectives enable a109

more comprehensive aspect-based analysis in peer110

review. To summarize, this work contributes the111

following:112

• We propose an semi-automatic approach to113

derive a comprehensive set of aspects from114

peer reviews in a bottom-up fashion.115

• We develop a taxonomy of aspect with dif-116

ferent granularity and a new dataset of peer117

reviews augmented with aspects.118

• We evaluate models on two tasks: predicting119

aspects to be focused on given a paper, and120

identifying the aspects covered in a review.121

• We show that finer-grained aspect analysis122

offers new insights into and support for the123

peer review process.124

2 Related Work125

2.1 Peer review in the era of LLMs126

NLP for peer review is an emerging research area127

that aims to support different stages of the peer re-128

view process, including improving paper-reviewer129

matching, increasing reviewing efficiency and re- 130

producibility, tracking dishonest behavior, and 131

more (Shah, 2022; Schulz et al., 2022; Biswas et al., 132

2023; Lin et al., 2023b; Kuznetsov et al., 2024). 133

The emergence of LLMs has opened new oppor- 134

tunities for assisting peer review, such as assisting 135

in the verification of checklists and supporting re- 136

view writing (Liu and Shah, 2023; Gao et al., 2024; 137

Liang et al., 2024b; Jin et al., 2024). In this work, 138

we leverage an LLM to identify aspects in peer 139

reviews, building on evidence that state-of-the-art 140

LLMs are shown to perform well in aspect identifi- 141

cation (Lin et al., 2023a), and in summarization, a 142

related task to aspect identification (Pu et al., 2023). 143

2.2 Aspect in peer review 144

Beyond their role in review forms and guidelines, 145

aspects are utilized in several other contexts re- 146

lated to peer review. Aspects are used in analyzing 147

the sentiment of reviews and discovering the dis- 148

course relations within reviews (Chakraborty et al., 149

2020; Kennard et al., 2022). In automatic review 150

generation, Wang et al. (2020) generate reviews us- 151

ing aspect-based knowledge graphs, and Gao et al. 152

(2024) prompt LLMs with aspect-based questions 153

to generate reviews. Aspects are included in sup- 154

porting systems for review writing, which have 155

been shown to improve the comprehensiveness of 156

the reviews written by reviewers with varying lev- 157

els of experience (Sun et al., 2024a,b). Table 1 158

summarizes the aspects used in these studies. 159

ACL’16, Chakraborty et al. (2020), Wang et al. (2020)
Appropriateness, Clarity, Empirical/Theoretical Soundness,
Impact of Ideas/Results/Dataset, Meaningful Comparison,
Originality, Recommendation, Substance

ACL’18, Kennard et al. (2022), Yuan et al. (2022),

Sun et al. (2024b)
Clarity, Impact/Motivation, Meaningful Comparison, Orig-
inality, Replicability, Soundness/Correctness, Substance

Sun et al. (2024a)
Clarity, Importance, Novelty, Validity

Wang et al. (2024)
Clarity, Integrity, Novelty, Significance

Table 1: The aspects used in the studies cited in this
section. Gao et al. (2024) use a model to generate aspect-
based questions without using a pre-defined aspect set.

In some other review guidelines, such as ARR 160

and ACL’23, aspects are listed as examples rather 161

than parts of a comprehensive checklist. As noted 162
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by Kuznetsov et al. (2024), review guidelines for163

major NLP venues often rely on coarse-grained as-164

pects and they lack comprehensiveness. Our work165

advances the study of aspects by exploring an al-166

ternative, data-driven approach to deriving finer-167

grained and more comprehensive aspects.168

2.3 Quality of review writing169

Defining the desiderata for review writing is es-170

sential to assess its effectiveness (Jefferson et al.,171

2002). However, the desiderata are often not well172

defined or operationalizable in terms of automatic173

measurement (Kuznetsov et al., 2024). While us-174

ing simple proxies such as “helpfulness” may seem175

like a straightforward way to assess review quality,176

research has revealed that such kinds of evaluation177

can be biased in several ways – for example, an178

evaluator may be biased towards longer reviews, or179

those that recommend acceptance of their papers180

(Wang et al., 2021; Goldberg et al., 2023).181

Comprehensiveness is a key desideratum for182

high quality reviews (Yuan et al., 2022). A fre-183

quently reported issue in ACL 2023 is the lack184

of specificity in reviews (Rogers et al., 2023). In185

this context, our work shows how fine-grained as-186

pects can be used to compare reviews and evaluate187

their specificity, which contributes to a nuanced188

and practical assessment of review quality.189

2.4 LLM-generated review detection190

The strong capabilities of state-of-the-art LLMs191

in text generation have led to the need for detec-192

tors to identify LLM-generated contents and to193

prevent potential misuse (Clark et al., 2021; Gao194

et al., 2023; Wu et al., 2023). In peer review, LLMs195

pose a risk that reviewers may exploit LLMs to196

produce reviews entirely, which raises serious eth-197

ical concerns (Yu et al., 2024). Current strategies198

for detecting LLM-generated reviews align with199

methods for detecting LLM-generated texts: (a)200

LLM-as-a-judge, which prompts LLMs to identify201

LLM-generated contents (Zheng et al., 2023), (b)202

detection models, which are fine-tuned on both hu-203

man and LLM-generated texts (Guo et al., 2023),204

(c) reference-based methods, which compare the205

similarity between a candidate text and one gener-206

ated by an LLM (Gehrmann et al., 2019; Ippolito207

et al., 2020; Liang et al., 2024a; Yu et al., 2024). In208

our work, we provide an alternative approach – we209

demonstrate a comprehensive, fine-grained aspect210

set helps the detection of LLM-generated reviews.211

3 Aspect set construction 212

3.1 Definition of aspect 213

While aspects are outlined in review guidelines and 214

used in related work, a formal definition of aspect is 215

lacking. To address this, we propose an operational 216

definition of aspect as a characteristic of a paper 217

that a reviewer makes a judgment on when eval- 218

uating the paper, which is later used to compare 219

the manuscripts to each other and to the quality 220

standards provided by the review guidelines. From 221

this definition, we do not consider terms such as 222

Acceptance Decision as aspects, since they are not 223

characteristics of a paper. An aspect can be general, 224

such as Soundness, or specific, such as Missing 225

Citations on Controlled Generation. However, as- 226

pects that are either too general or too specific are 227

difficult to use for comparing manuscripts to each 228

other or to the publication standards. Therefore, 229

an aspect taxonomy that accommodates different 230

levels of granularity is needed. 231

We assume that an aspect is expressed in a re- 232

view sentence, and we allow multiple aspects per 233

sentence. We treat the aspects of a review as a set. 234

Formally, for a paper p, let Rp denote the set of 235

reviews for p. For each review r ∈ Rp, we derive 236

Ar, the set of aspects in r. 237

3.2 Method 238

To establish a comprehensive set of aspects, we se- 239

lected paper reviews from NLP and machine learn- 240

ing (ML) conferences across different time peri- 241

ods. We randomly selected 50 papers from each of 242

the NLPeer (Dycke et al., 2023) and EMNLP232 243

datasets. We used the keywords “natural” and “lan- 244

guage” to filter NLP-related papers from ICLR. 245

We randomly selected 50 NLP-related papers from 246

each of the ICLR conferences from 2020 to 2024. 247

We selected 350 papers in total, corresponding 248

to 1094 reviews. We segmented the reviews into 249

sentences using NLTK Punkt Tokenizer (Bird and 250

Loper, 2004) and performed the identification at the 251

sentence level. See Appendix B for more details. 252

We used OpenAI GPT-4o3 to identify aspects 253

from the reviews. The prompt we used is shown 254

in Table 7. Since the identification was performed 255

in an unsupervised setting, the identified aspects 256

appear inconsistent, with variations like Result and 257

Results. We post-processed the results to reduce 258

2Publicly available through the OpenReview API.
3GPT-4o-2024-08-06, from Oct 31 to Nov 20, 2024.

3

https://openai.com/index/hello-gpt-4o/
https://docs.openreview.net


COARSE FINE LLM annotation

Contribution Contribution Community Contribution, Methodology Contribution

DDDDEI Definition, Description, Detail, Discussion,
Explanation, Interpretation Dataset Description, Missing Details, Task Definition

IJMV Intuition, Justification, Motivation, Validation Approach Justification, Dataset Validity, Model Intuition

Novelty Innovation/Novelty/Originality Algorithmic Innovations, Technical Novelty

Presentation Clarity, Figure, Grammar, Presentation, Typo Dataset Clarification, Paper Presentation, Term Clarity

Related Work Citation/Literature/Related Work Existing Literature, Missing Citations, Previous Works

Significance Impact, Importance, Significance Empirical Importance, Practical Significance

(a) paper-agnostic

COARSE FINE LLM annotation

Ablation Ablation Ablation Analysis, Ablation Study, Ablation Tests

Analysis Analysis Ablation Analysis, Complexity Analysis, Data Analysis

Comparison Comparison Comparison Fairness, Comparison to SOTA

Data/Task Annotation, Benchmark, Data, Task Annotation Detail, Alternative Tasks, Data Preparation

Evaluation Evaluation, Metric Accuracy Metric, Evaluation Scheme, Human Evaluation

Experiment Experiment Control Experiment, Experimental Procedure

Methodology Algorithm, Implementation, Method Language Model, Methodological Soundness

Theory Theory Lack of Theoretical Guarantee, Theoretical Correctness

Result Findings, Improvement, Performance, Result BLEU Improvement, Statistical Test

(b) paper-dependent

Table 2: The taxonomy of aspects. See here for the complete taxonomy.

such variations. We first identified the most fre-259

quently occurring aspects in the results, which were260

used as keywords to categorize and match the re-261

maining ones. We grouped related terms together,262

such as Clarification and Clarity. We removed263

terms that we considered to be too general, such as264

Weakness, Strength, Question, and Comment. For265

the terms that cannot be matched, we omitted those266

that appear less than 50 times in the annotations.267

We notice that our post-processing method may268

lead to unrelated terms being grouped together. For269

example, using Improvement as a keyword groups270

Performance Improvement and Improvement Rec-271

ommendation (i.e., suggestions to improve paper272

quality) together. We manually checked the results273

to verify and correct inappropriate groupings.274

In cases where a single term contains multiple275

aspects, it is placed into more than one category276

(e.g., Comparison with Related Work is included277

in both Comparison and Related Work categories).278

3.3 Results279

GPT-4o identified 14574 unique aspects from the280

reviews. We excluded 9764 terms that were re-281

lated to paper decision, too general or specific, or 282

could not be matched by keywords and appeared 283

less than 50 times. These excluded terms occurred 284

26578 times in the corpus. The most common ex- 285

cluded terms are Weaknesses, Questions, Strengths, 286

Weakness, and Comments. The remaining 4810 287

aspects appeared 25394 times in the corpus, with 288

the most common ones being Comparison, Clarity, 289

Performance, Experiments, and Results. 290

Based on the results, we created a taxonomy that 291

groups the aspects into 16 broad categories (see Ta- 292

ble 2). This taxonomy shows the granularity of as- 293

pects across 3 levels: (a) the broad category names 294

(COARSE, the most coarse), (b) the most frequently 295

occurring aspects (FINE, finer), and (c) the raw 296

GPT-4o outputs (LLM annotation, the finest). We 297

also distinguish between paper-agnostic and paper- 298

dependent aspects. Paper-agnostic aspects are rel- 299

evant across all papers, while paper-dependent as- 300

pects are specific to individual papers and may not 301

appear universally. Section A shows an example 302

review using the proposed aspect taxonomy. 303

Some aspects are not present in our taxonomy 304

as review forms for major NLP venues have dedi- 305
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cated fields for their evaluation, making them ap-306

pear much less frequently in the review text (e.g.,307

Reproducibility). See Table 8 for examples of the308

dataset we created which pairs aspects with real-309

life reviews and Table 9 for the aspect frequencies.310

3.4 Validity check311

Since LLMs have been shown to be sensitive312

to prompts (Chen et al., 2023; Ajith et al.,313

2024), we experimented with different prompts314

and temperature to assess the consistency of the315

model annotations. We used three consistency met-316

rics: exact match, BERTScore similarity (Zhang317

et al., 2020), and Jaccard similarity. We show in318

Table 10 that the consistency between annotations319

generated under different settings is moderate to320

strong. 45.50% and 67.14% of the annotations ob-321

tained using different prompts and temperature322

have BERTScore similarities greater than 0.9. The323

increase in exact matches between the raw anno-324

tations and those mapped to the COARSE label325

set suggests that differences introduced by vary-326

ing prompts and temperature do not significantly327

affect the categorization, as most of them still fall328

within the same label category. The Jaccard simi-329

larities of aspects mapped to the COARSE label set330

also indicate strong consistency. Table 11 and 12331

help interpret these scores by showing examples of332

how pairs of texts and sets correspond to different333

BERTScore and Jaccard similarities.334

We conducted a human evaluation to verify the335

model annotations, involving three human anno-336

tators to evaluate the LLM annotations mapped337

to the COARSE label set. We follow Yuan et al.338

(2022), asking the annotators to determine whether339

a review sentence addresses the aspects identified340

by GPT-4o (see Table 14 for examples). We ob-341

serve that on average human annotators agree with342

91% of the LLM annotations, along with fair inter-343

annotator agreement as measured by Fleiss’ Kappa344

(Fleiss, 1971) (see Table 3). These results suggest345

that the model annotations largely align with hu-346

man judgments, and that human annotators can347

effectively understand our taxonomy.348

See Appendix B.2 for more details.349

4 Aspect prediction350

Our fine-grained approach to aspect analysis en-351

ables two tasks: predicting the aspects that should352

be focused on given a paper (paper aspect predic-353

tion, PAP), and identifying the aspects that are354

covered in the review (review aspect prediction, 355

RAP). These tasks are formalized as follows: 356

f :

{
PAP, p → Âp;

RAP, r → Âr;
(1) 357

where f denotes a model, Âp is the predicted as- 358

pects for a given paper, and Âr is the predicted 359

aspects for a given review. 360

4.1 Method 361

For PAP, we only focus on predicting paper- 362

dependent aspects, as our categorization defines 363

paper-agnostic aspects as those that are relevant 364

across all papers. We experimented with different 365

parts of the paper as input, including the full paper, 366

title, keywords, and abstract, which have different 367

implications. Using the title, keywords, or abstract 368

as input is a heuristic method that is grounded in 369

statistics, that reviews for similar types of papers 370

(as determined by the title, keywords, or abstract) 371

tend to emphasize similar aspects. Using the full 372

paper as input may offer broader insights. Beyond 373

leveraging heuristics, a model with access to the 374

full paper may also capture strengths or weaknesses 375

in certain aspects of the paper that are not evident 376

from the title, keywords, or abstract alone. 377

RAP differs from the task described in Section 378

3 in that it is implemented using a supervised ap- 379

proach. We utilized our curated data to train models 380

to identify aspects within reviews. We segmented 381

the reviews into sentences using NLTK. 382

It is important to note that PAP is inherently 383

more challenging than RAP. PAP operates as a 384

heuristic method grounded in statistics, or in a more 385

advanced setting (i.e., when the input is the full pa- 386

per), goes beyond heuristics to infer strengths or 387

weaknesses in certain aspects of the paper. In con- 388

trast, RAP resembles summarization, as it extracts 389

aspects directly from the review text, making it 390

comparatively less challenging than PAP. 391

We modeled both tasks as multi-label sequence 392

classification. For both tasks, we tested bag-of- 393

words with random forest (BoW+RF) and RoBERTa 394

(Liu et al., 2019). Both models are strong in su- 395

pervised settings, and they are lighter-weight alter- 396

natives to LLMs. We used focal loss (Lin et al., 397

2017) to address label imbalance. For PAP, we also 398

experimented with GPT-4o in both zero-shot and 399

few-shot settings. Our evaluation metrics include 400

precision, recall, F1 score, and Jaccard similarity 401

score. See Appendix C for more details. 402
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4.2 Results403

Table 3 shows the results of PAP experiments.404

Overall, the models do not perform well regard-405

less of the type of input used. We observe a small406

advantage for BoW+RF when using the full paper as407

input, possibly because the model captures more408

nuanced information when provided with the entire409

paper. Using the COARSE label set results in much410

higher performance than the FINE label set (see411

Table 18). This is partly due to the prevalence of412

certain COARSE aspect labels, such as Methodol-413

ogy, which appear in nearly all papers.414

In the GPT-4o experiments4, the evaluation of415

using the full paper or abstract as input is in the416

zero-shot setting, and the rest is in the few-shot417

setting. Though it is in the few-shot setting, GPT-418

4o outperforms RoBERTa which is trained on the419

full training data. GPT-4o tends to be better at420

capturing heuristics.421

model precision recall f1 Jaccard

BoW+RF 0.5343 0.6250 0.5552 0.4998

GPT-4o 0.5625 0.5542 0.5352 0.4024

(a) full paper

model precision recall f1 Jaccard

BoW+RF 0.5568 0.6108 0.5511 0.4901

RoBERTa 0.5224 0.6599 0.5781 0.5439

GPT-4o 0.7138 0.7193 0.6756 0.5451

(b) keywords

Table 3: The highest precision, recall, F1 score, and
Jaccard similarity; PAP; FINE label set. For GPT-4o,
the evaluation of using the full paper as input is in the
zero-shot setting, and that of using the keywords is in
the few-shot setting. See Table 17 for more results.

Table 4 shows the results of RAP experiments.422

RoBERTa is the best performing model for this task.423

Models trained using the COARSE label set achieve424

higher performance compared to those trained with425

the FINE label set, and the few-shot setting offers426

small improvement for GPT-4o over the zero-shot427

setting (see Table 19 and 20).428

In general, models perform better on RAP and429

the COARSE label set yields higher performance430

across both tasks.431

4Results were obtained between Dec 28 and Dec 30, 2024.

model precision recall f1 Jaccard

BoW+RF 0.8058 0.5810 0.6416 0.5070

RoBERTa 0.7720 0.7664 0.7675 0.7089

GPT-4o 0.5696 0.5757 0.5328 0.4573

Table 4: The highest precision, recall, F1 score, and
Jaccard similarity; RAP; COARSE label set. For GPT-4o,
the evaluation is in the few-shot setting.

5 Practical applications 432

We now demonstrate how a comprehensive, fine- 433

grained aspect set and the proposed tasks enable 434

new types of NLP assistance in the peer review 435

process. We picked the trained RoBERTa model 436

on the COARSE label set with the best F1 score and 437

obtained predicted aspects using it. This model 438

achieves an F1 score above 0.75 for 10 out of 17 439

labels (see Table 21 for the classification report). 440

5.1 Aspect analysis 441

A more comprehensive set of aspects allows for 442

more detailed aspect analysis. Figure 1 shows the 443

most frequent aspects across 4 submission tracks in 444

EMNLP23.5 While Machine Translation and Mul- 445

tilinguality and Linguistic Diversity are different 446

tracks, the set of aspects that reviewers emphasize 447

most are very similar. This suggests that there may 448

be overlaps in the papers within these tracks (also 449

as indicated by the track names). We observe a 450

different pattern in the Resources and Evaluation 451

track, where reviewers focus more on Data/Task 452

and Evaluation than in other tracks. 453

Figure 1: The 5 most frequent aspects in 4 submission
tracks in EMNLP23. Figure 5 shows the full results.

5Frequencies are calculated based on the number of re-
views where an aspect appears (hereinafter the same).
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Figure 4 in Appendix D.1 shows the similarity454

of submission tracks based on the Levenshtein sim-455

ilarity of the 10 most frequent aspects within each456

track in EMNLP23. Some tracks are more similar457

to each other. For example, Question Answering is458

most similar to tracks such as Summarization and459

Information Extraction.460

Table 5 shows additional examples of how re-461

viewers emphasize certain aspects more in some462

tracks than in others. For example, the frequency of463

Analysis is the highest in the Computational Social464

Science and Cultural Analytics track.465

track review (%)

Comp. Social Science & Cultural Analytics 69.23

Ling. Theor., Cogn. Model., & Psycholing. 68.75

Commonsense Reasoning 62.62

Multilinguality & Linguistic Diversity 60.68

Machine Learning for NLP 60.00

Table 5: The tracks with the 5 highest frequencies of
Analysis in EMNLP23. Table 22 shows the full results.

This type of analysis helps compare reviewing466

across different tracks and venues and can inform467

the development of review forms and guidelines468

that could prompt reviewers to focus on certain469

aspects relevant to particular tracks to ensure a470

more comprehensive review.471

5.2 Review comparison472

In this section, we demonstrate that a more com-473

prehensive set of aspects introduces a new di-474

mension for comparing reviews. We compare475

human-written reviews with LLM-generated re-476

views. We used the LLM-generated reviews used477

in Du et al. (2024) and generated reviews for 100478

randomly sampled papers from each of EMNLP23479

and ICLR24. We generated reviews using GPT-4o480

with the prompt used in Liang et al. (2024b) and a481

prompt of our own (see Table 23 for the prompts).482

To compare the reviews, we predicted the aspects483

in each review and calculated the Jaccard similarity484

between sets of aspects. Figure 2 visualizes the485

similarity between each pair of human-written and486

LLM-generated reviews.487

We obverve that LLM-generated reviews show a488

higher degree of similarity to each other in terms489

of aspects. This suggests that LLM-generated re-490

views may be more generic than human-written491

ones, with the model tending to comment on sim-492

ilar sets of aspects across different papers. This493

(a) COARSE

(b) FINE

Figure 2: The heatmap of the Jaccard similarity be-
tween each pair of the human-written reviews and LLM-
generated reviews generated using EMNLP23 papers
and Liang et al. (2024b)’s prompt. Figure 6 in Appendix
D.2 shows the rest of the results.

could also imply that the quality of LLM-generated 494

reviews is still lacking in terms of specificity. 495

5.3 LLM-generated review detection 496

We used the same data as in Section 5.2, where 497

LLM-generated reviews are created using prompts 498

with different levels of prompt engineering: Du 499

et al. (2024) has the heaviest prompt engineering, 500

followed by Liang et al. (2024b), and our own 501

prompt is the simplest and involves the least prompt 502

engineering (see Table 23 for more details). These 503

prompts represent the common types of prompts 504

used to generate reviews end-to-end. There is one 505

LLM-generated review for each paper. 506

Based on our observations in Section 5.2, we 507

design a simple strategy to detect LLM-generated 508

reviews. We define sim(Ai, Aj) as the similarity 509

between two sets of aspects. For each review r, 510

we define the intra-similarity Sintra as the average 511

similarity between reviews for the same paper, and 512

the inter-similarity Sinter as the average similarity 513

of reviews for different papers: 514

St =
1

n

∑
sim(Ar, Ari),

t =

{
intra, if r, ri ∈ Rp, p ∈ P, r ̸= ri;

inter, if r ∈ Rp, ri ∈ Rq, p, q ∈ P, p ̸= q;

(2) 515

where n is the number of Ar, Ari pairs. Intuitively, 516

reviews for the same paper are more similar to 517
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each other than reviews for different papers, as a re-518

view is specific to the paper. Therefore, we expect519

|Sintra − Sinter| to be large. Based on this intu-520

ition, we calculate |Sintra − Sinter| for each r in521

Rp and propose two performance metrics: (a) @1,522

which measures accuracy by determining whether523

the LLM-generated review is the one with the low-524

est score, and (b) @2, which calculates the percent-525

age of cases where the LLM-generated review is526

among the 2 reviews with the lowest scores.527

Table 6 shows the detection results. We used528

Jaccard similarity and compared our method with529

an implementation of Equation 2 using Sentence-530

BERT (SBERT) (Reimers and Gurevych, 2019),531

which calculates the similarity between the embed-532

dings of review texts. Experiments were conducted533

using both the COARSE and FINE label sets, as well534

as ACL’18 which is a commonly used aspect set in535

previous studies (see Table 1). We calculated a ran-536

dom baseline that selects a review at random as the537

LLM-generated review. Note that the FINE aspect538

set consistently outperform ACL’18 and SBERT,539

and our method is robust across LLM-generated540

reviews generated using different prompts.541

dataset aspect set @1 @2

Du et al. (2024)
(avg=4.80)

random 0.27 0.55
SBERT 0.35 0.80
ACL’18 0.40 0.80
COARSE 0.50 0.75

FINE 0.50 0.70

Liang et al. (2024b)
(avg=4.52)

random 0.25 0.47
SBERT 0.47 0.66
ACL’18 0.49 0.72
COARSE 0.53 0.73

FINE 0.66 0.89

ours
(avg=4.52)

random 0.25 0.47
SBERT 0.55 0.71
ACL’18 0.56 0.82
COARSE 0.48 0.72

FINE 0.65 0.87

Table 6: The @1 and @2 accuracy of the detection
across different aspect sets and methods. “avg” is the
average number of reviews per paper. There is one
LLM-generated review for each paper.

While this detection approach does not achieve542

the same level of performance as the reference-543

based and zero-shot approaches, such as the 90%544

accuracy reported by Yu et al. (2024) or our own545

GPT-4o results in Table 24, it nevertheless pro-546

vides valuable insights. It demonstrates that current547

LLMs tend to generate reviews that are generic in548

terms of aspects. A key advantage of this approach549

lies in interpretability, opening new opportunities 550

for broader applications such as review quality as- 551

sessment. Moreover, the performance gains ob- 552

served when using the FINE label set (see Table 6) 553

highlight the importance of aspect granularity–finer 554

labels reveal patterns that are useful in distinguish- 555

ing LLM-generated reviews from human-written 556

ones, patterns that coarse labels fail to capture. 557

Thus, we consider this approach promising, and 558

leave the development of better performing aspect- 559

based detectors to future work. 560

5.4 Recommendations 561

Based on our results, we make the following rec- 562

ommendations on selecting aspect granularity. The 563

COARSE label set is more suitable for high-level 564

analysis tasks, such as analyzing review focus 565

across different tracks and venues (Section 5.1). 566

The FINE label set is more appropriate for tasks 567

that require nuanced analysis, where capturing spe- 568

cific and detailed feedback is critical, such as re- 569

view comparison (Section 5.2) and LLM-generated 570

review detection (Section 5.3). In some cases, a 571

hybrid strategy might be the best option. For ex- 572

ample, when evaluating review quality, one can 573

first apply the COARSE label set to assess coverage 574

(i.e., whether key aspects are addressed), and then 575

use the FINE label set to assess specificity of the 576

review. Aspect granularity is a design choice, and 577

the optimal configuration depends on the task and 578

user needs. 579

6 Conclusion 580

In this paper, we have introduced a data-driven ap- 581

proach to peer review aspect analysis. We have 582

provided an operational definition of aspect, and 583

developed an semi-automatic approach to identify 584

aspects from peer reviews. We have proposed a 585

taxonomy that involves a comprehensive set of 586

aspects with different granularity, and introduce 587

a new dataset of peer reviews augmented with 588

aspects. We introduced two tasks, paper aspect 589

prediction and review aspect prediction, and have 590

shown how they contribute to a detailed empirical 591

study of aspects. Our results demonstrate that fine- 592

grained, data-driven aspects complement coarse 593

aspects from review guidelines, and allow for more 594

nuanced review comparison and new interpretable 595

approaches for LLM-generated review detection. 596

8



Limitations597

As discussed in Section 3.1, aspect is difficult to598

define. We adopted an operational definition as a599

practical approach. Defining individual aspects is600

also challenging. For instance, it is difficult to de-601

termine the scope of “Methodology.” Polysemy fur-602

ther complicates this issue–for example, “Improve-603

ment” may refer to either a method’s improvement,604

or places where the paper can be improved. We605

did a manual inspection of the categorization re-606

sults to minimize the impact of these issues. While607

our study provides a foundation for data-driven re-608

search on review aspect, future work may seek to609

refine and expand upon our current definition.610

The taxonomy was constructed by an expert611

annotator (one of the authors of this paper) with612

expertise in NLP and peer review, based on domain613

knowledge. This taxonomy may not be optimal,614

and alternative approaches to categorizing aspects615

may exist. Our taxonomy is an attempt to stream-616

line the analysis and application of aspects, and it617

has been shown to be effective for the purposes of618

this study. We deem a future multiple-expert study619

in fine-grained aspect identification promising.620

Consistency is a fundamental issue when work-621

ing with LLM-generated annotations. As reported622

in Section 3.4, GPT-4o indeed shows some sensi-623

tivity to prompts and temperature. Our validity624

checks suggest a reasonable degree of consistency625

and reliability of the LLM annotations. The ap-626

plications of these aspect annotations, especially627

in the LLM-generated review detection task, pro-628

vide further support for their reliability. Though629

we specify the seed (See Appendix B and C), the630

exact reproducibility of the results related to the631

closed-weights LLMs like GPT-4o is a concern.632

As open models become more capable, experi-633

mentation with alternative open models and aspect634

schemata will become possible.635

For human annotation, we recognize that using636

aspect labels from our taxonomy may introduce637

potential label bias. A straightforward solution to638

this would be to ask the annotators to do an open-639

ended annotation task without pre-defined labels.640

However, such study is very challenging in terms641

of the cognitive burden on annotators and ensuring642

annotation consistency. Automation bias is also a643

concern. While we address this by asking annota-644

tors to provide explanations for their annotations,645

follow-up work can explore alternative experimen-646

tal strategies to measure and mitigate automation647

bias, e.g., through the use of distractor items. 648

In addition, we point at potential selection bias 649

due to data availability. All papers associated with 650

the ICLR20-24 and EMNLP23 datasets are camera- 651

ready versions. This may affect the validity of the 652

results of PAP experiments in Section 4 since in 653

practice PAP deals with (potentially lower-quality) 654

submission manuscripts. We do not consider the 655

use of camera-ready versions problematic for re- 656

view comparison and LLM-generated review detec- 657

tion in Section 5.2 and 5.3. A further bias in item 658

selection might be introduced by data imbalance 659

with respect to paper acceptance. The EMNLP23 660

dataset contains only 9 rejected papers; in NLPeer, 661

69% of the papers are accepted papers (Dycke et al., 662

2023), which does not correspond to a natural dis- 663

tribution of submissions. Such skew may lead to an 664

overestimation of aspect frequency: aspects com- 665

monly associated with accepted papers may appear 666

more frequently than they would in a more bal- 667

anced dataset. Consequently, some of our findings 668

may be influenced by this bias. If these overrep- 669

resented aspects are used to inform review forms 670

or guidelines, they may introduce new biases into 671

the review process, which reduces their effective- 672

ness. As more review data become available, this 673

limitation can be mitigated. 674

Finally, in Section 5.3, we only focus on the 675

commonly used end-to-end general prompts for 676

our review generator. We did not consider prompts 677

that involve paper-specific aspects, as we consider 678

these to be human-in-the-loop prompts, where the 679

user must first read the paper to identify paper- 680

specific aspects and then incorporate them into the 681

prompt, which would require an experimental setup 682

beyond our scope. This approach represents a form 683

of human-AI collaboration, and we plan to explore 684

this direction in future work. 685

Ethics Statement 686

This work does not suggest or imply that the pro- 687

posed task of predicting the aspects to focus on a 688

given paper may replace human involvement. In- 689

stead, it is designed to assist reviewers by recom- 690

mending aspects to consider. Reviewers retain full 691

autonomy over their decisions regarding whether to 692

include the suggested aspects. Since all the review 693

data used in this study are publicly available and 694

anonymized, processing it with commercial LLMs 695

such as OpenAI GPT-4o does not raise ethical con- 696

cerns. 697
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A Using the proposed aspect set to978

evaluate this paper979

We conducted a self-review of this paper using the980

aspect set proposed in this work. We maintained981

neutral, and the points listed below serve as exam-982

ples and they are not exhaustive. This section is not983

generated by an LLM. For paper-agnostic aspects:984

• Contribution: this paper derives a comprehensive set of985
aspects from NLP paper reviews (Section 3); this paper986
creates a new dataset of NLP paper reviews augmented987
with aspects (Section 3); this paper evaluates models988
using this dataset on two tasks (Section 4); this paper989
shows practical applications of a comprehensive set of990
aspects (Section 5).991

• DDDDEI:992

– (Definition) this paper provides an operational993
definition of aspect (Section 3.1);994

– (Description) this paper describes the workflow995
regarding aspect identification and prediction;996

– (Detail) this paper reports detailed experimental997
settings and implementation specifics.998

• IJMV:999

– (Motivation) this paper is motivated by the lack1000
of a comprehensive set of aspects in the review1001
guidelines for major NLP venues; the use of an1002
LLM to identify aspects from reviews is motivated1003
by evidence that shows the strong performance of1004
LLMs in aspect identification (Section 2);1005

– (Validation) Section 3.4 validate the method used1006
for aspect identification.1007

• Novelty: this paper is the first attempt to derive a com-1008
prehensive set of aspects from NLP paper reviews; this1009
paper introduces a new dataset of NLP paper reviews1010
augmented with aspects.1011

• Presentation:1012

– (Clarity) this paper describes the methods, experi-1013
ments, and results clearly;1014

– (Figure) this paper uses many figures to illustrate1015
their findings.1016

• Related work: this paper reviews the opportunities and1017
challenges of peer review in the era of LLMs, aspects1018
in peer review, the quality of review writing, LLM-1019
generated review detection, and scaffolding (Section1020
2).1021

• Significance: this paper provides a comprehensive set1022
of aspects which benefits peer review in multiple ways,1023
such as contributing to better review guidelines and1024
LLM-generated review detection.1025

Given that our paper is both a resource and NLP ap-1026

plication paper, for paper-dependent aspects, please1027

pay special attention to the Data/Task and Method-1028

ology aspects (findings in Section 5.1):1029

• Analysis: this paper presents an analysis of the identi-1030
fication results (Section 3.3) and one in terms of track1031
and review similarity (Section 5.1 and 5.2).1032

• Comparison: this paper compares model performance 1033
on aspect prediction (Section 4) and compares different 1034
methods for LLM-generated review detection (Section 1035
5.3). 1036

• Data/Task: 1037

– (Data) this paper uses paper reviews from both 1038
NLP and ML venues across different years, and 1039
this paper creates a new dataset of NLP paper 1040
reviews augmented with aspects (Section 3); 1041

– (Task) this paper proposes two tasks related to 1042
aspect (Section 4). 1043

• Evaluation: this paper uses a range of metrics, includ- 1044
ing BERTScore, SentenceBERT, and Jaccard similarity. 1045

• Experiment: this paper conducts many experiments 1046
(Section 3, 4, and 5), and all the experimental settings 1047
are reported. 1048

• Methodology: 1049

– (Method) this paper proposes a workflow for iden- 1050
tifying aspects using an LLM; 1051

– (Model) this paper uses GPT-4o, BoW+RF, and 1052
RoBERTa; 1053

– (Framework) this paper proposes a taxonomy of 1054
aspects; 1055

– (Implementation) all the implementation details 1056
are provided. 1057

• Result: 1058

– (Findings) this paper finds that LLM-generated 1059
reviews are more generic than human-written re- 1060
views (Section 5.2); 1061

– (Performance) this paper shows that models 1062
trained using the aspect sets proposed in this work 1063
perform better than using previous ones (Section 1064
5.3). 1065

Return to main text. 1066
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B More on aspect identification1067

The EMNLP23 and ICLR data were obtained via1068

the OpenReview API. We used the prompt in Table1069

7 to identify aspects from the reviews. We did not1070

include our proposed definition of aspect in the1071

prompt, as we assume that GPT-4o can naturally1072

capture the common meaning of the term. Though1073

the concept of aspect is difficult to define precisely,1074

it is widely used in natural language, so the model1075

should be able to capture its meaning. We apply1076

our proposed definition to filter the model outputs1077

later on (see Section 3.2).1078

We set temperature=0 and seed=2266. We seg-1079

mented the reviews into sentences, and removed1080

entries that consist of only indices (e.g., “1.”).1081

Identify the aspect(s) that each of the given
sentences focuses on. Format the output in
a json dictionary. For example, given a
dictionary as follows:

{“1”: “The methodology is convincing, and the
improvement is noticeable.”, “2”: “A dataset
is assembled.”}

The output should be:

{“1”: “Methodology, Improvement”, “2":
“Dataset”}

Table 7: The prompt used to identify aspects from the
reviews. Return to main text.

B.1 More on results1082

Table 8 shows examples from the dataset we cre-1083

ated. Each review sentence is accompanied by1084

an LLM annotation, which is mapped to both the1085

COARSE and FINE label sets. Table 9 shows the fre-1086

quency of aspects of different levels of granularity1087

in the dataset we created.1088

B.2 More on validity check1089

We experimented with a different prompt, where1090

we replaced the word “aspect” in the prompt shown1091

in Table 7 with a synonym “facet”. This prompt1092

is designed to determine whether the LLM truly1093

understands the semantics of the prompt rather than1094

relying on specific word choices. We also tested1095

with temperature=[0,1].1096

Table 10 shows the consistency between anno-1097

tations generated under different settings. Table1098

11 and 12 show examples of how pairs of texts1099

and sets correspond to different BERTScore and1100

Jaccard similarities.1101

For the human annotation, we recruited annota- 1102

tors through Prolific. We applied screening condi- 1103

tions to ensure quality: participants are required 1104

to hold a graduate or doctorate degree in Com- 1105

puter Science, have English as their first language, 1106

and have an approval rate above 90% for previous 1107

Prolific submissions. We conducted several pilot 1108

studies and selected 3 annotators for the full study. 1109

See here for the annotation guidelines. 1110

We sampled review sentences to maintain class 1111

balance as much as possible (the distribution of 1112

aspects in the annotation file is shown in Table 13). 1113

We sampled 100 reviews, which corresponds to 1114

1852 sentences. We follow the setup in Fabbri et al. 1115

(2021), Yuan et al. (2022), and Liang et al. (2024b), 1116

asking the annotators whether each review sentence 1117

addresses the aspects identified by GPT-4o. To mit- 1118

igate automation bias and prevent participants from 1119

simply confirming all queries, we required them 1120

to provide explanations for their evaluations. Ta- 1121

ble 14 shows examples of the questionnaire entries 1122

we distributed. The total number of entries in the 1123

questionnaire is 3032. 1124

The “yes” rates, i.e., the agreement between hu- 1125

man and LLM annotations, are 85.19%, 90.11%, 1126

and 97.56% for the three annotators (with 100% in- 1127

dicating complete agreement with all LLM annota- 1128

tions). The Fleiss’ Kappas (Fleiss, 1971), shown in 1129

Figure 3, indicate substantial inter-annotator agree- 1130

ment for the first 400 entries in the questionnaire, 1131

but it declined as the annotation progressed, sug- 1132

gesting that annotation quality may not have been 1133

consistent throughout. It is important to note that 1134

there should not be a significant difference in diffi- 1135

culty between the first 400 entries and the remain- 1136

ing ones, as all entries were randomly sampled. 1137

Figure 3: The Fleiss’ Kappas for the annotations across
different ranges. For example, “600” on the x-axis indi-
cates that the first 600 annotations have a Fleiss’ Kappa
of 0.4739. The overall Fleiss’ Kappa is 0.1944. Return
to main text.

Table 15 shows the agreement between hu- 1138

man and LLM annotations across different aspects. 1139
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review sentence LLM annotation COARSE FINE

The proposed method demonstrates commendable in-
novation, standing apart from mere amalgamation of
existing models.

Innovation, Method Methodology, Novelty Method, Novelty

The novel approach showcases tangible efficacy without
introducing additional parameters.

Efficacy, Novel Approach, Pa-
rameters Methodology, Novelty Approach, Novelty, Parame-

ter

1.The absence of a computational complexity analysis,
coupled with marginal and non-significant experimental
performance improvements, raises concerns regarding
the practical significance.

Computational Complexity,
Experimental Performance,
Practical Significance

Experiment, Methodology,
Result, Significance

Complexity, Experiment, Per-
formance, Significance

If the proposed model introduces high computational
complexity and yields only marginal gains, its real-world
utility may be limited.

Computational Complexity,
Real-world Utility, Marginal
Gains

Methodology Complexity

2.The paper lacks comparative analysis with some im-
portant baselines, such as P-tuning v2.

Comparative Analysis, Base-
lines Analysis, Comparison Analysis, Baseline

Additionally, the theoretical substantiation for the pro-
posed method is insufficiently detailed.

Theoretical Substantiation,
Method Methodology, Theory Method, Theory

The exclusive use of a single language model, T5-base,
as the backbone prompts doubts about the general ap-
plicability of the proposed approach across a broader
spectrum of models.

Language Model, General
Applicability Methodology Application, Model

Furthermore, the paper lacks visual or interpretable anal-
yses that incorporate concrete natural language state-
ments.

Visual Analysis, Interpretabil-
ity, Natural Language State-
ments

Analysis, DDDDEI Analysis, Interpretation

Considering these points, I respectfully recommend that
the authors thoroughly address these shortcomings to
enhance the paper’s overall quality and potential for
contribution before reconsidering it for acceptance.

Recommendations, Paper
Quality, Contribution Contribution Contribution

Table 8: Examples from the dataset we created. Each of the review sentence is augmented with aspects. See here for
the complete dataset. Return to main text. Return to appendix.

Agreement exceeds 0.9 for most aspects, with the1140

highest agreement observed for Contribution and1141

Ablation, while that for Significance and Presenta-1142

tion is the weakest.1143
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COARSE FINE LLM annotation

Methodology (34.47%) Model (26.29%), Method (19.38%), Training (11.77%), Ap-
proach (4.62%), Parameter (4.50%)

Methodology (7.03%), Method (5.00%), Model (2.63%), Train-
ing (2.60%), Generalizability/Generalization (2.12%)

Result (12.47%) Result (36.12%), Performance (35.49%), Improvement
(14.92%), Accuracy (4.85%), Robustness (2.75%)

Performance (23.20%), Results (20.06%), Improvement
(9.32%), Experimental Results (4.59%), Accuracy (3.17%)

Data/Task (9.98%) Data (53.89%), Task (38.26%), Benchmark (4.75%), Annota-
tion (3.10%)

Dataset (11.64%), Datasets (9.08%), Tasks (6.14%), Task
(2.83%), Data (2.07%)

Presentation (9.68%) Clarity (37.40%), Presentation (19.24%), Figure (14.41%),
Table (11.67%), Typo (6.11%)

Clarification/Clarity (30.37%), Writing Quality (12.12%), Pre-
sentation (5.09%), Figure/Visualization (4.00%), Readability
(3.92%)

Comparison (6.00%) Comparison (74.97%), Baseline (25.03%)
Comparability/Comparison (59.54%), Baselines (12.74%),
Baseline (9.72%), Comparisons (5.02%), Model Comparison
(1.44%)

Experiment (5.33%) Experiment (100.00%)
Experiments (50.99%), Experimental Results (10.72%), Exper-
iment (9.38%), Experimental Setup (1.83%), Experimentation
(1.69%)

DDDDEI (4.57%) Explanation (29.61%), Discussion (23.36%), Definition
(14.23%), Description (13.57%), Detail (11.76%)

Explainability/Explanation (24.18%), Discussion (16.61%),
Description (6.00%), Definition (5.76%), Interpretabil-
ity/Interpretation (5.26%)

Related Work (3.93%) Related Work (100.00%) Reference (20.67%), Related Work (17.99%), References
(13.59%), Previous Work (8.23%), Citation (6.70%)

Evaluation (3.80%) Evaluation (73.90%), Metric (26.10%) Evaluation (47.33%), Metrics (8.32%), Metric (5.05%), Human
Evaluation (3.96%), Empirical Evaluation (2.97%)

IJMV (2.07%) Motivation (53.27%), Justification (17.82%), Validation
(15.09%), Intuition (13.82%)

Motivation (48.91%), Justification (13.45%), Intuition
(12.91%), Validity/Validation (9.09%), Motivations (1.82%)

Analysis (1.99%) Analysis (100.00%)
Analysis/Analytics (61.32%), Theoretical Analysis (4.15%),
Error Analysis (3.96%), Qualitative Analysis (2.64%), Empiri-
cal Analysis (1.70%)

Novelty (1.74%) Novelty (100.00%)
Novelty (76.67%), Innovation/Novelty/Originality (8.64%),
Technical Novelty (3.67%), Novel Approach (3.02%), Techni-
cal novelty (0.86%)

Contribution (1.49%) Contribution (100.00%)
Contribution (50.51%), Contributions (19.44%), Technical
Contribution (4.55%), Main Contribution (3.79%), Core Con-
tribution (1.77%)

Significance (1.00%) Significance (37.45%), Importance (32.21%), Impact (30.34%) Significance (35.96%), Importance (25.84%), Impact (20.60%),
Problem Importance (3.37%), Performance Impact (2.25%)

Ablation (0.91%) Ablation (100.00%)
Ablation Study (36.36%), Ablation Studies (23.97%), Ab-
lations (12.81%), Ablation (7.44%), Ablation Experiments
(4.55%)

Theory (0.55%) Theory (100.00%) Theory (18.37%), Theoretical Analysis (14.97%), Theoretical
Results (6.12%), Theorem (5.44%), Theoretical results (3.40%)

Table 9: The aspects of different levels of granularity and their frequency in the dataset we created. We show the 5
most frequent aspects at each level. For example, Methodology appears in 35.30% of the review sentences, and the
5 most frequent FINE labels associated with Methodology are Model, Method, Training, Approach, and Parameter.
Among all review sentences containing Methodology, the FINE label Model appears in 24.92% of the cases, and the
LLM annotation Methodology appears in 6.54% of the cases. Return to main text. Return to appendix.

aspect metric p=p0 t=0

raw exact match 20.34% 15.31%
BERTScore ≥ 0.9 67.14% 45.50%

COARSE
exact match 60.40% 53.43%

Jaccard similarity 0.7112 0.6528

Table 10: The consistency scores between GPT-4o annotations obtained using different temperature (p=p0, where
p0 refers to the prompt in Table 7), and those obtained using different prompts (t=0, where t refers to temperature).
We calculated consistency scores using both the raw annotations and those mapped to the COARSE label set. Return
to main text. Return to appendix.
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BERTScore annotation 1 annotation 2

≥ 0.90

Technique, Analysis, Task Technique, Analysis, Task Suitability, Improvement
Writing Quality, Clarity Writing Clarity
Explanation, Settings, Obscurity Explanation, Experimental details, Clarity
Analysis, Tasks, Experiments, Findings Analysis, Experiments, Robustness
Experiment Setup, Text Classification Experiment Setup, Recency

< 0.90

Lack of definition, Context Definition, Paper
Clarity, Methodology Explanation
Model Specification Model, Structure, Clarity
Generalization Performance, Frame Experiment Hypothesis, Generalization
Model Architecture Encoder, Decoder, Tensor Product Representation

Table 11: How BERTScores for different pairs look like. Return to main text. Return to appendix.

Jaccard similarity set 1 set 2

0.9091 {1, 2, 3, 4, 5, 6, 7, 8, 9, 10} {1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11}
0.9000 {1, 2, 3, 4, 5, 6, 7, 8, 9, 10} {1, 2, 3, 4, 5, 6, 7, 8, 9}
0.8182 {1, 2, 3, 4, 5, 6, 7, 8, 9, 10} {1, 2, 3, 4, 5, 6, 7, 8, 9, 11}
0.8000 {1, 2, 3, 4, 5, 6, 7, 8, 9, 10} {1, 2, 3, 4, 5, 6, 7, 8}
0.7500 {1, 2, 3, 4, 5, 6, 7, 8, 9, 10} {1, 2, 3, 4, 5, 6, 7, 8, 9, 11, 12}
0.6667 {1, 2, 3, 4, 5, 6, 7, 8, 9, 10} {1, 2, 3, 4, 5, 6, 7, 8, 11, 12}
0.5833 {1, 2, 3, 4, 5, 6, 7, 8, 9, 10} {1, 2, 3, 4, 5, 6, 7, 11, 12}
0.5385 {1, 2, 3, 4, 5, 6, 7, 8, 9, 10} {1, 2, 3, 4, 5, 6, 7, 11, 12, 13}
0.4615 {1, 2, 3, 4, 5, 6, 7, 8, 9, 10} {1, 2, 3, 4, 5, 6, 11, 12, 13}
0.4286 {1, 2, 3, 4, 5, 6, 7, 8, 9, 10} {1, 2, 3, 4, 5, 6, 11, 12, 13, 14}
0.3571 {1, 2, 3, 4, 5, 6, 7, 8, 9, 10} {1, 2, 3, 4, 5, 11, 12, 13, 14}

Table 12: How Jaccard similarity for different pairs look like. Return to main text. Return to appendix.

Method. Result Data/Task Presentation Comparison DDDDEI Experiment Related Work

846 393 304 270 186 171 155 113

Analysis Evaluation IJMV Novelty Contribution Theory Ablation Significance

100 85 77 72 71 65 63 61

Table 13: The distribution of aspects in the questionnaire we distributed. Return to appendix.

review question yes no explanation

I am also somewhat confused by the second set of
experiments. Does the review address Experiment? 2 2

Proposes a novel approach by combining ideas
from active learning and human-AI collaboration. Does the review address Methodology? 2 2

Proposes a novel approach by combining ideas
from active learning and human-AI collaboration. Does the review address Novelty? 2 2

Table 14: Examples of the entries in the questionnaire we distributed. Note that a single review sentence appears
multiple times in the questionnaire if it covers multiple aspects. Return to main text. Return to appendix.

Contribution Ablation Evaluation Novelty IJMV Analysis Comparison DDDDEI

0.9953 0.9947 0.9843 0.9769 0.9740 0.9733 0.9695 0.9688

Theory Experiment Related Work Data/Task Methodology Result Significance Presentation

0.9641 0.9505 0.9204 0.9145 0.8928 0.8617 0.8361 0.8225

Table 15: The agreement between human and LLM annotations across different aspects. Return to appendix.
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C More on aspect prediction1144

The dataset is split into 90% for training and 10%1145

for testing. We implemented bag-of-words models1146

with random forest (BoW+RF) using scikit-learn.1147

We used RandomForestClassifier, and we set1148

n_estimators=100. For the RoBERTa models,1149

we set batch_size=16 and learning_rate=3e-5.1150

The models were trained for 10 epochs. For GPT-1151

4o experiments, we set temperature=0. We set1152

seed=2266 for all the experiments.1153

The equation for focal loss is given in 3, and1154

we experimented with α = [0.1, 0.2, 0.3] and γ =1155

[1.5, 2.0, 2.5].1156

Lfocal(p) = −αt(1− p)γ log(p). (3)1157

Table 16 shows the few-shot prompt. We se-1158

lected exemplars from the training set.1159

Identify the aspect(s) that the given sentence
focuses on. Aspects: $COARSE/FINE ASPECTS$.
If a sentence focuses on none of these aspects,
mark it as “-”. Format the output in a json
dictionary: {“Aspects”: [...]}. Here are some
examples:

$EXAMPLES$

Table 16: The few-shot prompt used to predict aspects.
Return to main text.

Table 17, 18, 19, and 20 show additional results1160

of PAP and RAP. Table 21 shows a classification1161

report of an RAP model.1162

model precision recall f1 Jaccard

BoW+RF 0.5254 0.6179 0.5435 0.4928

RoBERTa 0.5187 0.6644 0.5764 0.5378

GPT-4o 0.6980 0.3892 0.4455 0.3319

(a) abstract

model precision recall f1 Jaccard

BoW+RF 0.5483 0.6203 0.5481 0.4957

RoBERTa 0.5240 0.6599 0.5781 0.5327

GPT-4o 0.7324 0.6840 0.6561 0.5246

(b) title

Table 17: The highest precision, recall, F1 score, and
Jaccard similarity of predictions made by models trained
on PAP using the FINE label set. For GPT-4o, the eval-
uation of using the abstract as input is in the zero-shot
setting, and that of using the title in the few-shot setting.
Return to main text.

model precision recall f1 Jaccard

BoW+RF 0.8694 0.9430 0.8909 0.7952

GPT-4o 0.8580 0.7215 0.7452 0.6813

(a) full paper

model precision recall f1 Jaccard

BoW+RF 0.8139 0.9177 0.8527 0.7725

RoBERTa 0.8658 0.9586 0.9048 0.8339

GPT-4o 0.8700 0.5633 0.6392 0.5589

(b) abstract

model precision recall f1 Jaccard

BoW+RF 0.8308 0.9114 0.8575 0.7625

RoBERTa 0.8944 0.9290 0.8864 0.8381

GPT-4o 0.8835 0.9684 0.9200 0.8471

(c) keywords

model precision recall f1 Jaccard

BoW+RF 0.8139 0.9177 0.8528 0.7640

RoBERTa 0.8654 0.9645 0.9048 0.8266

GPT-4o 0.8913 0.9494 0.9171 0.8448

(d) title

Table 18: The highest precision, recall, F1 score, and
Jaccard similarity of predictions made by models trained
on PAP using the COARSE label set. For GPT-4o, the
evaluation of using the full paper or abstract as input is
in the zero-shot setting, and the rest is in the few-shot
setting. Return to main text.

model precision recall f1 Jaccard

BoW+RF 0.7392 0.3817 0.4689 0.3447

RoBERTa 0.7413 0.7146 0.7196 0.6402

GPT-4o 0.6426 0.7092 0.6309 0.5217

Table 19: The highest precision, recall, F1 score, and
Jaccard similarity of model predictions on RAP using
the FINE label set. For GPT-4o, the evaluation is in the
few-shot setting. Return to main text.

label set precision recall f1 Jaccard

COARSE 0.5526 0.5646 0.5145 0.4341
FINE 0.6174 0.6939 0.6073 0.5041

Table 20: The highest precision, recall, F1 score, and
Jaccard similarity of model predictions on RAP using
GPT-4o in the zero-shot setting. Return to main text.
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category precision recall f1 support

Ablation 0.85 0.92 0.88 12

Analysis 0.83 0.77 0.80 39

Comparison 0.81 0.74 0.77 125

Contribution 0.79 0.87 0.83 31

Data/Task 0.75 0.85 0.79 212

DDDDEI 0.71 0.71 0.71 168

Evaluation 0.87 0.75 0.81 114

Experiment 0.93 0.82 0.87 99

IJMV 0.73 0.76 0.74 46

Methodology 0.80 0.83 0.81 602

Novelty 0.81 0.79 0.80 28

Presentation 0.75 0.70 0.73 279

Related Work 0.79 0.70 0.74 150

Result 0.82 0.84 0.83 266

Significance 0.79 0.41 0.54 27

Theory 0.00 0.00 0.00 0

None 0.66 0.69 0.67 401

AVERAGE (w.) 0.77 0.77 0.77 -

Table 21: The classification report of the predictions
made by the best performing model on RAP (in terms
of F1 score). Weighted average scores (AVERAGE (w.))
are reported. This model was trained using the COARSE
label set. Return to main text. Return to appendix.

D More on practical applications1163

D.1 More on aspect analysis1164

Figure 4 shows the Levenshtein similarity of the1165

set of the 10 most frequent aspects in the sub-1166

mission tracks in EMNLP23. It shows that the1167

1th to 18th tracks are more similar to each other.1168

The 1th to 18th tracks are: (1) Question Answer-1169

ing, (2) Information Retrieval and Text Mining, (3)1170

Phonology, Morphology, and Word Segmentation,1171

(4) Human-Centered NLP, (5) Machine Learning1172

for NLP, (6) Natural Language Generation, (7)1173

Discourse and Pragmatics, (8) Speech and Multi-1174

modality, (9) Summarization, (10) Computational1175

Social Science and Cultural Analytics, (11) Inter-1176

pretability, Interactivity, and Analysis of Models1177

for NLP, (12) NLP Applications, (13) Linguistic1178

Theories, Cognitive Modeling, and Psycholinguis-1179

tics, (14) Dialogue and Interactive Systems, (15)1180

Resources and Evaluation, (16) Information Ex-1181

traction, (17) Language Modeling and Analysis of1182

Language Models, (18) Language Grounding to1183

Vision, Robotics and Beyond.1184

The 19th to 27th tracks are not so similar to 1185

most of the other tracks. The 19th to 27th tracks 1186

are: (19) Sentiment Analysis, Stylistic Analysis, and 1187

Argument Mining, (20) Syntax, Parsing and their 1188

Applications, (21) Commonsense Reasoning, (22) 1189

Multilinguality and Linguistic Diversity, (23) Ma- 1190

chine Translation, (24) Ethics in NLP, (25) Effi- 1191

cient Methods for NLP, (26) Semantics: Lexical, 1192

Sentence level, Document Level, Textual Inference, 1193

etc., (27) Theme Track: Large Language Models 1194

and the Future of NLP. 1195

Figure 4: The Levenshtein similarity of the 10 most
frequent aspects within each submission track in
EMNLP23. Return to main text.

Figure 5 shows the 5 most frequent aspects in 1196

each of the submission tracks in EMNLP23. 1197

Table 22 shows the frequency of Analysis and 1198

DDDDEI across all the submission tracks in 1199

EMNLP23. 1200

D.2 More on review comparison 1201

Table 23 shows the prompts used to generate re- 1202

views used in Section 5.2. 1203

Figure 6 shows more results regrading the com- 1204

parison of human-written and LLM-generated re- 1205

views. 1206

D.3 More on LLM-generated review detection 1207

We used PyPDF2 to convert PDFs to text files, 1208

and we only generate reviews for the main 1209

text (cut contents after reference). We used 1210

GPT-4o, set temperature=0, seed=2266, and 1211

max_tokens=2048. 1212

Table 24 shows the zero-shot performance of 1213

GPT-4o on LLM-generated review detection. 1214
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Figure 5: The 5 most frequent aspects in each of the submission tracks in EMNLP23. Return to main text. Return
to appendix.
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track review (%)

Computational Social Science and Cultural
Analytics 69.23

Linguistic Theories, Cognitive Modeling,
and Psycholinguistics 68.75

Commonsense Reasoning 62.62

Multilinguality and Linguistic Diversity 60.68

Machine Learning for NLP 60.00

Machine Translation 57.38

Discourse and Pragmatics 56.86

Phonology, Morphology, and Word Seg-
mentation 56.67

Interpretability, Interactivity, and Analysis
of Models for NLP 56.37

Sentiment Analysis, Stylistic Analysis, and
Argument Mining 55.66

Theme Track: Large Language Models and
the Future of NLP 55.56

Information Retrieval and Text Mining 55.50

NLP Applications 54.48

Summarization 54.44

Resources and Evaluation 54.35

Efficient Methods for NLP 53.07

Information Extraction 53.06

Syntax, Parsing and their Applications 52.94

Language Modeling and Analysis of Lan-
guage Models 51.85

Dialogue and Interactive Systems 51.23

Speech and Multimodality 51.01

Ethics in NLP 50.96

Semantics: Lexical, Sentence level, Docu-
ment Level, Textual Inference, etc. 48.15

Language Grounding to Vision, Robotics
and Beyond 47.91

Human-Centered NLP 47.78

Question Answering 45.58

Natural Language Generation 42.34

(a) Analysis

track review (%)

Ethics in NLP 65.38

Linguistic Theories, Cognitive Modeling,
and Psycholinguistics 60.42

Interpretability, Interactivity, and Analysis
of Models for NLP 59.46

NLP Applications 57.17

Information Extraction 56.85

Resources and Evaluation 56.09

Semantics: Lexical, Sentence level, Docu-
ment Level, Textual Inference, etc. 56.02

Human-Centered NLP 54.44

Machine Learning for NLP 53.56

Information Retrieval and Text Mining 53.5

Speech and Multimodality 52.02

Sentiment Analysis, Stylistic Analysis, and
Argument Mining 51.89

Language Modeling and Analysis of Lan-
guage Models 51.85

Language Grounding to Vision, Robotics
and Beyond 50.95

Natural Language Generation 50.90

Computational Social Science and Cultural
Analytics 50.30

Theme Track: Large Language Models and
the Future of NLP 49.90

Summarization 49.44

Multilinguality and Linguistic Diversity 49.03

Dialogue and Interactive Systems 48.77

Discourse and Pragmatics 47.06

Efficient Methods for NLP 46.93

Question Answering 45.94

Commonsense Reasoning 42.99

Machine Translation 39.34

Syntax, Parsing and their Applications 39.22

Phonology, Morphology, and Word Seg-
mentation 33.33

(b) DDDDEI

Table 22: The frequencies of Analysis and DDDDEI across all the submission tracks in EMNLP23. Return to main
text. Return to appendix.
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Du et al. (2024)
As an esteemed reviewer with expertise in the field of Natural Language Processing (NLP), you are asked to write a review for a
scientific paper submitted for publication. Please follow the reviewer guidelines provided below to ensure a comprehensive and
fair assessment:

Reviewer Guidelines: {review_guidelines}

In your review, you must cover the following aspects, adhering to the outlined guidelines:

Summary of the Paper: Provide a concise summary of the paper, highlighting its main objectives, methodology, results, and
conclusions.

Strengths and Weaknesses: Critically analyze the strengths and weaknesses of the paper. Consider the significance of the
research question, the robustness of the methodology, and the relevance of the findings.

Clarity, Quality, Novelty, and Reproducibility: Evaluate the paper on its clarity of expression, overall quality of research,
novelty of the contributions, and the potential for reproducibility by other researchers.

Summary of the Review: Offer a brief summary of your evaluation, encapsulating your overall impression of the paper.

Correctness: Assess the correctness of the paper’s claims; you are only allowed to choose from the following options:
{Explanation on different correctness scores}

Technical Novelty and Significance: Rate the technical novelty and significance of the paper’s contributions; you are only
allowed to choose from the following options: {Explanation on different Technical Novelty and Significance scores}

Empirical Novelty and Significance: Evaluate the empirical contributions; you are only allowed to choose from the following
options: {Explanation on different Empirical Novelty and Significance scores}

Flag for Ethics Review: Indicate whether the paper should undergo an ethics review [YES or NO].

Recommendation: Provide your recommendation for the paper; you are only allowed to choose from the following options:
{Explanation on different recommendation scores}

Confidence: Rate your confidence level in your assessment; you are only allowed to choose from the following options:
{Explanation on different confidence scores}

To assist in crafting your review, here are two examples from reviews of different papers:

## Review Example 1: {review_example_1}

## Review Example 2: {review_example_2}

Follow the instruction above, write a review for the paper below:

Liang et al. (2024b)
Your task now is to draft a high-quality review outline for the given submission.
======
Your task:
Compose a high-quality peer review of a paper.

Start by “Review outline:”.
And then:
“1. Significance and novelty”
“2. Potential reasons for acceptance”
“3. Potential reasons for rejection”, List multiple key reasons. For each key reason, use **>=2 sub bullet points** to further
clarify and support your arguments in painstaking details. Be as specific and detailed as possible.
“4. Suggestions for improvement”, List multiple key suggestions. Be as specific and detailed as possible.

Be thoughtful and constructive. Write Outlines only.

ours
Write a paper review for the following paper regarding its strengths and weaknesses.

Table 23: The prompts used to generate reviews. Return to main text. Return to appendix.
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(a) Du et al. (2024), COARSE (b) Du et al. (2024), FINE

(c) ours, COARSE (EMNLP23) (d) ours, FINE (EMNLP23)

(e) Liang et al. (2024b), COARSE (ICLR24) (f) Liang et al. (2024b), FINE (ICLR24)

(g) ours, COARSE (ICLR24) (h) ours, FINE (ICLR24)

Figure 6: The heatmap of the Jaccard similarity between each pair of the human-written reviews and LLM-generated
reviews using Du et al. (2024)’s, Liang et al. (2024b)’s, and our prompt. Return to main text. Return to appendix.

dataset number of data #reviews per paper accuracy

Du et al. (2024) 20 4.80 0.80
Liang et al. (2024b) 200 4.52 0.75
ours 200 4.52 0.89

Table 24: The accuracy of GPT-4o in zero-shot LLM-generated review detection. Return to main text. Return to
appendix.
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