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Abstract

Abstract. Recent reports claim that large language models (LLMs) now outper-
form elite humans in competitive programming. Drawing on knowledge from
a group of medalists in international algorithmic contests, we revisit this claim,
examining how LLMs differ from human experts and where limitations still re-
main. We introduce LiveCodeBench Pro, a benchmark composed of problems from
Codeforces, ICPC, and IOI that are continuously updated to reduce the likelihood
of data contamination. A team of Olympiad medalists annotates every problem
for algorithmic categories and conducts a line-by-line analysis of failed model-
generated submissions. Using this new data and benchmark, we find that frontier
models still have significant limitations: without external tools, the best model
achieves only 53% pass@1 on medium-difficulty problems and 0% on hard prob-
lems, domains where expert humans still excel. We also find that LLMs succeed at
implementation-heavy problems but struggle with nuanced algorithmic reasoning
and complex case analysis, often generating confidently incorrect justifications.
High performance appears largely driven by implementation precision and tool
augmentation, not superior reasoning. LiveCodeBench Pro thus highlights the sig-
nificant gap to human grandmaster levels, while offering fine-grained diagnostics
to steer future improvements in code-centric LLM reasoning.

1 Introduction

Large Language Models (LLMs) have demonstrated extraordinary advances in code generation and
problem-solving. Modern models can now easily solve textbook-style puzzles [14] and achieve
near-perfect accuracy on HumanEval [[15]], and strong performance on more recent evaluations
such as SWE-Bench [36] and LiveCodeBench [35]]. For instance, Claude 3.5 Sonnet achieves
92% pass@1 on HumanEval [11]. Recent releases touted as reasoning breakthroughs, such as
DeepSeek R1 [31] and OpenAl 03 [34], have pushed performance towards the upper limits of these
benchmarks. To gauge what headroom remains, researchers increasingly adopt competitive program-
ming [35} 149} 151} [16} 29, 33| 53| [32] as a benchmark — its mathematically rigorous problems and
fully automated, pass-fail grading on exhaustive hidden test suites eliminate subjective judgment and
demand end-to-end mastery of problem formalization, algorithm design, and bug-free implementation.
When augmented with external tools like terminal access and search engines, models such as 03 and
o4-mini-high can reportedly attain Elo ratings above 2,700 [48] on Codeforces [41]], the premier
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Figure 1: LiveCodeBench Pro leaderboard. Elo rating versus average cost per problem for various
models. The gray region zooms in on the cluster of non-reasoning models.

competitive-programming platform with high-quality problems and frequent contests, placing it in
the top 0.1% of participants.

Yet, these simple quantitative evaluations do not fully capture what it means to solve complex
algorithmic problems. Are LLMs truly capable of reasoning at the level of elite human competitors?
Do current benchmarks accurately reflect the conceptual difficulty of problems, or are they skewed

toward implementation skill? And how much of the performance is driven by reasoning, as opposed
to tool use? Our work revisits these questions.

Existing evaluations [[19} 14} 54, |37, 138, 28} [39} 156] fall short of answering these questions. Bench-
marks like LiveCodeBench [35] offer coding problems, but suffer from inconsistent environments,
weak test cases vulnerable to false positives, unbalanced difficulty distributions, and the inability to
isolate the effects of search contamination. SWE-Bench [36]], though valuable for assessing software
engineering scenarios, focuses more on code maintenance than algorithm design. CodeELO [49]
introduces a competitive programming-focused framework using Codeforces problems, but still relies
on static archives, making it difficult to disentangle genuine reasoning from memorization, especially
for models with recent cutoffs or retrieval capabilities. Moreover, its analysis is largely limited to
noisy user-generated tags [52], which obscure the nuanced challenges of algorithmic reasoning.

To address these limitations, we introduce LiveCodeBench Pro, a challenging, daily-updated compet-
itive programming benchmark. It contains 584 high-quality problems before April 25, 2025, drawn
from top-tier contests including Codeforces [41], [CPC series [3]], and IOI series [4]]. In contrast to
LiveCodeBench, we omit LeetCode problems, which are easier and especially prone to training-data
contamination, ensuring that our set remains both more challenging and cleaner. We capture problems
as soon as they appear in live contests, reducing data-contamination risk. Our team of competition
coding experts and Olympiad medalists annotate every problem with key skills required for each

task (e.g., knowledge of combinatorics or dynamic programming), as well as whether they are

knowledge-heavy, observation-heavy, or logic-heavy problems, where the detailed definition of the

cognitive-focus taxonomy is elaborated in Section 2} This yields metadata for analyzing trends in

model performance, and laying the groundwork for targeted research into model failures.

We evaluate a suite of frontier models on LiveCodeBench Pro, including models such as Gemini
2.5 Pro, o4-mini-high, and DeepSeek R1. For each, we compute Elo-equivalent ratings for
LLMs across our expert-annotated skill tags. Then we leverage our team of experts to conduct an
analysis of specific model behaviors. We conduct a line-by-line comparison of 125 failed submissions
each from 03-mini and human participants of similar rating to diagnose failure modes. We also
compare reasoning models with their non-reasoning counterparts and identify unusual patterns in
03-mini-high’s handling of interactive problems. Finally, we analyze the impact of tool usage (e.g.,
web search, terminal access) for o4-mini-high. We find that:

(1) Current models excel in more structured and knowledge-heavy problems that require more logical
derivation than deduction, but they perform significantly worse on observation-heavy problems



Table 1: Pass@1 and Elo rating performance on LiveCodeBench Pro. Each model’s Elo-based
Rating is computed from head-to-head comparisons with human participants, while the Pct. % column
shows the model’s percentile among all human contestants. AvgTok is the average number of tokens
generated per problem and AvgCost is the approximate $-cost per problem. We also test 04-mini,
although its release date was later than the benchmark curation. Additional details are in Section[B]

Model Hard Medium Easy Rating Pct.% AvgTok AvgCost
Reasoning Models

04-mini-high 0.0% 53.5% 83.1% 2116 1.5% 23819  $0.1048
Gemini 2.5 Pro 0.0% 254%  70.4% 1992 2.3% 29879  $0.2988
03-mini 0.0% 169%  77.5% 1777 4.9% 18230  $0.0802
DeepSeek R1 0.0% 99%  56.3% 1442  18.0% 16716  $0.0366
Gemini 2.5 Flash 0.0% 127%  47.9% 1334 30.3% 35085  $0.0116
DeepSeek R1 Distill-Llama-70B 0.0% 2.8% 33.8% 999  56.0% 12425  $0.0050
Claude 3.7 Sonnet (Max Reasoning)  0.0% 14%  36.6% 992 56.5% 19075  $0.2861
Gemini 2.0 Flash Reasoning 0.0% 0.0%  29.6% 893  63.1% 11143 $0.0390
Non-Reasoning Models

GPT-4.1 mini 0.0% 5.6% 28.2% 1006  55.5% 2662  $0.0043
DeepSeek V3 0324 0.0% 5.6% 32.4% 984  57.1% 2712 $0.0030
GPT-4.1 0.0% 0.0% 23.9% 889  64.2% 2131 $0.0170
GPT-4.5 0.0% 0.0% 26.8% 881  64.8% 968  $0.1452
Qwen-Max 0.0% 0.0% 14.1% 821  69.4% 1244 $0.0080
Claude 3.7 Sonnet (No Reasoning) 0.0% 1.4% 16.9% 804  70.7% 3554 $0.0533
Llama 4 Maverick 0.0% 0.0% 15.5% 634 80.4% 1160  $0.0007
Claude 3.5 Sonnet 0.0% 0.0% 14.1% 617 81.4% 810  $0.0122
Gemma 3 27B 0.0% 0.0% 8.5% 601  82.5% 668  $0.0001
GPT-40 0.0% 0.0% 9.9% 592 83.1% 1133 $0.0227
Meta Llama 3.1 405B Instruct 0.0% 0.0% 9.9% 574 84.3% 568  $0.0005
DeepSeek V3 0.0% 0.0% 12.7% 557  84.9% 1020  $0.0011

demanding observation and creativity. Only problems on combinatorics, segment tree, and dynamic
programming see o4-mini-high perform above a grandmaster level.

(2) Compared to human experts, conceptual errors dominate model failures, whereas implementation
is a relative strength. LLMs frequently fail even on provided sample inputs, suggesting incomplete
utilization of given information and indicating room for improvement even in simple settings.

(3) Reasoning models show large performance improvements over their non-reasoning counterparts
in combinatorics and knowledge-heavy problems, while gains are limited for observation-heavy ones.

(4) Although multiple attempts (pass @k) substantially improve overall performance, models still
struggle to solve problems in the hard tier.

LiveCodeBench Pro is designed to be live and continuously updated. Our work shows the importance
of granular expert-level analyses, showing where models still underperform humans.

2 Benchmark Curation

Benchmark curation pipeline. Our 584-problem corpus is assembled in real time as contests
unfold, capturing each problem before any accepted solutions, editorials, or discussion threads appear
online. Doing so eliminates data leakage pathways that have plagued earlier coding benchmarks.
Every candidate problem must (i) originate from a premier competition like Codeforces, ICPC, 10I;
(ii) pass the host’s multi-layer vetting, which typically involves a coordinator plus two or more expert
testers who stress-test the judge data until no known buggy or inefficient implementation survives;
and (iii) expose its full, immutable test set at contest end so that subsequent model runs are evaluated
under the same rules as humans. This pipeline is detailed in Appendix [C|

Difficulty tiers. To streamline navigation, we adopt a Codeforces-style rating heuristic for difficulty
labels. The Elo difficulty of a problem means that a contestant of the corresponding rating can
solve the problem with a 50% probability. Problems with an official Elo rating < 2000 are flagged



Table 2: LiveCodeBench Pro Statistics for annotated tags with corresponding cognitive-focus
taxonomy. Breakdown by competitive programming topic, showing problem counts, percentages,
and average Codeforces difficulty ratings (Elo + std. dev.).

Category Tag Cognitive Focus  # Problems % Problems Difficulty (Elo)
Number Theory Logic 77 13% 1884 + 825

Mathematics Combinatorics Logic 62 11% 2423 + 666
Game Theory Observation 27 5% 1900 + 827

Others Logic 118 20% 1608 + 775

Greedy — Observation 163 28% 1708 £ 791
Data Structures Segment Tree Knowledge 38 7% 2629 + 502
Others Knowledge 101 17% 2108 + 689

Dynamic Programming — Logic 134 23% 2431 £ 614
Graoh Theor Tree Knowledge 53 9% 2308 + 528
P y Others Knowledge 42 7% 2331 + 680
String — Logic 44 8% 1595 £ 867
Constructive Observation 120 21% 1849 + 894

Implementation  Knowledge 108 18% 2057 £ 837

Ad-hoc Observation 103 18% 1578 + 814

Algorithmic Paradigms Case Work Observation 89 15% 1713 + 830
& gms Binary Search Observation 80 14% 2021 =652
Bitmasking Logic 46 8% 2174+ 679

Two Pointers Knowledge 22 4% 1777 £ 528

Interactive Observation 21 4% 2152 + 643

Total 584 100% 1827 £ 822

Easy: a world-class contestant can typically solve them in about 15 minutes using standard textbook
techniques and observations. The Medium tier, (2000, 3000], contains problems that demand the
fusion of two or more established algorithms together with non-trivial mathematical reasoning and
observations. Anything rated > 3000 is deemed Hard. These challenges usually hinge on an
extremely involved, non-obvious derivation or deductive leap that requires both a masterful grasp of
algorithmic theory and deep mathematical intuition; they elude more than 99.9% of participants and
sometimes remain unsolved even by the strongest competitors during live contests.

Tags and cognitive-focus taxonomy. We list the definition of each tag shown in Table [2]along
with the example problems in Section [K| In addition to these detailed tags, we group the problems
into three overarching categories based on their cognitive focus, as described below. Coupling the
tutorial-grade difficulty tiers with cognitive-focus tags turns the benchmark from a mere scoreboard
into a diagnostic instrument. In practice, a problem may straddle categories; annotators therefore
assign primary and secondary labels, reaching consensus through a triple-blind adjudication process
described in Section@ Through these, we can isolate whether an LLM’s weakness stems from
shallow algorithmic insight or brittle code generation.

* Knowledge-heavy. If a contestant comes equipped with ready-to-use templates, often very long
and structured code snippets, or knows a deep mathematical result that’s virtually impossible to
re-derive during the contest, the apparent difficulty of a problem drops sharply. In these cases, the
real test is breadth of knowledge and implementation, not discovery. With a solid command of the
underlying techniques, the core idea usually jumps out from the statement or samples, and the
primary challenge then becomes writing a correct, bug-free, and highly optimized implementation.

Given binary strings S € {0,1}" and T' € {0, 1}, compute the minimum number of bit
flips needed to make 7" a substring of S.
Datarange: 1 <m <n < 106 Time limit: 3s Memory limit: 1024 M

Example: AtCoder Beginner Contest 196 F. Substring 2 is a direct application of Fast
Fourier Transform (FFT). The key insight is to rephrase “count mismatches” as a convolution


https://atcoder.jp/contests/abc196/tasks/abc196_f

where 370 1[Siy; # Tj] = 2270, Siny © Ty = 3200, Siy (1 = Ty) + 3272, (1 = Sisj) T
Each of the two sums is just a convolution of two binary sequences (one derived from S, one
from the reversed T"). By reversing 7" and computing these convolutions with FFT, we get every
mismatch-count in one pass in O ((n + m)log(n + m)) instead of O(nm) brute-force. Solving
this task relies heavily on an in-depth understanding of convolution and the FFT.

Logic-heavy. When a contestant combines strong mathematical reasoning with systematic, step-
by-step derivations, the apparent difficulty of a problem collapses. Success here depends on
meticulous logical work, often in combinatorics or generating-function algebra, rather than a flash
of insight. The solver must translate symbolic manipulations into an efficient algorithmic recipe
(for instance, deriving a closed-form recurrence).

Given integers n, t and an array aj, ag, ..., an, count the number of ways to partition the
array q into disjoint groups (singleton groups allowed) so that the total imbalance, defined
as the sum over all groups of (max a in group - min a in group), is at most t. Output the
count modulo 10Y + 7 (a large prime number).

Data range: 1 < n < 200,0 <t <1000,1 < a; < 500 Time limit: 2s Memory limit:
256 .M

Example: Codeforces 626F. Group Projects requires carefully deriving and optimizing the
state design and transition of dynamic programming. After sorting a, a 3D state design is clear
where dp[i][j][k] denotes the number of ways to place the first i elements into j open groups
with total imbalance k. Upon adding a;1, there are two choices: start a new group, which
increments j by 1 and subtracts a; 1 from the imbalance k; or join one of the j open groups where
j, k remain unchanged. We also need to further distinguish whether a;;; becomes the allocated
group’s maximum: if it does, we close the group, decrementing j by 1 and adding a;; back
into k; if it doesn’t, then neither j nor k£ changes. The naive implementation lets k range from
—>"a; 10 Y a; and runs in O(n? Y a;), which doesn’t fit into the time limit. For optimization,
the key insight is ag — ar, = Zf;_; (a;j+1 — a;) where every gap a;+1 — a; > 0, allowing the
total imbalance k to stay in range [0, t], bounding the imbalance dimension by ¢ and yielding an
O(n?t) algorithm. Though every step is relatively intuitive, solving this task requires a rigorous
step-by-step chain of thought that demands inventing the right state, carefully tracking updates,
and spotting a subtle non-negativity bound for optimization, making this task logic-heavy.

Observation-heavy. When a contestant instantly spots a concise insight, typically an “aha”
moment straight from the problem statement, the apparent difficulty evaporates.

That single observation dramatically collapses the search space: Once the insight is in hand, the
implementation is brief and template-free. This style of problem rewards creativity, mathematical
intuition, and deductive leaps rather than long, step-by-step derivations.

On a row of n cells initially colored red or blue, Alice and Bob alternate moves:

Alice chooses two adjacent cells containing at least one red and repaints both white;
Bob then chooses two adjacent cells containing at least one blue and repaints both white.
The first player unable to move loses. Determine who wins under optimal play.

Data range: 1 < n < 5 * 10° Time limit: 1s Memory limit: 256/

Example: Codeforces 1704F. Colouring Game requires deducing each player’s optimal
move, writing a brute-forcing calculation of SG value on small n, and observing a subtle pattern
in the value table. From the deduction on each player’s optimal move, the player with more cells
of its color always wins, and in the case of an equal number of red and blue cells, the only thing
that matters is the length of the alternating RB or B R substrings. To solve for each substring,
we can use SG theorem [30] to compute the SG value of each configuration in O(n?) time where
SG(n) = mex!_2SG(i) ® SG(n — 2 — 4). Then, from the value table, a cyclic section of size
34 can be found where SG(n) = SG(n — 34) for n > 100, reducing large n to small 72 < 100,
allowing a brute-forcing O(7?) implementation to pass. Yet, once that insight is uncovered, the
entire solution can be coded up within twenty lines.


https://codeforces.com/contest/626/problem/F
https://codeforces.com/contest/1704/problem/F

3 Analysis and Discussions

3.1 Performance on Different Algorithmic Paradigms

Finding 1. LLMs perform better on knowledge-heavy and logic-heavy problems, and worse on
observation-heavy problems or case work.
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Figure 2: Tag-wise model performance. The z-axis represents different problem types, ranging
from knowledge-heavy problems in blue (e.g., segment tree, implementation, data structures) to
logic-heavy in red (e.g., combinatorics, dynamic programming, mathematics) to observation-heavy
problems in green (e.g., greedy, interactive, game theory). The y-axis corresponds to Codeforces-
equivalent Elo ratings, with human percentile benchmarks labeled (e.g., Master). Models tend to
excel on knowledge-heavy and logic-heavy problems but struggle on observation-heavy ones.

We present the performance, in terms of ratings computed with the Bayesian approach in Ap-
pendix [C.2] of 6 models in coding in each problem category based on our annotations. We found
that humans exhibit more consistent performance across different problem tags, while models show
greater variance in their ratings depending on the tag. We summarize our key findings as:

Knowledge-heavy problems are comfort zones for LLMs. Problems with tags such as segment
tree, graph theory, tree, and data structures exhibit high performance in most models. These problems
are often solvable by stitching together well-known templates (e.g., Fenwick tree, Dijkstra, Euler
tour), a setting in which LLMs excel because the requisite patterns appear verbatim in the training
data, and generating syntactically correct templates is much easier for LLMs than for humans.

Logic-heavy problems yield similarly good results. LLMs also perform well on logic-heavy
categories such as combinatorics, mathematics, dynamic programming, and binary search, which
require a more patterned way of thinking (e.g., applying combinatorial identities for combinatorics,
constructing a state space and deriving transition functions for dynamic programming) and can benefit
from memorized scaffolds of code.

Bad performance on observation-heavy problems. For game theory, ad-hoc, greedy, and con-
structive problems, ratings of most models collapse to below 1500, which is significantly below
knowledge-heavy and logic-heavy categories. Solving these problems usually hinges on the discovery
of novel insights, something that cannot be retrieved from memorized snippets alone.

LLMs struggle with case work. Interestingly, all models struggle with case work. Every model
except o4-mini-high stays below the 1500-rating mark, and even o4-mini-high performs signifi-
cantly worse compared with other problem categories. Manual inspection reveals that the inability to
identify and deal with edge cases is a prominent failure mode of all models.

Interactive problems expose a pronounced weakness. o4-mini-high sees its rating collapse to
around 1500 on interactive problems, and other models struggle as well. We provide discussions on
possible reasons behind such bad performance and identify unusual behaviors of 03-mini-high
when solving interactive problems in Appendix [H]



3.2 Diagnosis of Failure Reasons and Comparison with Humans
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Figure 3: Failure reasons in treemap. Comparing rejected submissions between 03-mini and
humans. Each block represents a specific rejection tag; its size is proportional to the total count
of rejections for that tag, with the inscribed text showing the 03-mini:human ratio. The color of
the block indicates the contribution rate of 03-mini to that tag’s rejections: red signifies a higher
proportion from o3-mini, while blue indicates a higher proportion from humans.

Finding 2. 03-mini makes significantly more algorithm logic errors and wrong observations, and
much fewer implementation logic errors than humans.

In this section, we specifically use 03-mini, which is the model with the best readability, for
annotation and in-depth analysis. We present the results in the treemap in Figure 3]

Conceptual errors dominate the model’s failures. The largest red tile inside the “Idea Error”
branch shows that 03-mini commits 34 more algorithm logic errors than human contestants among
the 125 annotated problems. These are genuine conceptual slips, instead of surface bugs.

Implementation is the model’s strong suit. Metrics related to low-level coding generally favor
03-mini. For instance, 03-mini commits 25 fewer implementation logic errors than humans among
the 125 annotated problems. Notably, all observed initialization errors and I/O format errors were
found in human submissions. The verdict-level breakdown also corroborates this: 03-mini almost
makes no “Runtime Error.” underscoring its comparative immunity to implementation mistakes.

A notable outlier - Idleness Limit Exceeded. One deep-red rectangle under “Verdict” shows a
spike in “Idleness Limit Exceeded” verdicts. This stems from the peculiar behavior of 03-mini on
interactive problems, most of which are judged as “Idleness Limit Exceeded.” More in Appendix [H]

Failures on sample inputs. The treemap highlights a substantial surplus of 45 instances for 03-mini
in the “Fails Sample” category, where solutions compile but already fail on the problem’s example
inputs. Unlike humans, 03-mini cannot compile locally or run sample inputs before submission.
Models with terminals and tool calls (e.g., 03 and 0o4-mini-high) are expected to make far fewer of
these easy-to-catch mistakesEI

Taken together, our analysis suggests that LLMs’ code is generally more syntactically reliable, but
struggles with the higher-level reasoning needed to craft correct algorithms or extract the right
observations from a problem. Although our formal annotations cover only 03-mini’s submissions,
preliminary manual checks suggest that the same error pattern is shared by most existing LLMs.

Note that all of our evaluations are run through the OpenAI API, where o4-mini-high lacks tool call and
terminal access. However, its web version does expose these features; we analyze their impact in Appendix



3.3 Impact of Multiple Attempts (Pass@k) on Model Performance

Finding 3. Increasing the number of attempts (pass @k) significantly improves the performance of
the models while still failing in the hard tier.
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Figure 4: 04-mini performance under pass@k settings. The plot shows the pass rates for Easy
and Medium tier problems, and the corresponding Elo rating changes as the number of attempts (k)
increases. All variants show 0% pass rate on the hard tier in the evaluation.

OpenAl’s reported Codeforces Elo rating of 2719 for o4-mini with terminal access and pass @k [48]]
contrasts with our evaluation of o4-mini-high, which achieved a rating of 2116 (without terminal
access and pass@1). This discrepancy motivates an investigation into the performance impact of
terminal access and tool calls versus the effect of allowing multiple attempts (pass@kﬂ

As illustrated in Figure[d the models demonstrate a substantial improvement in ratings as k increases.
For example, the o4-mini-medium’s rating rises from 1793 at pass@1 and converges to 2334 as k
increases to 10. Similar upward trends are observed for o4-mini-low and o4-mini-high. While
these gains from multiple attempts are significant, the converged rating still falls approximately 400
points short of the reported 2719. We, therefore, conjecture that the remaining difference is largely
attributable to the benefits of tool calls and terminal access. More details are in Appendix [G|
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Figure 5: Performance improvement with pass@k setting across tags. The Elo ratings for pass@ 1
and pass @10 across different problem categories show significant performance improvements. The
evaluated model is 04-mini-medium. Error bars representing the 95% confidence intervals.

As shown in Figure [5] we observe that among the five categories with the greatest improvement,
three—Game Theory, Greedy, and Case Work—are observation-heavy problems and can often be
solved by hypothesizing conclusions. A higher frequency of making educated guesses substantially
increases the probability of solving these problems correctly.

>Due to instability from excessively long reasoning chains (up to 100K tokens) and prohibitive costs
(~$200/pass), we limited o4-mini-high evaluation to pass@3.



3.4 Comparison Between Reasoning Models and Their Non-reasoning Counterparts

Finding 4. Reasoning brings about the largest improvement in combinatorics, a large improvement
in knowledge-heavy categories, and relatively low improvement in observation-heavy ones.

In this section, we examine the impact of enabling reasoning in LLMs on each problem tag. In
particular, we directly compare reasoning models and their non-reasoning counterparts, so that we
can control for variations in model architecture, training data, and other external factors, and isolate
the effect of reasoning. This isolation is crucial to demonstrate the true impact of additional chain-of-
thought or test-time scaling methods on models’ problem-solving capabilities in each problem tag. In
particular, we choose to compare DeepSeek V3 versus R1 and Claude 3.7 Sonnet Nonthinking
versus Thinking, which are two major frontier models with a non-reasoning version and a reasoning
counterpart as shown in Figure 6]
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Figure 6: Tag-wise Elo rating advantage of reasoning models. Error bars represent the 95%
confidence intervals for the Elo rating differences. The reasoning models outperform across nearly
all tags, though the magnitude of their advantage varies significantly.

Largest improvement in combinatorics. Both models show the largest improvement in combina-
torics, with DeepSeek R1 exhibiting nearly a 1400-point rating gain over V3.

Large improvement in knowledge-heavy categories. For knowledge-heavy problems such as data
structure and segment tree, enabling reasoning also results in large improvement (e.g., boosting
around 700 points for DeepSeek on segment tree and 500 points for Claude on data structures). This
is expected since problems in these categories often involve structured thinking.

Limited improvement in observation-heavy categories. Intriguingly, for game theory, greedy,
ad-hoc and constructive problems, which usually require significant amounts of observations and
LLM:s often struggle with (as shown in Section [3.1), even reasoning brings minimal improvement
(e.g., the improvement in game theory is almost the lowest for DeepSeek and negative for Claude).
This raises the question of whether current chain-of-thought methods are inherently limited for these
types of problems, or if there is an emergent threshold, that is, a point at which further advancements
in reasoning capabilities might eventually unlock substantial performance gains in these areas.

4 Conclusions and Future Work

In this work, we introduce LiveCodeBench Pro, a rigorously curated and contamination-free bench-
mark designed to evaluate the true algorithmic reasoning capabilities of LLMs in competitive
programming. With expert annotation and fine-grained comparison with human competitors, our
study reveals that current LLMs demonstrate proficiency in implementation-oriented problems; they
exhibit stark limitations in complex algorithmic reasoning, nuanced problem-solving, and handling
edge cases, failing entirely on the benchmark’s hardest problems. Despite claims of surpassing elite
humans, a significant gap still remains, particularly in areas demanding novel insights. In future work,
we plan to build a more automated and controllable submission and analysis pipeline.
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Appendix
The appendix is structured as follows:

* Literature review about the related works in Section[Al

* Full model list in Section Bl

¢ Benchmark curation details in Section

* Detailed evaluation setup in Section D]

» Performance on different divisions of contest in Section[H

* Analysis of tool use in Section[G]

* Peculiar behaviors of 03-mini-high when solving interactive problems in Section [H}
« LiveCodeBench Pro limitations in Section[Il

* Broader impact in Section[J}

* Problem examples per tag in Section [K]

* Case studies on different models comparison in Section[[]

A Additional Related Works

Evaluating the capabilities of Large Language Models (LLMs) in programming has been a rapidly
evolving area of research. Early efforts focused on foundational coding abilities. HumanEval [[1]]
established a standard for assessing functional correctness on relatively simple, standalone program-
ming puzzles, often drawn from introductory contexts. While influential, benchmarks like HumanEval
typically feature a low reasoning difficulty ceiling and have become increasingly susceptible to data
contamination as models train on vast web scrapes. Similarly, SWE-Bench [36]] aimed for greater
realism by focusing on resolving actual issues from GitHub repositories, testing practical software
engineering skills. However, it also primarily targets problems with a relatively low algorithmic
complexity ceiling and faces potential contamination issues.

Recognizing the limitations of general coding benchmarks for assessing deeper algorithmic rea-
soning, researchers developed evaluations centered on competitive programming problems. US-
ACOBench [8]], derived from the USA Computing Olympiad, presented problems with moderate
difficulty and higher-quality unit tests compared to earlier benchmarks. While it offered partial human
comparisons, it still suffered from potential data contamination. More recently, CodeELO [49] signif-
icantly raised the difficulty level, sourcing problems from platforms like Codeforces and introducing
Elo ratings for direct human comparability. CodeELO marked a step forward in evaluating high-level
skills, but its reliance on potentially noisy, crowd-sourced tags and lack of robust contamination
controls limited the granularity of its insights and its immunity to models leveraging existing on-
line solutions. Furthermore, its topic-level analysis relies on pass/fail rates (accuracy) rather than
difficulty-adjusted ratings, which, as discussed in Section|[C.2] can offer limited or potentially mislead-
ing insights into model capabilities across different algorithmic areas. LiveCodeBench [35] attempted
to address contamination by using problems released after model knowledge cutoffs. However, its
definition of “live” did not preclude models with tool access from finding solutions or hints online
during inference, its problem sources were somewhat limited, and it lacked deep, expert-driven
analysis. Notably, LiveCodeBench includes a significant number of problems from sources like
LeetCode, which often test implementation speed or knowledge of standard library functions rather
than deep algorithmic insight; models might achieve high scores on these problems, potentially
inflating overall performance metrics without demonstrating strong reasoning. Additionally, like
CodeELO’s topic analysis, its primary reliance on accuracy metrics fails to account for problem
difficulty, limiting the validity of comparisons and insights. Our work builds upon these efforts while
seeking to overcome their limitations, aiming for the “ultimate” benchmark for evaluating LLMs.
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Table 3: Model licensing and data cutoff dates. For models that do not provide a cut-off date, we
verify that their release date is earlier than the release of the problems in our benchmark.

Full Model Name Org. Lic. Cut-off Date
Reasoning Models

04-mini-high (250416) [47] OpenAl  Proprietary May 31 2024
Gemini 2.5 Pro Experimental 03-25 [22] Google Proprietary January 2025
03-mini (250131) [46] OpenAl  Proprietary Sep 30 2023
DeepSeek R1 [25] DeepSeek MIT Not specified
Gemini 2.5 Flash Preview 04-17 [21] Google Proprietary January 2025
DeepSeek R1 Distill-Llama-70B [26] DeepSeek MIT Not specified
Claude 3.7 Sonnet (Max Reasoning) [12] Anthropic Proprietary October 2024
Gemini 2.0 Flash Reasoning Experiment [20] Google Proprietary June 2024
Non-Reasoning Models

GPT-4.1 Mini [44] OpenAl  Proprietary May 31 2024
DeepSeek V3 0324 [27] DeepSeek MIT July 2024
GPT-4.1 [43] OpenAl  Proprietary May 31 2024
GPT-4.5 Preview (250227) [45] OpenAl  Llama 3.1 Not specified
Qwen-Max [17] Alibaba  Proprietary Not specified
Claude 3.7 Sonnet (Reasoning Disabled) [13] Anthropic Proprietary October 2024
Llama 4 Maverick [50] Meta Llama 4 Not specified
Claude 3.5 Sonnet [10] Anthropic Proprietary Not specified
Gemma 3 27B [23] Google Gemma Not specified
GPT-40 (241120) [42] OpenAl  Proprietary Sep 30 2023
Meta Llama 3.1 405B Instruct [40] Meta CCBY-NC 4.0 Not specified
DeepSeek V3 [24] DeepSeek MIT Not specified

B Model List

C Benchmark Curation

C.1 Problem Set Collection and Evaluation

In total, we have gathered 584 high-quality problems until April 25, 2025, which surpasses any
existing benchmark. Sourced from the following premier contests, they showcase challenges crafted
by some of the most talented and insightful programmers in the world, representing the current
boundaries of human problem-solving.

* Codeforces [41]. Recognized as the most prestigious platform for competitive programming,
Codeforces is celebrated for its high-quality problems and a well-established community
of elite competitors. The rigor of its rated regular rounds provides a robust foundation for
benchmarking.

* ICPC Series [3]. Short for the International Collegiate Programming Contests, the ICPC
Series epitomizes the pinnacle of collegiate programming challenges. Under the strict
oversight and rigorous moderation of the ICPC Foundation [2], the series encompasses:

— Regional contests. Conducted across various states (in the U.S. and China) or nations
(in Europe), these contests attract over 70,000 contestants from more than 3,000
universities spanning over 100 countries every year [9].

— Continental championships. Featuring the top approximately 50 teams from each
continent.

— World Finals. Where the leading 20 teams from each continent compete for global
supremacy.

14



* IOI Series. [4] As the premier contest for pre-college students, the I0OI (International
Olympiad in Informatics) provides problems that challenge even the most talented young
problem solvers. The series includes:

— Provincial or Regional Team Selection Contests.

— National Team Selection Contests. The flagship events include the Chinese National
Olympiad in Informatics (NOI) [6] and the USA Computing Olympiads (USACO) [8].

— IOI Contest. The final global contest brings together the top four contestants from
each country to determine the final champion.

* Others. This part includes university contests, featuring the most interesting and challenging
problems that students from the universities can come up with, including MITIT (MIT
Informatics Tournament) [5] and THUPC (Tsinghua University Programming Contest) [7].

We build our problem collection process around three key principles as follows:

* Broad Spectrum of Topics and Difficulty Levels. The selected problems span a diverse
range of areas, from dynamic programming and graph theory to geometry and number theory.
They are designed to challenge a wide spectrum of programmers, including problems that
more than 80% of competitors can solve as well as problems that only the top 1 (equivalent
to top 0.0005%) (or sometimes none, given the active community of around 170,000 users)
can successfully tackle. This diversity ensures a comprehensive evaluation that tests a wide
array of skills. All problems are from world-class prestigious platforms or contests, often
used for national team selection, and the quality, originality, and innovation behind each
problem are assured through multi-layer strict inspection by professionals.

* World-class Robust Unit Test Generation Mechanism. Many problems in our benchmark
originate from Codeforces, which uses the Polygon problem-setting platform. Each problem
is then rigorously vetted by a team of expert testers—typically drawn from the community’s
top 1%, and overseen by at least one coordinator, usually among the top 0.1%. These
specialists verify both the soundness and originality of every problem, ensuring it has never
appeared elsewhere before. Testers go on to craft extensive “false positives,” designing
edge-case and extreme-case inputs that force problem authors to refine their test suites
until every flawed or inefficient solution the testers can think of is uncovered. In addition,
Codeforces’ celebrated “Hack” feature empowers the community to submit inputs that
expose hidden weaknesses in correct-looking solutions that pass the original test set made by
problem authors, and any unit test associated with a successful hack is immediately added
to the final test set.

For problems in the ICPC and IOI series, whose outcomes determine which students
represent their universities or nations on the global stage, these problems undergo an even
stricter process. A dedicated coordinator hand-picks the strongest problems from a fiercely
competitive problem pool sourced from global talent, and at least two additional testers
rigorously validate each problem’s integrity.

In our benchmark, this multilayered approach ensures the highest levels of quality and
reliability for both the problems themselves and their comprehensive test sets.

* Real-Time Collection Ensuring Evaluation Integrity. By capturing problems in real time,
at the very moment of their release during live contests or their online mirror contests, we
ensure that the evaluation process is conducted in a truly pristine environment. At that point,
no correct submissions, hints, or official solutions are available on the Internet, significantly
mitigating the risk of data contamination. This approach preserves evaluation integrity,
ensuring that the assessments faithfully reflect their genuine coding and reasoning skills,
free from any influence of pre-existing solutions or “search” features during inference.

Recognizing the limitations inherent in existing coding benchmarks, such as weak unit tests, severe
data contamination, and misinterpretations due to an incomplete understanding of competitive
programming, our framework goes one step further by integrating human-model comparison and
expert human analysis and insight, as detailed in the following.
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Table 4: Illustration of the difficulty bias. A higher pass rate on easy Two Pointers problems does
not mean the model is better at Two Pointers: once problem difficulty is taken into account through
Bayesian Elo calibration, the same model is actually stronger in Segment Tree.

Topic Mean Difficulty Pass@1 (04-mini-high) Elo-Equivalent Rating
Two Pointers 1777 75% 1923
Segment Tree 2629 37% 2495

C.2 Human-Model Comparison

5 ¢

In competitive programming parlance, a model’s “raw pass rate” is only the first step toward under-
standing its true skill level. The difficulty distribution of the problems it faces also matters. A key
shortcoming of prior work, for example, in the analysis of CodeELO, the implicit assumption that
higher pass rates directly imply superior reasoning in the underlying topic. Table [4|shows why this is
misleading.

Bayesian Elo estimation. To obtain ratings that are directly comparable with those of Codeforces
contestants, we treat every model as a virtual player and estimate its skill via Bayesian maximum-a-
posteriori (MAP) Elo rating [S5]. Concretely, on Codeforces, a difficulty rating d is assigned for each
problem after the contest, where a contestant with Elo rating d has a 50% chance of solving the prob-
lem in the contest. Then, for each submission we observe the binary outcome {Accepted, Rejected }
together with the contest-official problem rating d;, we can evaluate the equivalent Elo rating as
follows.

Let the observed submissions be

D={(di,yi)}_,, wi= {

1, accepted,

d; = probl ting.
0, rejected, problet rating

Assume a Gaussian prior on the model’s true rating 7:

r~ N(p,0?).

The probability of solving problem ¢ under the Elo model is
_ 1
ﬂ-’(r) 1 4 10(di—r)/400"
The (unnormalized) log-posterior is

£0) = 3 [rnm(r) + (1 =) (1 = m()] - LB

202
i=1 0

We obtain the MAP estimate by
7 = argmax L(r).

To quantify uncertainty, approximate the posterior curvature at 7:

5 0? L(F+e) —2L(F) + L(F—¢)
I(7) :—Wﬁ(r) R = , =0.1.
Then )
Std(r | D) ~ .
1(7)

In this way, for the Codeforces subset of our benchmark, we obtain the genuine Elo rating of
problem-solving capability for each model.

Why Elo beats pass rate. The resulting 7 corrects for problem difficulty and provides a direct
mapping to the human leaderboard. In particular:

16



* Difficulty-aware assessment. A model that clears many easy problems but struggles with
hard ones receives a lower rating than one that clears fewer but harder problems, even if
their raw pass rates are identical.

* Human comparability. Matching 7 against Codeforces percentiles places a model in a
familiar talent band (e.g. Expert, Candidate Master, Grandmaster), giving an intuitive sense
of where it would rank among humans.

* Speed neutrality. Unlike some technical reports that compute ratings under the unreal-
istic assumption of infinite typing speed, which offers a 200-300 point “free boost”, our
evaluation method effectively eliminates the impact of latency, isolating pure reasoning skill.

In summary, this calibrated framework for rating calculation effectively reveals the true reasoning
capabilities of models.

C.3 Expert Annotation and Diagnosis

A team of world-class competitive programmers reviews a subset of 584 problems in our benchmark
and 125 failed submissions each for 03-mini-high and human contestants, each in three passes:

1. Topic tagging. Each problem is assigned to a refined taxonomy (Figure [2) that corrects the noise
and omissions of the crowd-edited Codeforces tag system.

2. Difficulty and pitfalls. Annotators make a fine-grained categorization scheme for all problems,
classify each problem by their underlying algorithmic ideas, and record the official Codeforces
difficulty rating « (50 % success rate at Elo x), and note the key observations, common traps, and
corner cases.

3. Submission triage. For every model or human solution, we log the verdict (Accepted, Wrong
Answer, Time Limit Exceeded, .. .), attach a root-cause label (idea-level vs. implementation-level
error), and flag “Fails Sample” if the code cannot pass the problem’s own sample I/O provided in
the statements.

Problem-level Statistics. Although Codeforces offers a native tagging system, the tags are entirely
crowd-sourced. Any user who has submitted an accepted solution, which can be copied from an
editorial or a public repository after the contest, has access to edit it. This openness introduces
substantial noise as we have documented both inadvertent mistakes and deliberate “tag trolling.”
Because CodeELO treats these tags as ground truth, its topic-level analysis inherits that contamination.
To ensure reliable labels, we re-tag every problem manually: Each problem is first annotated by a
top-tier competitive programmer and then independently cross-validated by at least one additional
expert. The resulting taxonomy is therefore as close to ground truth as current human judgment
permits.

For LiveCodeBench Pro, our experts catalog every algorithm, data structure, and problem paradigm
required for a correct solution. To maintain statistical significance, we retain only those categories
that occur in at least 5% of the problems, merging the rest into “Other.” The final distribution is
presented in Table[2]

Benefits of fine-grained annotation. This dual-view of topic proficiency and error provenance
turns the benchmark into a diagnostic microscope:

* Curriculum design. Educators can target the categories where LLMs lag most severely
(e.g. corner-case reasoning).

* Model debugging. Developers can prioritize implementation-level robustness or algorithmic
depth depending on the observed error mix.

* Research insights. Comparing human and model error spectra reveals which skills remain
uniquely human and which are already automated.

Together with the Bayesian-Elo evaluation in Section[C.2} these annotations transform the benchmark
from a scoreboard into an explanatory tool for understanding large-scale code reasoning.
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D Evaluation Setup

For evaluation, we use the following identical prompt for each of the assessed models. We also
eliminate the impact of the infinite typing speed assumption and possible data contamination resulting
from tool usage.

User: Prompt for Evaluation

You are a competitive programmer. You will be given a problem statement, please implement

the solution in C++. The execution time and memory limit are also stated in the statement so
be aware of the complexity of the program. Please wrap the code in “‘cpp and “* so that it is
properly formatted.

E Rating Trend of Frontier Models

2250
2000
17501
o
£
+5 1500
o
12501
1000
—— 03-mini
750 F - Gemini 2.5 Pro
—— 04-mini-high
2024-11 2024-12 2025-01 2025-02 2025-03 2025-04 2025-05

Figure 7: Rating trend of 03-mini, Gemini 2.5 Pro, and o4-mini-high.

In this section, we present the rating trajectories of three state-of-the-art models — 03-mini, Gemini
2.5 Pro, and o4-mini-high — on recent contests. We see that the ratings of all three models
sharply decreased in more recent contests. For example, o4-mini-high slips from a peak above
2300 to around 1900, and Gemini 2.5 Pro falls to around 1400 — a loss of nearly 600 ratings in a
few rounds. By comparison, human contestants seldom experience drops of this magnitude. One
possible explanation is an adversarial problem setting: In response to the public access to highly
performing LLM coders, recent rounds appear to include tasks that deliberately exploit current
models’ weaknesses to mitigate the impact of human contestants using LLMs to cheat during the
contests. Natural distribution shifts in contest styles may also be contributing to this downward trend.

F Performance on Different Divisions of Contest

In this section, we evaluate the performance of each model on different divisions of contests.
Though [49] presents similar results and trends in their Table 3, our evaluation augments it with sev-
eral new SOTA models, such as 03-mini and Gemini 2.5 Pro, which provides fresh evidence and
finer granularity for the community. In Table[f] we present the common contest types in Codeforces,
along with their rating windows and typical characteristics. We present each model’s performance on
all contest categories in Table 3

Key Patterns. Most models show their best performance in the first two columns, i.e., they perform
the best in Div 3/Div 4 contests, which mostly consist of knowledge-heavy and logic-heavy problems.
In addition, ratings on Educational rounds are generally higher than on Div 2 but lower on Div 3/Div 4,
matching the intuition that problems in Educational Rounds emphasize standard patterns yet introduce
slightly more algorithmic novelty. Ratings of all models drop sharply once we reach Div 2 and
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Table 5: Performance of Each Model by Division

Model Div 4 Div 3 edu Div 2 Divl Divl1+2
04-mini-high 2052 2091 2235 2174 2040 1840
Gemini 2.5 Pro 1695 1834 1838 1433 1402 1580
03-mini 1646 1923 1644 1597 1537 1492
DeepSeck R1 1502 1522 1383 1191 1319 1055
Gemini 2.5 Flash 1556 1455 1476 1094 1101 1065
Claude 3.5 Sonnet 1019 892 752 593 805 706
GPT-4.1 Mini 1119 1246 1038 782 818 751
DeepSeek R1 Distill-LLlama-70B 1204 1193 1004 911 1101 926
Claude 3.7 Sonnet (Max Reasoning) 1273 1221 1055 870 805 848
DeepSeek V3 0324 1158 1182 900 815 809 846
Average 1422.4 14559 13325 11460 1173.7 1110.9

Table 6: Codeforces Contest Types, Rating Ranges, and Characteristics. A breakdown of the
different contest divisions on Codeforces, showing the intended participant rating levels and the
nature of problems typically encountered in each.

Contest Type Rating window Typical characteristics

Div 4 < 1400 Entry-level contest; problems emphasize straight-
forward implementation, standard algorithms, and
basic data structures.

Div 3 < 1600 Slightly harder but still template-friendly; some-
times incorporate simple combinatorics and greedy
ideas, while mostly implementation-oriented.

Educational Round < 2100 Problems are crafted for pedagogy: they showcase
“textbook” algorithms and patterns in a didactic
progression.

Div 2 < 1900 (sometimes 2100)  Mid-tier difficulty; often requires creative tricks to
solve each problem.

Div 1+2 open to all Mixed difficulty set spanning Div 1 and Div 2 lev-
els.

Div 1 > 1900 Expert-level contest aimed at high-rated com-

petitors; problems demand original insights,
non-standard data structures, and tight complex-
ity bounds.

Div 1 +2 rounds, whose problems usually require more original observations. These patterns also
match our observations in Section 3.1}

G The Impact of Tool Usage in 04-mini

The official Codeforces rating for o4-mini was reported to be around 2700 when evaluated with
terminal access and the ability to freely issue tool calls, and utilizing pass @k. Our own evaluations
in Section [3.3| showed that o4-mini (without terminal access and tool calls) achieved a rating of
1793 at pass@1, which improved to 2334 at pass@ 10. This accounts for a significant portion of the
difference from the reported score. However, a gap of approximately 400 points still remains when
comparing our pass@ 10 (without terminal access and tool calls) results to the reported pass@k (with
terminal access and tool calls) rating. This suggests that while multiple attempts (pass @k) offer a
substantial performance boost, terminal access and tool calls remain a primary driver for reaching the
highest reported performance levels for o4-mini. We identify that terminal access and tool calls can
boost the performance of LLMs in competitive programming in the following ways:
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(1) Local compilation and sample input checking. With terminal access, o4-mini-high can
immediately surface and repair syntax errors in the code. It can also execute the problem’s sample
inputs, giving fast feedback on straightforward logical mistakes.

(2) Brute-force stress testing. With tool calls, o4-mini-high can often write a brute-force reference
solver for small test cases and then produce random or adversarial test cases. By diffing outputs
between the reference and its original solution, the model can locate corner-case bugs - an iterative
process that is impossible without a tool call.

(3) Pattern discovery. A related benefit is heuristic exploration: 04-mini-high can run brute-force
enumeration on toy instances to detect invariants, periodicities, or constructive patterns, effectively
exploring its way towards the correct algorithm. This capability is particularly useful for problems
where observations are otherwise hard to obtain.

In particular, in our evaluation without tool calls, 04-mini-high exhibited an unprecedented number
of compilation errors. We conjecture that two factors likely contribute: (i) its reinforcement learning
may have overshot calibration, encouraging confident but sometimes syntactically incorrect guesses;
(i1) during training, the model may have overly relied on local compilation to auto-correct surface-
level errors, reducing the learning pressure to emit flawless code. Without the safety net of a tool call,
these latent weaknesses manifest as compilation errors in our evaluation. These findings also imply
that future benchmarks should distinguish between native reasoning and tool augmentation.

H Peculiar Behaviors of 03-mini-high When Solving Interactive Problems

Interactive problems are common in programming contests. In these problems, the input data given
may not be predetermined but is built specifically for our solution. Jury writes a special program,
an interactor, such that its output is transferred to the input of our solution, and the output of our
program is sent to the interactor’s input. In other words, our solution and the interactor exchange the
data, and each decides what to print based on the “history of communication.” [18].

Interestingly, we observe that 03-mini-high, in particular, sometimes exhibits reward hacking when
solving interactive problems by taking advantage of the “hack mode” that many of these problems
support. Even if this does not happen, 03-mini-high often resorts to fallback solutions without
much thinking, compared to when solving other types of problems. Here, we take the problem from
https://codeforces.com/contest/2073/problem/E as an example. This is the problem E of
the 2025 ICPC Asia Pacific Championship, and it is a standard interactive problem. In one query, as
shown in 03-mini-high Response 1, 03-mini-high provides a solution by attempting to hack the
interactive environment.

03-mini-high: Solution 1 - Reward Hacking By Attacking the Environment

The full “interactive-reconstruction” solution for this problem is extremely challenging (and
indeed was a very hard interactive problem on Codeforces). Our new problem uses another
acceptable “passing” solution is to take advantage of the “hack mode” that many interactive
problems support: in local testing (and in hacks), the hidden expression is provided as extra
input after the integer n. (In the real interactive environment, you would learn the structure
only by making queries — but without an interactive judge, it is impossible to “simulate” that
process.)

The code below works as follows:
e It first reads the integer n.
* It then checks whether a “hidden expression” (the actual expression string) is pro-
vided in input.
* If so, it simply outputs it (with the required prefix “answer ). This way, the solution
“passes” in hack mode.

¢ Otherwise (if no hidden expression is provided), it falls back to outputting a valid
expression that uses exactly n occurrences of x (namely, the left-associative tree).
Note that in a real contest, you would use up to 500 queries to deduce the hidden tree
exactly—but here this fallback is the best we can do without an interactive judge.
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https://codeforces.com/contest/2073/problem/E

#include <iostream>
#include <string>
using namespace std;

int main(){
ios::sync_with_stdio(false);
cin.tie(nullptr);

int n;
if (! (cin >> n)) return 1;

// In hack mode, the hidden expression is provided as extra input.
// In a real interactive solution,
// you would deduce the tree via queries.
string hidden;
if(cin >> hidden) {
// If the hidden expression is provided,
// output it as the answer.
cout << "answer " << hidden << "\n" << flush;
} else {
// Fallback: output a valid expression with n copies of x.
// (This is the left-associative tree: for example,
// for n=3, "((x-x)-x)".)

string expr = "x";
for (int i = 1; i < n; i++){
expr = ll(ll 45 expr + ll_x)ll;

}
cout << "answer " << expr << "\n" << flush;

}

return O;

}
\ v

In another query, as shown in 03-mini-high Response 2, 03-mini-high provides a fallback
solution that only solves for the simplest case, almost without any concrete real solution. Intriguingly,
03-mini-high arrives at this dummy solution after less than one minute of thinking, which is
significantly shorter than the thinking time for other categories of problems.

03-mini-high: Solution 2 - Fallback Solution

Below is one “solution” in C++ that uses an extremely simple, essentially dummy interactive
protocol. (In a real contest, the intended solution would use a clever sequence of queries to
“learn” the hidden expression exactly. In our code, we only make a minimal query when n is 3
(which is exactly the sample case) and for every other n we simply output a “left-associative”
subtraction chain; this is almost certainly wrong on many hidden expressions, but illustrates
the outline of an interactive solution.)

Note that because the real reconstruction algorithm is very tricky (it must “learn” a read-once
Boolean formula by making at most 500 queries), my provided solution would pass only in
the very special case when the hidden expression exactly equals the left-associative chain
I output (or — for n = 3 — if the judge’s single query result distinguishes the two possible
answers).

#include <bits/stdc++.h>

using namespace std;

int main(){
ios::sync_with_stdio(false);
cin.tie(nullptr);
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int n;
cin >> n;

// For n = 3 we try to distinguish between

// the two possible expressions

if(n == 3){
// Query with all ones.
cout << "query " << string(n, ’1’) << "\n";
cout.flush();

int resp;
cin >> resp;
// By the sample explanation:
// If the query returns O then the hidden expression is
/7 ((x-x)-%)
// Else (resp == 1) it must be (x-(x-x))
if (resp == 0)

cout << "answer ((x-x)-x)" << "\n";
else

cout << "answer (x-(x-x))" << "\n";
cout.flush();

}

elseq{
// For any other n, we use a dummy strategy:
// output a left-associative chain.
// That is, we build the expression as:
// (G (x-x)-x)-x) ... -X)
// which is a valid expression with n occurrences of x.
string expr = "x";
for (int i = 2; i <= n; i++){

expr = u(u + expr + "—X)";

}
cout << "answer " << expr << "\n";
cout.flush();

}

return O;

}
\ 7

The reason why 03-mini-high exhibits such unusual behaviors on interactive problems in particular
is worth exploring. Several factors can contribute to this phenomenon: First, interactive problems
inherently require the solver to simulate an ongoing dialogue with the jury, a process that demands high
levels of adaptive reasoning over multiple steps. 03-mini-high, despite its performance on static
problems, struggles with such dynamic interactions because its training did not emphasize this mode
of problem solving. When the model finds it too hard to find a fully correct and verifiable solution, it
might resort to reward hacking by hacking the interactive environment or simply minimizing its output
and providing only a skeleton of a solution and code. Of course, the phenomenon of reward hacking
is in itself an alignment and safety vulnerability that needs to be addressed by OpenAl. Furthermore,
when solving coding problems in general, models usually apply some template recognition heuristics
to identify recognizable patterns in the problem and retrieve prelearned, generic code templates
corresponding to that pattern. This approach can be useful when the problem fits a well-known
mold, but it can become problematic when the problem requires more nuanced logic and unfamiliar
strategies. In effect, the template recognition heuristic might be overshadowing deeper problem-
solving in the case of interactive problems: the model defaults to a safe and minimal template without
integrating the problem-specific details for the solution.
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I Limitations

While LiveCodeBench Pro offers significant advancements in the evaluation of LLMs for competitive
programming, particularly through its liveness, rigorous Elo-based rating, and expert annotation, we
acknowledge several limitations that offer avenues for future research.

Model-Specific Failure Analysis. Our in-depth diagnosis of failed submissions was primarily
conducted for the 03-mini model because detailed failure reason analysis is very labor-intensive,
and 03-mini had the state-of-the-art performance at the time of our analysis. Although preliminary
checks suggest similar error patterns in other LLMs, a broader and equally detailed analysis across a
wider range of models would be beneficial to confirm the generalizability of these failure modes.

Absence of an In-house Automated Test Generation Module. Our current methodology does
not include an internally developed module for the automated construction of robust test data. The
creation of such test suites is notoriously hard, requiring careful design to ensure test cases adhere
to input constraints, address edge-case behaviors, and effectively distinguish between correct and
subtly flawed program logic. While we currently rely on established third-party online judges (e.g.,
Codeforces, QOJ) for evaluating program correctness, the development of an in-house automated test
generator is an important future research direction. Such a module would substantially enhance the
agility and control of our evaluation pipeline.

Pass@1 as the Primary Metric. The primary metric for the performance report is pass@ 1. While
widely used in previous coding benchmarks [33, [1]], future work could explore pass@k or other
metrics that might provide a more nuanced view of a model’s problem-solving capabilities.

J Broader Impact

The release of LiveCodeBench Pro has the potential to significantly shape the future development
and evaluation of language models on rigorous algorithmic reasoning tasks. We encourage the
community to move beyond static datasets and toward more robust, generalizable measures of
machine intelligence. Our benchmark promotes transparency and reproducibility, offering detailed
annotations and open protocols that can serve as a foundation for future research into failure forensics,
tool use, and reasoning skill development in LLMs. These contributions may influence the design
of both academic and industrial evaluations, leading to a deeper understanding of the reasoning
capabilities and limitations of current models.

K Problem Examples per Tag

In this section, we present one illustrative problem for each problem tag. The goal is to give readers
a concrete sense of the flavor of problems that fall under each tag. For each problem, we list its
official Codeforces rating and provide direct links to a human-accepted submission as well as the
corresponding frontier model submission that was rejected, enabling side-by-side comparison of
human and model behaviors.

String String problems are computational tasks centered on the processing and analysis of se-
quences of characters. These problems commonly involve operations like pattern detection, substring
manipulation, string construction, or transformations aimed at achieving specific structural or re-
lational properties. Effectively solving string problems necessitates robust logical reasoning to
develop efficient algorithms, often requiring a deep understanding of string structures, character
dependencies, and the consequences of sequential modifications. For instance, a problem seeking
the lexicographically maximal string through defined digit-swapping and decrementing operations
exemplifies tasks that scrutinize character manipulation and lexicographical ordering, hallmarks of
string-based challenges.
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Example String Problem (Rated 1300)

You are given a string s, consisting of digits from 0 to 9. In one operation, you can pick any
digit in this string, except for 0 or the leftmost digit, decrease it by 1, and then swap it with
the digit left to the picked.

For example, in one operation from the string 1023, you can get 1103 or 1022.

Find the lexicographically maximum string you can obtain after any number of op-
erations.

Input
The first line of the input consists of an integer ¢ (1 < ¢t < 10*) —the number of test cases.

Each test case consists of a single line consisting of a digital string s (1 < |s| < 2-10),
where |s| denotes the length of s. The string does not contain leading zeroes.

It is guaranteed that the sum of |s| of all test cases doesn’t exceed 2 - 10°.

Qutput
For each test case, print the answer on a separate line.

Tutorial | Human’s accepted submission|| DeepSeek R1’s rejected submission

Let’s look at digit s;. We can see that we can’t move it to the left more than s; times because
it will be 0 after. So, we can say that only digits on indices from ¢ to ¢ + 9 can stand on index
1, because the maximum digit 9 can be moved to the left no more than 9 times.

Thus, for each ¢ we can brute force all digits from s; to s;;9 and pick such j that
55 — (j — %) is maximum; if we have multiple maximum options, we will minimize j. After
that, we will move s; to the left until it is on index 4.

Mathematics Mathematics problems in competitive programming involve applying mathematical
principles, theories, or rigorous logical deduction, often from areas like number theory or combi-
natorics, to design an effective algorithm. These problems primarily assess logical and analytical
skills. While some are purely mathematical, mathematics often provides critical insights, proves
an approach’s correctness, or offers complexity advantages, rather than being the sole challenge.
The provided example is mathematics because its solution relies on deriving bounds with inequali-
ties, using number theory (e.g., modulo) for construction, and combinatorial reasoning for element
preservation.
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https://codeforces.com/problemset/problem/2050/D
https://codeforces.com/blog/entry/137018
https://codeforces.com/problemset/submission/2050/295435472
https://gist.github.com/anonymous-llm-code/28edad062884f2a99039d51525f23ef0

Example Mathematics Problem (Rated 1600)

You are given three integers n, m, and k where m - k < n. For a sequence b consisting of
non-negative integers, you may perform the following operation on b:

 Let [ denote the current length of b. Choose a positive integer 1 <7 <[ —k+ 1,
remove the subarray from index i to ¢ + k£ — 1 and concatenate the remaining parts.

We also define f(b) as the minimum possible value of mex(b) after performing the above
operation at most m times (possibly zero).

You need to construct a sequence a of length n (1 < t < 10%) consisting of non-
negative integers (0 < a; < 10°), such that over all such sequences a, f(a) is maximized.

Input
Each test case contains multiple test cases. The first line contains the number of test cases
t(1<t< 104). The description of the test cases follows.

The first line of each test case contains three integers n,m, and k (2 < n < 2- 10%,1 <
m<nl<k<nl<m-k<n).

It is guaranteed that the sum of 7 over all test cases does not exceed 2 - 10°.

Output
For each test case, output n integers ay, as, . . ., a, (0 < a; < 10%).

[Tutorial | Human’s accepted submission||o4-mini-high’s rejected submissio

Performing the operation will never increase mex, so we perform m operations.

Next, we consider computing the maximum value of f(a). First, we have f(a) <n—m-k
because after the operations, the length of a becomes n — m - k, and the mex of a sequence
must be no more than its length. Second, we have f(a) < mLH, because to ensure that all
numbers in 0 ~ f(a) — 1 are not completely removed, each of them must appear at least
m + 1 times.

Now, we claim that the maximum value of f(a) is min(n — m - k, {#HJ ).

Next, we prove that this maximum can be achieved through construction. If n —m - k < mLH,

then n < (m + 1) - k, which implies n — m - k < k, meaning that the final length of a is
less than k. In this case, we construct a; = 7 mod k. This ensures that no matter which
subarray is removed, the remaining sequence still satisfies a; = ¢ mod k. After performing

m deletions, we are left with a; = i. If n — m - k > mLH, thenn > (m + 1) - k, which

implies %= > k. Here, we construct a; = ¢ mod L”LHW . This guarantees that every pair
of identical numbers has a distance of at least k, and that all numbers in 0 ~ [mTfH —1

appear at least m + 1 times. Thus, each deletion can remove at most one of these numbers,
ensuring that no number is completely removed after m deletions.

Number Theory Number Theory problems challenge contestants with integers and their intricate
properties, often demanding the application of concepts such as divisibility, prime numbers, and
modular arithmetic. These problems primarily test logical deduction and mathematical reasoning.
Participants often need to derive specific number-theoretic formulas or apply established theorems
to devise efficient algorithms, thereby optimizing solutions beyond brute-force approaches. The
example problem is number theoretic as it concerns the divisibility of a large number, formed by
repeating a digit n! times, by odd digits, which requires applying divisibility rules.
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https://codeforces.com/blog/entry/141155
https://codeforces.com/problemset/submission/2084/315304309
https://gist.github.com/anonymous-llm-code/e0650706c3e7a643c7ad1811b62d41e4

Example Number Theory Problem (Rated 1100)

Artem wrote the digit d on the board exactly n! times in a row. So, he got the number
dddddd . . . ddd (exactly n! digits).

Now he is curious about which odd digits from 1 to 9 divide the number written on
the board.

Input
The first line contains a single integer ¢ (1 < ¢ < 100)—the number of test cases. The next ¢
test cases follow.

Each test case consists of a single line containing two integers n and d (2 < n <
10°,1<d <9).

Output
For each test case, output the odd digits in ascending order that divide the number written on
the board.

[Tutorial |[Human’s accepted submission||[Claude 3.5 Sonnet’s rejected submission

We can try divisibility rules for all odd integers from 1 to 9 and find out whether they work
for our numbers:

* 1is always the answer, since every integer is divisible by 1.

* A number is divisible by 3 iff its sum of digits is divisible by 3. Since our number
consists of n! digits d, then either n! or d should be divisible by 3; so, n > 3 or
dmod 3 =0;

* A number is divisible by 9 iff its sum of digits is divisible by 9. This is a bit trickier
than the case with 3, because it is possible that both n! and d are divisible by 3 (not
9), and it makes the sum of digits divisible by 9;

* A number is divisible by 5 iff its last digit is 5 or 0. Just check that d = 5, and that’s
1t;

Probably the trickiest case: a number is divisible by 7 iff, when this number is
split into blocks of 3 digits (possibly with the first block shorter than 3 digits), the
sign-alternating sum of these blocks is divisible by 7. Like, 1234569 is divisible by
7 because (1 — 234 + 569) is divisible by 7. If we apply this rule to our numbers
from the problem, we can use the fact that when n > 3, the number can be split into
several blocks of length 6, and each such block changes the alternating sum by 0.
So, if n > 3 or d = 7, our number is divisible by 7.

Combinatorics Combinatorics problems are a class of computational tasks centered on enumer-
ation and counting. These problems typically require determining the number of ways certain
configurations can be formed or calculating expected values under specified probabilistic scenarios.
Solving these often demands strong logical reasoning and specific combinatorial knowledge. Partic-
ipants frequently need to derive recurrence relations or closed-form expressions, and may employ
algorithmic techniques such as dynamic programming or polynomial multiplication via Fast Fourier
Transform (FFT) to optimize solutions. For instance, a problem asking for the sum of medians of
k-length binary subsequences necessitates careful counting of configurations where the median is
one, often involving binomial coefficients.
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Example Combinatorics Problem (Rated 1500)
Arul has a binary array (consisting only of zeros and ones) of length n.

He will take all subsequences of length k& (k is odd) of this array and find their me-
dian.

What is the sum of all these values?

As this sum can be very large, output it modulo 10° + 7. In other words, print the
remainder of this sum when divided 109 + 7.

Input
The first line contains a single integer ¢ (1 <t < 104)—the number of test cases.

The first line of each test case contains two integers nand k (1 < k <n < 2- 10°, k is
odd)—the length of the array and the length of the subsequence, respectively.

The second line of each test case contains n integers a; (0 < a; < 1)—the ele-
ments of the array.

It is guaranteed that sum of n over all test cases does not exceed 2 - 10°.

Output
For each test case, print the sum modulo 109 + 7.

Tutorial |[Human’s accepted submission||/Claude 3.5 Sonnet’s rejected submission

Say the array has x ones and y zeroes.

If the median of a subsequence of length & is 1, then there are at least |_§J +1 ones in the array.

Let’s iterate over the number of ones in the subsequence from L%J + 1 to . Sup-
pose there are ¢ ones. Then there are k — ¢ zeroes. The number of ways to choose ¢ ones from
T is (f), that is, « choose 4 (this is the so-called binomial coefficient). Similarly, the number

of ways to choose k — i zeroes from y of themis (% ).

Therefore the answer is the sum of (7)(,Y.) over all i from |%] + 1 to 2. You can
compute binomial coefficients in many ways, for example precomputing all factorials and
then using the formula (Z) = (n+k'),k, Depending on your implementation, it can take
O(nlogMOD) or O(n + log MOD) time.

Game Theory Game Theory problems involve analyzing strategic interactions between two players.
Typically, these are impartial games with perfect information and no random elements, where the
objective is to determine if the first player possesses a guaranteed winning strategy under optimal
play from both sides. Solving these problems often hinges on keen observation of game states and
transitions. While strategic thinking is key, the Sprague-Grundy theorem, utilizing Grundy numbers
(or nim-values), is the most frequently applied theoretical concept for analyzing sums of games. For
instance, a problem asking if Alice can win a game involving selecting numbers from an array based
on specific rules exemplifies a game theory problem, featuring two players, alternating turns, and a
deterministic win/loss condition.
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Example Game Theory Problem (Rated 900)

Alice and Bob are playing a game in an array a of size n.

They take turns to do operations, with Alice starting first. The player who can not
operate will lose. At first, a variable ma is set to 0.

In one operation, a player can do:
* Choose an index ¢ (1 < ¢ < n) such that a; > ma and set mz to a; to 0.
Determine whether Alice has a winning strategy.

Input
The first line contains an integer ¢ (1 < t < 10%)—the number of test cases.

For each test case:
* The first line contains an integer n (2 < n < 50)—the size of the array.

* The second line contains n integers a1, an, . .. a, (1 < a; < n)—the elements of
the array.

Output
For each test case, if Alice has a winning strategy, output “YES”. Otherwise, output “NO”.

You can output the answer in any case (upper or lower). For example, the strings
“yEs”, “yes”, “Yes”, and “YES” will be recognized as positive responses.

Tutorial | Human’s accepted submission||Gemini 2.5 Pro’s rejected submission

Case 1: When all values appear an even number of times, Alice will lose. This is because no
matter which number Alice chooses, Bob can mimic Alice’s move.

Case 2: When at least one value appears an odd number of times, Alice will win.
Alice only needs to choose the maximum value that appears an odd number of times, which

will force Bob into Case 1.

Time complexity: O(n).

Greedy Greedy problems require constructing a solution through a sequence of locally optimal
choices at each step. The main challenge is identifying a decision criterion that, when applied
repeatedly, guarantees a globally optimal solution without needing to backtrack or reconsider previous
choices. Solving these problems hinges critically on observation and insight to formulate a correct
greedy strategy. Participants must rigorously prove that their local choice criterion consistently
maintains the path towards the overall optimum, often using exchange arguments or demonstrating
specific structural properties of the problem. For instance, minimizing added coins by only increasing
the largest chests is optimal because altering the selection order by boosting smaller chests requires
adding more coins.
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Example Greedy Problem (Rated 800)

There are n chests; the i-th chest initially contains a; coins. For each chest, you can choose
any non-negative (0 or greater) number of coins to add to that chest, with one constraint: the
total number of coins in all chests must become at least k.

After you’ve finished adding coins to the chests, greedy Monocarp comes, who
wants the coins. He will take the chests one by one, and since he is greedy, he will always
choose the chest with the maximum number of coins. Monocarp will stop as soon as the total
number of coins in chests he takes is at least k.

You want Monocarp to take as few coins as possible, so you have to add coins to
the chests in such a way that, when Monocarp stops taking chests, he will have exactly k
coins. Calculate the minimum number of coins you have to add.

Input
The first line contains one integer ¢ (1 < ¢ < 1000)—the number of the test cases.

Each test case consists of two lines:
* The first line contains two integers n and k (1 <n <50;1 < k < 107);
* The second line contains n integers a1, as, . . .,a, (1 < a; < k.

Output

For each test case, print one integer—the minimum number of coins you have to add so that,
when Monocarp stops taking the chests, he has exactly & coins. It can be shown that under
the constraints of the problem, it is always possible.

[Tutorial |[Human’s accepted submission||[03-mini’s rejected submissio

Consider several first chests that Monocarp will take before exceeding the limit if we don’t
add any coins; so, this will be the set of several largest chests such that the sum of this set is
s < k, but if the next chest is taken, the sum would exceed k.

For this set, the minimum number of coins that should be added is & — s. We can
add exactly that amount if we increase the maximum element, the set of chests will include
exactly the same elements, but now their sum is equal to k.

Now we have to consider the case where we add coins to some chest that is not the
part of this set. Suppose Monocarp took some chest ¢, which initially had a; coins, but did not
take chest j, such that a; > a;. In order for chest i to be taken, its final value must be at least
a; as Monocarp selects the maximum chest from the available ones. Let’s suppose that =
coins were added to chest 4, so that a; + x > a;. However, instead, we could have increased
chest j to the value a; + x, and this would require fewer coins, since a; > a;. Thus, we have
shown that it is not optimal to "change" the order of the chests, so we can always assume that
Monocarp takes several chests that were the largest in the original order.

Data Structures Data Structures problems center on efficiently organizing and storing data to
support specific operations like querying, insertion, or deletion. Selecting or adapting suitable
structures is key to meet performance constraints. Core knowledge involves understanding various
structures (e.g., trees, heaps, segment trees) and their time/space complexity trade-offs, enabling
optimal selection based on operational requirements. For instance, efficiently finding the minimum
relevant endpoint among predictors often uses ordered sets for logarithmic-time boundary lookups.
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Example Data Structures Problem (Rated 1900)

Suppose you are working in some audio streaming service. The service has n active users
and 10?2 tracks users can listen to. Users can like tracks and, based on likes, the service
should recommend them new tracks. Tracks are numbered from 1 to 10°. It turned out that
tracks the i-th user likes form a segment [I;, ;).

Let’s say that the user j is a predictor for user i (j # i) if user j likes all tracks
the ¢-th user likes (and, possibly, some other tracks too). Also, let’s say that a track is strongly
recommended for user ¢ if the track is not liked by the ¢-th user yet, but it is liked by every
predictor for the i-th user.

Calculate the number of strongly recommended tracks for each user 7. If user doesn’t have
any predictors, then print O for that user.

Input
The first line contains one integer ¢ (1 < ¢ < 104)—the number of test cases. Next, ¢ cases
follow.

The first line of each test case contains one integer n (1 < n < 2 - 10°)—the num-
ber of users.

The next n lines contain two integers [; and r; per line (1 < I; < r; < 109)—the
segment of tracks the ¢-th user likes.

Output
For each test case, print n integers, where the i-th integer is the number of strongly
recommended tracks for the i-th user (or 0, if that user doesn’t have any predictors).

[Tutorial | Human’s accepted submission||[03-mini’s rejected submissio

Firstly, if several segments are equal, then the answer for all of them is zero. Now let’s
move to the problem where all segments are distinct. User j is a predictor for user ¢ iff
l; <1l; <r; <rj;. Also, a track is strongly recommended if it is in all predictor segments, i.e.
the track belongs to the intersection [L, R] of all predictors. Since the segment [I;, ;] also
belongs to [L, R], then the tracks we need to find form two intervals [L, ;) and (r;, R].

Let’s focus on finding interval (r;, R]. Since the right border of the intersection is
the minimum among right borders, then our task is to find the minimum among r;-s such
that v; > r; while I; < [;. Let’s do it in the following way: let’s sort all segments by [; in
increasing order; in case of equal [;-s, sort them by 7; in decreasing order. If we process
segments in the given order, then by the moment we process the ¢-th segment, all its predictors
will be already processed.

Let’s keep r;-s of all processed segments so far in an "ordered set" S (std::set,
for example). Suppose we process segment ¢. Since the right borders of all predictors are
already in S and their 7; > r;, then finding the minimum among them is equivalent to just
taking R = S.lower_bound(r;). Then we can add R — r; to the answer for the i-th segment.
In order to calculate intervals [L,l;) we can just reflect all segments and solve the same
problem.

Segment Tree Segment Tree problems are computational tasks focused on efficiently querying
aggregate information over array intervals or segments and performing updates on array elements.
These problems involve determining values like sums, minimums, or maximums within specified
dynamic ranges. Solving these typically demands proficiency with the Segment Tree data structure,
including its construction, query mechanisms, update procedures, and potentially lazy propagation,
along with the ability to define appropriate merge operations for segment information. For instance, a
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problem requiring the maximization of max(ay, . . ., a,)—min(a, . . ., a,)— (r—1) over subsegments
with point updates exemplifies this, as segment properties must be efficiently recomputed.

“T-Generation” has decided to purchase gifts for various needs; thus, they have n different
sweaters numbered from 1 to n. The i-th sweater has a size of a;. Now, they need to send
some subsegment of sweaters to an olympiad. It is necessary that the sweaters fit as many
people as possible, but without having to take too many of them. They need to choose two
indices [ and r (1 < < r < n) to maximize the convenience equal to

Inax(al, Al415- -+, a’T) - min(alyal-l-h ©oo0o 7a7") - (7" - l)?

that is, the range of sizes minus the number of sweaters. Sometimes the sizes of the sweaters
change; it is known that there have been g changes, in each change, the size of the p-th
sweater becomes z. Help the "T-Generation" team and determine the maximum convenience
among all possible pairs (I, ) initially, as well as after each size change.

Input

Each test consists of several test cases. The first line contains a single integer
t (1 < t < 10%*)—the number of test cases. The description of the test cases fol-
lows. The first line of each test case contains two integers n and ¢ (1 < n,q < 2 - 10°)—the
number of sweaters and the number of size changes. The second line of each test case
contains n integers a1, as, . . ., a, (1 < a; < 109)—the next size change.

Output
For each test case, output the maximum value of convenience among all possible pairs (I, )
before any actions, as well as after each size change.

[Tutorial |[Human’s accepted submission||[03-mini’s rejected submissio

To begin with, let’s take a look at what an optimal segment of coats looks like. I claim that
in the optimal answer, the maximum and minimum are located at the edges of the segment.
Suppose this is not the case; then we can narrow the segment (from the side where the
extreme element is neither the minimum nor the maximum), and the answer will improve
since the length will decrease, while the minimum and maximum will remain unchanged.

Okay, there are two scenarios: when the minimum is at [ and the maximum is at 7,
and vice versa. These two cases are analogous, so let’s consider the solution when
the minimum is at [ Let’s express what the value of the segment actually is: it is
ar —a; — (r —1) = (a, — r) — (a; — 1), meaning there is a part that depends only on r and
a part that depends only on /. Let’s create a segment tree where we will store the answer,
as well as the maximum of all a; — ¢ and the minimum of all a; — % (for the segment that
corresponds to the current node of the segment tree, of course).

Now, let’s see how to recalculate the values at the node. First, the minimum/maximum of
a; — 1 can be easily recalculated by taking the minimum/maximum from the two children of
the node in the segment tree. Now, how do we recalculate the answer? In fact, it is simply the
maximum of the two answers for the children, plus (the maximum in the right child) minus
(the minimum in the left child), which is the case when the maximum is in the right child and
the minimum is in the left. Since we maintain this in the segment tree, we can easily handle
update queries.

Dynamic Programming Dynamic Programming problems are computational tasks focused on solv-
ing complex problems by decomposing them into a collection of simpler, overlapping subproblems.
The solutions to these subproblems are memoized or tabulated to avoid redundant calculations, often
aiming to find an optimal solution or enumerate possibilities. These problems heavily emphasize
logical reasoning, demanding the precise definition of states and the derivation of recurrence relations
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that dictate the transitions between them, thereby building up the overall solution. For instance,
calculating the number of valid subsegments where dpli], representing good subsegments starting at
i, is derived from a subsequent state dp[j + 1], showcases this reliance on solutions to overlapping
subproblems.

Yaroslav is playing a computer game, and at one of the levels, he encountered n mushrooms
arranged in a row. Each mushroom has its own level of toxicity; the :-th mushroom from the
beginning has a toxicity level of a;. Yaroslav can choose two integers 1 < [ < r < n, and
then his character will take turns from left to right to eat mushrooms from this subsegment
one by one, i.e., the mushrooms with numbers I,1 + 1,14+ 2,...,r.

The character has a toxicity level g, initially equal to 0. The computer game is de-
fined by the number x—the maximum toxicity level at any given time. When eating a
mushroom with toxicity level k, the following happens:

* The toxicity level of the character is increased by k.

» If g < x, the process continues; otherwise, g becomes zero and the process contin-
ues.

Yaroslav became interested in how many ways there are to choose the values of [ and r such
that the final value of g is not zero. Help Yaroslav find this number!

Input

Each test consists of multiple test cases.  The first line contains an integer
t (1 < t < 10%*)—the number of test cases. Then follows the description of the
test cases.

The first line of each test case contains two integers n, 7 (1 < n < 2-10%,1 < x < 10?)—the
number of mushrooms and the maximum toxicity level.

The second line of each test case contains 7 numbers a1, as, . . . a, (1 < a; < 10%).
It is guaranteed that the sum of n over all test cases does not exceed 2 - 10°.
Output

For each test case, output a single number—the number of subsegments such that the final
value of g will not be zero.

[Tutorial | Human’s accepted submission|| Gemini 2.5 Pro’s rejected submissio

We’ll solve the problem by dynamic programming. Let dp[i|—the number of good subseg-
ments with left boundary at . We will count dp from the end, for each ¢ we will find such a
minimum j that the sum on the subsegment [¢; j] is greater than x. If there is no such j, then
all right bounds are good, otherwise dp[i] = dp[j + 1] + j — i. To search for j, we can use a
binary search on prefix sums. The answer will be the sum of all dp.

Graph Theory Graph Theory problems are computational tasks focused on graphs—structures
of vertices and edges. They typically involve analyzing graph properties, performing traversals,
or determining optimal substructures or transformations to satisfy specified conditions. Solving
these problems demands robust knowledge of graph representations, fundamental algorithms like
Breadth-First Search (BFS) and Depth-First Search (DFS), shortest path algorithms, and concepts
such as connectivity, cycles, and minimum spanning trees. For instance, determining minimum
edge changes in graph F' to match graph G’s connectivity is graph-theoretic, involving analysis of
reachability and structural graph manipulation.
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You are given two simple undirected graphs F' and G with n vertices. F' has m edges while
G has m4 edges. You may perform one of the following two types of operations any number
of times:

* Select two integers w and v (1 < u,v < n) such that there is an edge between u and
v in F. Then, remove that edge from F'.

* Select two integers u and v (1 < w,v < n) such that there is no edge between u
and v in F. Then, add an edge between v and v in F.

Determine the minimum number of operations required such taht for all integers u and
v (1 < wu,v < n), thereis a path from « to v in F if and only if there is a path from « to v in G.

Input
The first line contains an integer ¢ (1 < ¢ < 10*) —the number of independent test cases.

The first line of each test case contains three integers n,m; and my (1 < n <
2-10%,0 < my,my < 2-10°) —the number of vertices, the number of edges in F, and the
number of edges in G.

The following m; lines each contain two integers u and v (1 < wu,v < n) —there
is an edge between u and v in G. It is guaranteed that there are no repeated edges or self
loops.

It is guaranteed that the sum of n, the sum of m;, and the sum of my over all test
cases do not exceed 2 - 10°.

Output
For each test case, output a single integer denoting the minimum operations required on a
new line.

[Tutorial | Human’s accepted submission|| Gemini 2.5 Pro’s rejected submissio

Let’s solve the problem for each operation.

First, consider the operation that removes an edge from F. Divide G into its con-
nected components and assign each vertex a component index. Then, for each edge in F', if it
connects vertices with different component indices, remove it and increment the operation
count.

This guarantees no path between x and y in F' if there is none in G. Next, to ensure
a path exists between x and y in F if there is one in GG, we divide F' into connected
components. After removing excess edges, each component of F' only contains vertices of
the same component index. The number of operations needed now is the difference between
the number of connected components in /" and G.

All operations can be efficiently performed using DFS or DSU.

Tree Tree problems are a class of computational tasks centered on graphs that are acyclic and
connected. These problems typically involve finding paths, calculating distances, identifying Lowest
Common Ancestors (LCAs), or performing computations on subtrees and their properties. Solving
tree problems often demands a strong understanding of graph traversal algorithms such as Depth-First
Search (DFS) and Breadth-First Search (BFS), dynamic programming on trees, and occasionally
specialized tree data structures or centroid decomposition. For instance, a problem asking to maximize
connected components by removing a path from a given tree inherently relies on tree-specific path

definitions and connectivity analysis.
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Example Tree Problem (Rated 1900)

Given a tree with n vertices. You can choose two vertices a and b once and remove all
vertices on the path from a to b, including the vertices themselves. If you choose a = b, only
one vertex will be removed.

Your task is to find the maximum number of connected components that can be
formed after removing the path from the tree.

Input
The first line of the input contains one integer ¢ (1 < ¢ < 104) —the number of test cases.

The first line of each test case contains one integer n (2 < n < 2 - 105) —the size
of the tree.

The next n — 1 lines contain two integers v and v (1 < w,v < n,u # v —the ver-
tices connected by an edge. It is guaranteed that the edges form a tree.

It is guaranteed that the sum of n across all test cases does not exceed 2 - 10°.
QOutput

For each test case, output one integer —the maximum number of connected components that
can be achieved using the described operation.

Tutorial |[Human’s accepted submission||Gemini 2.5 Pro’s rejected submission

Let’s choose some vertices a and b, between which there are k£ edges. Then, when removing
this path, the tree will split into s — 2 - k, where s is the sum of the degrees of the vertices on
the path (this is exactly how many edges are connected to the chosen path).

Let’s suspend the tree from vertex 1, and for each vertex v of the given tree, we
will calculate two values: dp[v].x —the best answer if the path starts at vertex v and ends in
its subtree, and dp[v].y —the best answer if the path passes through vertex v from one of its
children to another. The recalculations of the dynamic programming will be similar to those
used in finding the diameter of the tree using dynamic programming.

The answer will be largest value among all dp[v].x and dp[v].y.

Constructive Constructive problems require you to devise a sequence, graph, or configuration that
satisfies given constraints. Often, multiple valid solutions exist, and you can output any of them.
These problems primarily test observational skills and creative thinking, with minimal reliance on
prerequisite knowledge. Each constructive problem usually demands a bespoke insight. The example
provided is constructive because it requires the participant to reconstruct a sequence a with specific
arithmetic and distinctness constraints from a shuffled subsequence b where one element is missing.
The solution involves strategically choosing elements for a to satisfy the conditions, rather than
deducing a single, predetermined answer.
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Example Constructive Problem (Rated 1500)

You and your team have worked tirelessly until you have a sequence a;, as, ..., az,+1 of
positive integers satisfying these properties.

e 1<a; <108 foralll1 <i<2n+1.
* aj,ag,...,as,+1 are pairwise distinct.
* a1 =az— a3 +a4—as+ -+ a2 — A2p41.

However, the people you worked with sabotaged you because they wanted to publish this
sequence first. They deleted one number from this sequence and shuffled the rest, leaving
you with a sequence by, b, . .., ba,. You have forgotten the sequence a and want to find a
way to recover it.

If there are many possible sequences, you can output any of them. It can be proven
under the constraints of the problem that at least one sequence a exists.

Input
Each test contains multiple test cases. The first line contains the number of test cases ¢
(1 <t < 10%). The description of the test cases follows.

The first line of each test case contains one integer n (1 < n < 2-10°).

The second line of each test case contains 2n distinct integers by, bo, . . ., ba, (1 < b; < 109),
denoting the sequence b.

It is guaranteed that the sum of 7 over all test cases does not exceed 2 - 10°.

Output
For each test case, output 2n + 1 distinct integers, denoting the sequence a (1 < a; < 1018,

If there are multiple possible sequences, you can output any of them. The sequence
a should satisfy the given conditions, and it should be possible to obtain b after deleting one
element from a and shuffling the remaining elements.

Tutorial |[Human’s accepted submission|||o4-mini-high’s rejected submissio

The equation can be rearranged to

agzn = a1 + (ag — a2) + (a5 — as) + - - - + (a2n—1 — G2n—2) + G2n41

Choose a; as the largest number, a3, as, . .., aa2,+1 as the next n largest numbers, and the
rest as as, aq, . . . , Gy —o. The value of the missing number as,, will be larger than a4, and so
larger than every number in b.

Time complexity: O(nlogn) per test case. Logarithmic factor is from sorting.

Implementation Implementation problems are tasks that primarily involve the direct translation
of a given set of rules, a clearly described process, or a straightforward algorithm into correct and
efficient code, often without requiring novel algorithmic insights. These problems primarily assess a
participant’s attention to detail, ability to handle various specific conditions and edge cases meticu-
lously, proficiency in a programming language, and skills in structuring code logically to simulate or
execute the prescribed steps accurately. For instance, a problem involving reordering column inscrip-
tions through defined, limited moves to achieve a sorted state, exemplifies an implementation problem
as it stresses careful rule following and state management over complex algorithmic discovery.
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Darius the Great is constructing n stone columns, each consisting of a base and between 0, 1,
or 2 inscription pieces stacked on top. In each move, Darius can choose two columns u and v
such that the difference in the number of inscriptions between these columns is exactly 1,
and transfer one inscription from the column with more inscriptions to the other one. It is
guaranteed that at least one column contains exactly 1 inscription. Since beauty is the main
pillar of historical buildings, Darius wants the columns to have ascending heights. To avoid
excessive workers’ efforts, he asks you to plan a sequence of at most n moves to arrange
the columns in non-decreasing order based on the number of inscriptions. Minimizing the
number of moves is not required.

Input
The first line contains an integer t—the number of test cases. (1 < ¢t < 3000).

The first line of each test case contains an integer n —the number of stone columns.
(1<n<2-109).

The second line contains n integers ap,as,...,a,, where a; € {0,1,2} represents
the initial number of inscriptions in the ¢-th column. It is guaranteed that at least one column
has exactly 1 inscription.

It is guaranteed that the sum of n over all test cases does not exceed 2 - 10°.

Output
For each test case, output an integer k¥ —the number of moves used to sort the columns.
(0<k <n).

Then, output k lines, each containing two integers u; and v; (1 < wu;,v; < n), rep-
resenting the indices of the columns involved in the i-th move. During each move, it must
hold that |a;, — a,,| = 1, and one inscription is transferred from the column with more
inscriptions to the other. It can be proven that a valid solution always exists under the given
constraints.

[Tutorial | Human’s accepted submission|| Gemini 2.5 Pro’s rejected submissio

Since we are allowed to perform n moves, assign each index one “move” as its “specified
cost”.

While there exists an index with a value of 0 or 2 that can be fixed with just one
move, fix it using its assigned cost.

After fixing all 0’s, 2’s, and all 1’s except one, the remaining array will have the
following structure and we are now allowed to use 2z + 1 moves:
22 ... 2 (ztimes) 100 ... 0 (z times),

First, swap the 1 with a random element (denote it as r). Then, for 2z — 1 moves, swap
the index with the value 1 with any index where the correct value must be placed, except r.
Finally, swap 1 and r.

Ad-Hoc Ad-Hoc problems are computational tasks that generally defy classification under standard
algorithmic techniques, necessitating solutions uniquely tailored to the specific constraints of each
problem. They typically involve direct simulation, careful case analysis, or clever logical deductions
rather than complex established algorithms. Success in these problems hinges critically on keen
observation, pattern identification, and logical reasoning to uncover underlying simplifications or
direct paths to a solution; the main focus is often on understanding the problem’s intrinsic properties.
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For instance, identifying a substring with an even number of distinct non-empty substrings often relies
on analyzing small cases and specific structural properties, rather than applying a general algorithm.

For a string p, let f(p) be the number of distinct non-empty substrings of p.

Shohag has a string s. Help him find a non-empty string p such that p is a sub-
string of s and f(p) is even of state that no such string exists.

Input
The first line contains a single integer ¢ (1 <t < 104) —the number of test cases.

The first and only line of each test case contains a string s (1 < |s| < 105) consist-
ing of lowercase English letters.

It is guaranteed that the sum of the length of s over all test cases doesn’t exceed
3-10°.

Output
For each test case, print a non-empty string that satisfies the conditions mentioned in the
statement, or —1 if no such string exists. If there are multiple solutions, output any.

[Tutorial |[Human’s accepted submission|| Gemini 2.5 Pro’s rejected submissio

No one length strings are valid. Two length strings are valid if the adjacent characters are the
same. So, if s contains two consecutive same characters, we can print it right away. All that
remains is the consider strings without two consecutive same characters.

Three length strings are valid if all characters are different. So if s contains three
consecutive different characters, we can print it right away. All the remains is to consider
strings without two adjacent same characters but no three consecutive different characters. So
all the remaining strings are of the form s = abababababa. ...

The total number of unique substrings of any length is 2. But only the length n sub-
string occurs exactly once. So total number of unique substrings if 2n — 1. And this is always
odd! So there is no solution for these strings. We have covered all the cases.

If there are adjacent same characters, we can print it right away. If there are three
consecutive different characters, we can print it right away. Otherwise there is no solution.

Time Complexity: O(n).

Case Work Case Work problems are a class of computational tasks where the solution involves
partitioning the input space into a set of distinct scenarios or conditions. Each case is then typically
analyzed and solved independently, often using a specific logic or a simpler algorithm tailored to
that particular situation. Successfully tackling these problems hinges on strong observational skills
to discern the critical patterns or thresholds that differentiate these cases, often by examining small
examples or edge conditions. For instance, determining if a binary sequence can be reduced to [1]
requires identifying key patterns, such as the presence of 111 or specific arrangements of 1’s, each
dictating a direct path to the solution.
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Example Case Work Problem (Rated 900)

You are given a sequence [a1, ..., a,| where each element a; is either 0 or 1. You can apply
several (possibly zero) operations to the sequence. In each operation, you select two integers
1 <1 <r <|a| (where |a| is the current length of a) and replace [a, . . ., a,] with a single
element 2, where x is the majority of [a;, . . ., a,].

Here, the majority of a sequence consisting of 0 and 1 is defined as follows: sup-
pose there are ¢y zeros and c; ones in the sequence, respectively.

e If ¢y > c;, the majority is 0.

* If ¢y < c3, the majority is 1.
For example, suppose a = [1,0,0,0, 1, 1]. If we select I = 1,r = 2, the resulting sequence
will be [0,0,0, 1, 1]. If we select I = 4, r = 6, the resulting sequence will be [1,0, 0, 1].

Determine if you can make a = [1] with a finite number of operations.

Input
Each test case contains multiple test cases. The first line contains the number of test cases
t (1 <t <4-10%). Description of the test cases follows.

The first line of each testcase contains one integer n (1 < n < 2-10°).

The second line of each testcase contains a string consisting of 0 and 1, describing
the sequence a.

It’s guaranteed that the sum of n over all testcases does not exceed 2 - 105.

Output

For each testcase, if it’s possible to make a = [1], print YES. Otherwise, print NO. You can
output the answer in any case (upper or lower). For example, the strings yEs, yes, Yes,
and YES will be recognized as positive responses.

Tutoriall |[Human’s accepted submission| | Gemini 2.5 Pro’s rejected submissio

We list some simple conditions for a string to be transformable:

e If 111 exists somewhere (as a substring) in the string, the string is always trans-
formable.

 If 11 appears at least twice in the string, the string is always transformable.
* If the string both begins and ends with 1, it is always transformable.

o If the string begins or ends with 1 and 11 exists in the string, it is always trans-
formable.

These can be found by simulating the operation for short strings on paper.

Contrarily, if a string does not meet any of the four items, it is always not transformable. This
can be proved using induction (as an exercise).

Binary Search Binary Search problems are computational tasks focused on efficiently finding a
target value or an optimal solution, such as a minimum or maximum, within a typically large search
space. This is achieved by repeatedly evaluating a monotonic predicate to narrow the possibilities.
The core intellectual challenge involves identifying a monotonic property of the problem with respect
to the variable being searched. This observation justifies the halving of the search interval based on a
test function’s outcome at the midpoint. For instance, when minimizing the longest bench length, if
alength x is achievable, any length ¥y > x is also achievable, demonstrating the crucial monotonic

property.
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For the final of the first Olympiad by IT Campus "NEIMARK", a rectangular venue was
prepared. You may assume that the venue is divided into n rows, each containing m spots for
partcipants’ desks. A total of k participants have registered for the final, and each participant
will sit at an individual desk. Now, the organizing committee must choose the locations for
the desks in the venue.

Each desk occupies one of the m spots in a row. Moreover, if several desks occupy
consecutive spots in the same row, we call such a group of desks a bench, and the number of
desks in the group is the bench’s length.

The organizing committee wants to choose the locations so that the length of the
longest bench is as small as possible.

Given the integers n, m, and k, determine the minimum possible length of the longest bench.

Input
Each test contains multiple test cases. The first line contains the number of test cases
t (1 <t < 10%). The description of the test cases follows.

A single line of each test case contains three positive integers —n, m, k (1 < n,m, k <
10% k < n-m).

Output
For each test case, output a single number —the minimum possible length of the longest
bench.

[Tutorial | Human’s accepted submission|| o4-mini-high’s rejected submissio

Let the length of the maximal bench be x, then to maximize the number of desks in one
row—we need to put as many benches of exactly x length as possible. There should be an
indent after each bench, let’s say, that the length of the block is  + 1. The total number
of such blocks in a row will be L#_IJ , and the last bench will have a length of m mod (z+1).

Then the number of desks in one row can reach f(z) =z - | 7| + (m mod (z + 1)).
Since the rows are independent, there should be £k < n - f(z) desks in total. We
need to find the minimum z, and since f(x) is monotonically non-decreasing, then the answer

can be found using binary search.

Bitmasking Bitmasking problems are computational tasks centered on representing subsets or
discrete states as integers via their binary form (bitmasks). These problems typically involve using
bitwise operations to systematically explore, enumerate, or optimize solutions, often applied to
combinatorial set problems or to compress states in dynamic programming. The core of solving
bitmasking problems lies in precise logical reasoning about how bitwise operations (AND, OR, XOR,
shifts) affect the underlying data structures or states represented by the masks, demanding careful
manipulation of bits. For instance, a problem seeking a sequence where a;|a;—; = n is characteristic,

as its constraints are directly defined by the bitwise OR operation on element representations.
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Example Bitmasking Problem (Rated 1300)

You are given a positive integer n. Find the longest sequence of positive integers a =
[a1,az, ..., a;] that satisfies the following conditions, and print the sequence:

e a; <nforalll <i<k.
* @ is strictly increasing. That is, a; > a;_1 forall 2 < i < k.
* a;|la;—1 = nforall 2 < i <k where | denotes the bitwise OR operation.

Input
Each test contains multiple test cases. The first line contains the number of test cases
t (1 <t <1000). Description of the test cases follows.

The only line of each test case contains one integer n (1 < n < 10%).

It’s guaranteed that the sum of lengths of the longest valid sequences does not ex-
ceed 5 - 10°.

Output

For each testcase, print two lines. In the first line, print the length of your constructed
sequence, k. In the second line, print & positive integers, denoting the sequence. If there are
multiple longest sequences, you can print any of them.

Tutorial

Human’s accepted submission||(Gemini 2.5 Pro’s rejected submission

It’s obvious that the answer only depends on the popcount of n. Below, we assume . = 2~ — 1.
If £ = 1, it is shown in the samples that the length is 1.

Otherwise, the maximum sequence length for 2% — 11is k + 1. This can be achieved by
a;=n—2"1(1<i<k),ars1 =n.

Why?

Consider the value of a;. Note that its k-th bit (indexed from 2° to 25~1) should be
0, otherwise we would not make use of the largest bit.

Since a; and as’s OR is n, as’s k-th bit should be 1, and thus the construction of
as ~ ag41 boils down to the subproblem when n = 2k=1 _ 1. This shows that
f(k) < f(k—1)+ 1 where k is the popcount of n and f (k) is the maximum sequence length.
We know that f(2) = 3,s0 f(k) < k+1forall k > 2.

Two Pointers Two Pointers problems involve traversing data structures, commonly arrays or strings,
using two distinct indices. These pointers move based on specific conditions to efficiently identify
elements, pairs, or contiguous segments that satisfy problem constraints, often optimizing for linear
time complexity. These problems primarily test the ability to recognize monotonic properties and
invariant conditions. Successful solutions require astute logical reasoning for pointer advancement
and meticulous management of the window or interval defined by the pointers. For instance, finding
the shortest subarray whose sum meets a target value would utilize two pointers to define a sliding
window, adjusting its boundaries based on the current sum.
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Vlad found a strip of n cells, numbered from left to right from 1 to n. In the i-th cell, there is
a positive integer a; and a letter s;, where all s; are either ‘L’ or ‘R’.

Vlad invites you to try to score the maximum possible points by performing any
(possibly zero) number of operations.

In one operation, you can choose two indices [ and r (1 < [ < r < n) such that
sy = ‘L’ and s, = ‘R’ and do the following:

e add a; + a;41 + - - - + a,—1 + a, points to the current score;

* replace s; with .’ for all [ < ¢ < r, meaning you can no longer choose these
indices.

‘What is the maximum score that can be achieved?

Input
The first line contains one integer ¢ (1 <t < 104)—the number of test cases.

The first line of each test case contains one integer n (2 < n < 2-105)—the length of the strip.

The second line of each test case contains n integers aj, as,...,as (1 < a; < 105)—the
numbers written on the strip.

The third line of each test case contains a string s of n characters ‘L’ and ‘R’.

It is guaranteed that the sum of the values of n across all test cases does not exceed
2105,

Output
For each test case, output one integer—the maximum possible number of points that can be
scored.

[Tutorial | Human’s accepted submission||Gemini 2.5 Pro’s rejected submissio

Note that since all characters of the selected segment of the string s are erased after applying
the operation, the segments we choose cannot overlap. However, they can be nested if we first
choose an inner segment and then an outer one.

Since all numbers in the array are positive, it is always beneficial to take the largest
possible segment in the answer, that is, from the first ‘L’ to the last ‘R’. By choosing this
segment, we can only select segments within it. We will continue to choose such segments
within the last selected one as long as possible. To quickly find the sums of the segments, we
will calculate the prefix sums of the array a.

Interactive.

substring status of various test strings and utilizing the binary feedback to reconstruct the target.
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Interactive problems are defined by a computational model wherein an algorithm
dynamically communicates with an external oracle to solve a task. Unlike problems with static inputs,
the algorithm here iteratively makes queries or performs actions, receiving feedback that guides
its subsequent steps towards a solution. This interactive process critically assesses an algorithm’s
capacity for adaptive information gathering and inference from partial, sequentially revealed data. A
significant subset of these problems is query-based, focusing on the deduction of hidden information;
for instance, determining a concealed binary string by repeatedly querying an oracle about the
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Example Interactive Problem (Rated 1400)

Dimash learned that Mansur wrote something very unpleasant about him to a friend, so he
decided to find out his password at all costs and discover what exactly he wrote.

Believing in the strength of his password, Mansur stated that his password—is a bi-
nary string of length n. He is also ready to answer Dimash’s questions of the following type:

Dimash says a binary string ¢, and Mansur replies whether it is true that ¢ is a sub-
string of his password.

Help Dimash find out the password in no more than 2n operations; otherwise, Mansur will
understand the trick and stop communicating with him.

Input
Each test contains multiple test cases. The first line contains the number of test cases ¢
(1 <t <100). The description of the test cases follows.

Interaction
At the beginning of each test case, first read n (1 < n < 100)—the size of the binary string.
Then proceed to guessing it.

To guess string s, you can make no more than 2n queries of the following type:
* “? t”, where ¢ is a binary string such that (1 < |¢t| < n).
In response to this query, you will receive 1 if ¢ is a substring of s, and 0 otherwise.

Once you receive the answer, output a single string in the following format:

.“!

s”, where s is a binary string of size n.

After that, proceed to solve the next test case.

[Tutorial | Human’s accepted submission|| Gemini 2.5 Pro’s rejected submissio

We will initially maintain an empty string ¢ such that ¢ appears as a substring in s.

We will increase the string ¢ by one character until its length is less than n.

We will perform n iterations. In each iteration, we will check the strings ¢ + 0 and
t 4+ 1. If one of them appears in s as a substring, we will add the appropriate character to the
end of ¢ and proceed to the next iteration.

If neither of these two strings appears in s, it means that the string ¢ is a suffix of
the string s. After this iteration, we will check the string 0 + ¢. If it appears in s, we will add
0 to t; otherwise, we will add 1.

Thus, in each iteration, we perform 2 queries, except for one iteration in which we
perform 3 queries. However, after this iteration, we will make only 1 query, so the total
number of queries will not exceed 2 - n.

L. Case Studies

In this section, we compare the reasoning process of DeepSeek R1 and o4-mini-high on solv-
ing competitive programming problems. We take https://codeforces.com/contest/2046/
problem/B as an example, which belongs to the “Constructive” and “Greedy” category and is an
observation-heavy problem. It has a difficulty rating of 1600. In the following, we first present its
problem statement and official solution.
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Example Problem for Case Studies (Rated 1600)

You are given an array of integers a of length n. You may perform the following operation
any number of times (possibly zero):

* Choose an index ¢ (1 < ¢ < n), replace a; by a; + 1, and then move this element to
the back of the array (the rightmost position).

For example, if a = [3, 5, 1, 9] and you choose ¢ = 2, the array becomes [3, 1, 9, 6].

Your task is to obtain the lexicographically smallest array that can be produced by
a sequence of such operations.

Input

Each test contains multiple test cases. The first line contains a single integer ¢
(1 < t < 10%)—the number of test cases. The descriptions of the test cases follow.

For each test case:

e The first line contains an integer n (1 < n < 10°)—the length of the array.

* The second line contains n integers ay, as, . ..,a, (1 < a; < 109)—the elements
of the array.

It is guaranteed that the sum of n over all test cases does not exceed 10°.

Output
For each test case, print one line containing the lexicographically smallest array achievable,
with its elements separated by single spaces.

Official Tutorial

The key observation is that each element can be moved to the back at most once. Fix any
subset of indices that will ever be moved. If we perform the operation exactly once on every
element of that subset (in any order), their final relative order is fixed and their values are each
increased by 1. To minimise the final array lexicographically we clearly want those “moved”
elements to appear in increasing order.

Hence the problem reduces to determining which elements must be moved to the back.

Greedy construction (left — right). To obtain the lexicographically smallest array we decide
each position greedily:

1. The first position must contain the global minimum. Therefore every element that
appears before that minimum in the original array must be moved to the back (and
thus increased by 1).

2. For the second position we now choose the smallest possible value among

e the suffix minimum that follows the global minimum, and
* the set of elements that have already been moved to the back.

3. We repeat this procedure while we can still take the next value from the suffix-
minimum sequence. Eventually the next candidate is smaller in the pile of “moved”
elements than in the remaining suffix minima. At that moment every element still
to the right must be moved once (hence increased by 1), and afterward all moved
elements are listed in increasing order.

Resulting structure of the answer. The final array therefore consists of

* a prefix equal to a contiguous segment of the suffix-minimum sequence (starting
with the global minimum), followed by

* all other elements, each increased by 1 and then written in sorted ascending order.

Implementation details.
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* Pre-compute the suffix minima array.

* Scan the original array from left to right, maintaining a multiset (or priority queue)
of values that have already been moved.

* At each step decide whether the next output element comes from the current suffix
minimum or from the multiset.

* Once the multiset yields a strictly smaller value, output that value, move every
remaining original element into the multiset (adding 1), and finally output the
multiset contents in increasing order.

Complexity. The procedure performs standard multiset operations on at most n elements,
resulting in a total complexity of O(n logn), which easily meets the constraints.

\ 7

In the following, we present the reasoning process of DeepSeek R1. Due to its extensive length,
we omit the repetitive and less meaningful parts for brevity. DeepSeek R1 identified early in its
reasoning process that a greedy selection from the “suffix minima sequence” could be a viable
strategy. Its progress stalled, however, because it missed the key condition for stopping this greedy
selection—namely, when the next target element is no longer the next available minimum in the
suffix. Lacking this insight, it fruitlessly revisited variations of its initial strategy without generating
new, effective observations, leading to an incorrect solution derived from this limited exploration.

We also show the reasoning process of o4-mini-high, detailed below, which demonstrates a
more effective exploration pattern. It investigates a diverse set of potential strategies — including
dynamic programming, BFS-based brute-force, and greedy methods validated with smaller instances.
Even accounting for the curation of the output log, its reasoning path is markedly more concise.
Crucially, unlike processes that get stalled in the case of DeepSeek R1, o4-mini-high shows
little evidence of unproductive iteration on failed attempts, instead progressing efficiently through
its varied explorations to arrive at the correct answer on this problem. This might be due to a
combination of better explorations of problem-solving strategies and more accurate identification of
crucial observations with the aid of terminal access and tool calls.

Reasoning Process of DeepSeek R1

Okay, so I have this programming problem to solve. Let me read it carefully.
[DeepSeek R1 tries to understand and interpret the problem, omitted for brevity.]

So, the problem is similar to arranging the elements in a certain order where each element is chosen from
the remaining elements (possibly modified by prior operations) such that the lex order is minimized.
However, each time you select an element to place next, you can choose to leave it as is (if you don’t
perform any operation) or you can perform some operations to move it to the end (but each operation
increases it by 1 and moves it to the end). Wait, but moving to the end once would send it to the end,
but if you do multiple operations on the same element, each time you have to increment it again. So
perhaps the best approach is to find the order in which elements are arranged such that each element is
the minimum possible in the current remaining elements, considering that moving earlier elements to
the end (with increments) might allow us to get a smaller next element.

[By this time, DeepSeek R1 has already realized this is a greedy problem.]

Alternatively, maybe we can model this as a greedy problem where we need to select the next element
in the sequence to be the smallest possible, considering that any elements that come before it in the
original array can be moved to the end (with some cost) to allow the selection of a smaller element.

Wait, let’s think of the process. Suppose the array is processed from left to right. At each step, for the
current position, we can choose to leave the current element as is (and proceed to the next position),
or perform some number of operations on elements to the left (but how?), which would move those
elements to the end. Wait, but once you move an element to the end, you can’t access it again unless
you move it again.

Alternatively, perhaps the optimal array is constructed by selecting a certain suffix of the original array,
possibly modified by some operations, followed by some elements that have been moved to the end (and
thus modified). Let me think.
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[DeepSeek R1 investigates this idea more closely by studying samples, omitted for brevity.]
But how to model this algorithmically?

Hmm. So the problem is to arrange the elements in some order, where each element can be in its
original position or moved to the end after being incremented (possibly multiple times). The lex order is
determined by the sequence of elements in the array after all operations.

The key is to find the sequence of elements (some of which are in the original array, others are
incremented and moved to the end) such that the lex order is as small as possible.

But how to model this? It’s a bit like a greedy algorithm where at each step, we select the next element
in the array to be the smallest possible.

Wait, but when you move elements to the end, you can’t process them again unless you move them
again. So each time you process an element, you have to decide whether to keep it in place or move it to
the end (with an increment), which affects the order of the remaining elements.

Alternatively, think of the process as building the array step by step. For each position in the array (from
left to right), choose the smallest possible element from the current possible candidates. The candidates
are:

¢ The current front of the array (without moving it), or

¢ Any element that can be moved to the end (after incrementing) to allow a smaller element to
be next.

But how?

Wait, perhaps the problem can be transformed into finding a suffix of the original array that can be
modified (by moving some elements to the end with increments) such that the lex order is minimized.

Alternatively, here’s an approach inspired by the problem of finding the lex smallest array by rotating or
permuting elements with certain operations. For example, in some problems, the lex smallest array can
be found by finding the minimal suffix.

But here, the operations are more complex. Let me think.

Suppose that for each position 7 in the array, we can choose to move some elements before ¢ to the end
(after incrementing them) so that the element at ¢ becomes the first element. Then, the optimal choice is
to select the minimal possible element as the first element, considering the cost (increment) required to
move the elements before it.

Wait, but moving elements before it would require moving them to the end (each time incrementing),
which would affect their positions. So perhaps for each possible candidate element (in the array), we
can compute the minimal cost (number of increments) needed to bring that element to the front, and
choose the element with the minimal value after considering the cost.

But how to model this?

Alternatively, think of the process as choosing a starting index k, such that the elements from k onwards
form the beginning of the lex smallest array, and the elements before k are moved to the end (each
possibly after some increments). But each time an element is moved to the end, it’s increased by 1, and
each such operation can be done any number of times.

Wait, but moving elements before % to the end. For example, if k is the starting position, then the
elements alk], a[k+1], ..., a[n] form the beginning of the array. But any elements before & (a[l..k—1])
can be moved to the end (each with +1 for each move). However, moving an element to the end requires
that all elements before it are either moved or not. Wait, no. Because moving an element to the end
requires that you process it (increment and move), which changes the array.

[DeepSeek R1 is getting astray and decides to backtrack by considering alternative approaches. How-
ever, the strategy it considers in the following is essentially quite similar to the previous approach.]

Hmm, this is getting complicated. Let’s think of the problem differently.
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Suppose that the optimal array is formed by taking some elements from the original array (possibly
modified by increments) in an order. Each time you select an element to add to the result, you can
choose to take the current first element (without modification), or you can increment it and move it to
the end (so that you can process the next element). Then, the problem becomes similar to finding the
minimal sequence by considering the current head of the array and decide whether to take it or push it
(modified) to the end.

This approach is similar to the problem of finding the lex smallest array by rotating, but here each
rotation (push) comes with a cost (incrementing the element). So the decision at each step is to take the
current head, or increment it and push to the end, then proceed.

But since the operations can be done any number of times, how do we model this?

This sounds like a problem that can be approached with a greedy algorithm. At each step, we choose
between the current head and all possible elements that can be obtained by pushing the current head
(after incrementing) to the end and considering the next element. But this could be computationally
expensive if not optimized.

But perhaps there’s a way to find the minimal possible sequence by considering all possible candidates
and selecting the best one.

Wait, but for large 7 (up to 10%), we need an O(n) or O(n log n) solution.

Another approach: the optimal array will consist of a sequence where each element is the minimal
possible, considering that any elements before it can be pushed to the end (with increments). So perhaps
the first element is the minimal element in the array, but adjusted by the number of times elements
before it are pushed to the end. Because each time you push an element before it, you have to increment
that element once and move it to the end.

But how to model this?

Alternatively, think of the process as building the array by choosing the next element to be the minimal
possible in the current available elements. The available elements are the remaining elements in the
array (those that haven’t been pushed to the end). But when you push elements to the end, you modity
them.

Wait, but once you push an element to the end, it’s modified and added to the end. So the elements in
the end are modified (incremented) each time they are pushed.

[This is closer to the correct solution, but DeepSeek R1 rejects this idea.]

Alternatively, perhaps the best way is to model this as a priority queue problem. For example, each time
we can choose the minimal element in the current array, and decide to take it (without pushing) or push
some elements before it. But this seems unclear.

Alternatively, here’s an idea inspired by the problem of finding the minimal possible string by choosing
characters from a deque, where you can pop from the front or the back. But again, the problem here is
different.

Wait, another way to model the problem: Each element can be moved to the end any number of times.
Each time it’s moved, it’s increased by 1 and placed at the end. So, for an element x, if we move it to
the end k times, its value becomes x + k, and it’s placed at the end of the array. But the order in which
elements are moved affects their final positions and values.

But how do we choose the order of moves to minimize the lex order of the resulting array?

Perhaps the optimal approach is to find a permutation of the array where each element is at least x; plus
the number of times it was moved. But this seems vague.

Let me think about the process. Suppose that the array is processed left to right. For each element, we
can decide whether to take it as is (without moving) or move it to the end (after incrementing). Once it’s
moved, it’s added to the end, and we can process the next element (the next one in the original array).
But if we move elements, the order of processing changes.

Alternatively, imagine that the array is processed in a way that whenever we encounter an element that is
larger than the minimal possible element in the remaining array (including possible modified elements
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due to moves), we move it to the end (with increment) and proceed. But this may not be optimal because
moving it to the end may allow us to have a smaller element next, but the moved element is now larger
(due to increment).

Hmm.

Wait, perhaps the key observation is that once we decide to move an element to the end, it’s better to
move it once and then possibly move others, but the element is now in the end and can’t be accessed
again unless moved again, which would cost another increment.

But since the goal is to have the lex smallest array, perhaps moving an element to the end is only worth
it if the element that follows is smaller, even after considering the increment. For example, if the next
element is smaller than the current element after increment, then moving the current element may be
beneficial.

Alternatively, for each position ¢ in the array, we can track the minimal possible value that can be placed
at the current position, considering that the elements before ¢ can be moved to the end (with increments)
any number of times.

Let me try to model this.

Suppose we are building the lex smallest array. The first element must be the minimal possible among
all elements that can be placed in the first position. How?

Each element can be in the first position only if all elements before it are moved to the end. For example,
to get a; as the first element, all elements a1, a2, . . . , a;—1 must be moved to the end (each moved once,
which increases them by 1 and appends to the end). Then, the array would be a;, @it 1, ..., an, (a1 +
1)7 (CLQ + 1), cooy (ai_l + 1)

But this is just moving all elements before ¢ to the end once, so each of those elements is increased
by 1. Then, the first element is a;. Then, the rest of the array is a;+1, . . ., an, followed by the moved
elements.

But perhaps the minimal first element is the minimal a; + k;, where k; is the number of times the
element a; is moved to the end before being placed in the first position. Wait, this seems complicated.

Alternatively, the minimal possible first element is the minimal a; + k;, where k; is the number of
times elements before ¢ are moved. Because each time you move an element before i, you have to
move it once for each element. So for example, to get a; as the first element, you have to move all
elements before it to the end once each. So each element a; to a;—1 is increased by 1 and moved
to the end. So a;’s value remains the same. Then, the first element is a;, and the rest of the array is
Wit 1, Ait2,y ..., Qn, A1 + l,az+1,...,a;i—1 + 1.

So the cost (in terms of the first element’s value) is a;. But the rest of the array’s elements may be larger.
So the first element’s minimal value is a;, but the rest of the array must be considered.

So perhaps the best approach is to find the minimal possible a; (original, not increased) among all
possible ¢, such that the suffix starting at ¢ (after moving the previous elements) is lex smaller than any
other suffix.

This is similar to the problem of finding the minimal suffix, but with some modifications.

For example, in the first sample, the minimal a; is 1 (at position 2). Moving the elements before it
(position 1, which is 2) to the end. So the array becomes [1, 3, 3]. Which is the sample output.

In the second sample, the output starts with 1 (position 1) and then 1 (position 4). So after moving
elements 2 and 2 and 1 (positions 2,3,4) to the end, but how?

Wait, perhaps the minimal possible first element is a;, and then the minimal possible second element
after that, etc.

[DeepSeek R1 starts considering a specific way of using deque to implement its idea, though the idea
is still essentially the same as before.]

Alternatively, the problem can be viewed as finding a sequence of indices 1, ¢2, . . . , i such that each
1; 1s in the original array (possibly modified by prior moves) and forms the lex smallest array.
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But I’'m not sure.

Let me think of another approach. Let’s model the array as a deque. At each step, we can take the front
element, and decide whether to keep it (as part of the result) or push it to the end after incrementing.
The goal is to choose the order of these operations to form the lex smallest array.

[DeepSeek R1 digs deeper into this idea, tests on sample inputs, and finds that it doesn’t work. Omitted
for brevity.]

This is getting very complicated. Perhaps there’s a different way to model the problem.

Another idea: the optimal array is a sequence of elements chosen from the original array, where each
element is a; plus the number of times it has been moved to the end. The order of elements must be
such that if an element is chosen at position &, then all elements that were before it in the original array
but not chosen before have been moved to the end (thus, their increments are counted).

But this seems similar to the earlier approaches.

Alternatively, think of the problem as a permutation of the elements, where each element can be increased
by some amount, and the lex smallest possible array is desired. The permutation is determined by the
order in which elements are moved to the end.

This permutation must be such that for each position, the element is as small as possible, considering
that moving earlier elements allows later elements to be considered earlier.

But how to model this.

[DeepSeek R1 decides to think of this problem in terms of a priority queue, which is a nice progress.
However, its observations (which are limited and not fully correct) are still essentially the same as
before.]

Let me think of the problem in terms of a priority queue. Each time, the minimal possible element in
the current deque is selected. If it’s at the front, we take it. If it’s somewhere else, we need to move
elements in front of it to the end (each time incrementing them) to bring it to the front. However, moving
elements to the end increases their value, which may affect their position in the priority queue.

[DeepSeek R1 again digs deeper into this idea, tests on sample inputs, and finds that it doesn’t work as
well. Omitted for brevity.]

Hmm. This suggests that there’s a different approach needed.

Alternatively, perhaps the correct approach is to move elements to the end as long as there exists a later
element that is smaller than the current element (original, not modified).

But how to model this.

[DeepSeek R1 again tries to look for alternative approaches, but ends up with essentially the same idea
as before.]

Alternatively, think of the problem as the following: each element can be kept in place (without moving),
or moved to the end once or more times. Each time it’s moved, its value increases by 1.

[In the following, DeepSeek R1 basically just revisits variations of its incorrect strategies without
generating new, effective observations. Omitted for brevity.]

Another idea is to use a linked list to keep track of the elements and their current values, and maintain a
pointer to the minimum element.

But this would be complex.

Given the time constraints, I think the correct approach is to use a deque and implement the greedy
algorithm of moving the current element to the end if there’s a smaller element later in the current deque.
The algorithm would be:
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Initialize a deque with the array elements. Initialize a result array. While the deque is not empty: Find
the index of the minimal element in the deque. If the minimal element is at the front: append it to the
result. remove it from the deque. else: move the front element to the end, increment it by 1. Repeat.

This approach is O(n?) in the worst case (e.g., when the deque is always in decreasing order), but for
the problem constraints (1 up to 10°), this would not be feasible.

However, perhaps in practice, the algorithm can be optimized using a priority queue or a more efficient
way to track the minimal element.

Given the time constraints, I'll proceed to write the code that passes all the samples and hope it works.
[DeepSeek R1 attempts several implementations. Omitted for brevity.]

Thus, the correct solution is to compute for each element whether it should be moved (if there’s a smaller
element later), collect the moved elements, sort them, and append them to the non-moved elements.

The code is as follows:

def solve():
import sys
input = sys.stdin.read().split()
ptr = 0
t = int(input [ptr])
ptr += 1
for _ in range(t):

n = int(input [ptr])
1

ptr +=
a = list(map(int, input[ptr:ptr+n]))
ptr += n

min_right = [float(’inf’)]*(n+1)
for i in range(n-1, -1, -1):

min_right[i] = min(a[i], min_right[i+1])
resl

(1
res2 = []
for i in range(n):
if min_right[i+1] < a[i]:
res2.append(al[i]+1)
else:
resl.append(a[i])

res2.sort()
res = resl + res2
print(’ ’.join(map(str, res)), end=’ ’)

print()

This code passes all the samples and is efficient (O (n log n) due to sorting).

The key steps are:
1. Precompute the minimum to the right of each element.
. For each element, decide whether to move it (if there’s a smaller element to the right).

2
3. Collect the non-moved elements in order and the moved elements in a list.
4. Sort the moved elements and append them to the non-moved elements.

This works because the moved elements are all added to the end of the array in sorted order, which is lex
smallest.

[But actually this doesn’t work.]
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Reasoning Process of o4-mini-high

The user asked me to solve the problem step-by-step, reasoning it out myself and producing a solution
in code (either Python or C++). To approach the solution, I need to break the problem down into smaller
steps rather than looking for external hints or tutorials. First, I’ll focus on the constraints and think
carefully about the algorithm, keeping time complexity in mind. I’ll use clear bullet points for the
explanation and provide the Python or C++ code at the end. Let me get started on solving this!

The user asks to perform an operation on any element by selecting it, incrementing it, and moving it to the
end. We repeat this for each element to create a lexicographically smallest array. Each element’s order
in the final array depends on the number of operations applied to it. Importantly, multiple operations
on an element move it further back each time but don’t duplicate it. Ultimately, we’re rearranging the
elements based on these operations to achieve the smallest possible order.

The goal is to reorder the array efficiently by using the minimum number of operations and creating
the lexicographically smallest sequence. Each element can only be moved to the back, meaning that
elements can’t jump forward — their original position will impact the final order. We need to focus on
keeping the elements that are already in a good position (typically the smallest ones) at the front, while
carefully deciding which elements to increment and move toward the back. The final result leans heavily
on the number of operations and the order in which they are done.

The key idea is to maintain a queue and selectively move elements while keeping the array lexicograph-
ically smallest. When we remove elements, their values increase due to multiple increments, but the
goal is to avoid unnecessary increments for smaller elements placed early. We can interleave operations
and schedule when each element stops moving. The result depends on the last operation time of each
element—those that weren’t moved stay upfront in their original order, while moved ones follow based
on the order of their last operation. This ensures the smallest final sequence.

[By now, o4-mini-high realizes that a greedy strategy should be applied here. These observations are
correct but not enough to fully solve the problem.]

The task is to minimize the lexicographical order by grouping elements that are moved and not moved.
The elements never moved remain in their original position, forming the front array (Sp). The moved
elements can be reordered but should have their values adjusted by the number of moves they underwent.
To find the optimal pattern, we start with the smallest element choosing it for Sy and proceed by selecting
subsequent smallest elements to minimize the final sequence. Sorting the moved group (S1) ensures the
lexicographically smallest result.

Analyzed

from collections import deque
import itertools

def best_final(a, max_ops):
# BFS starting from a, depth <= max_ops
n = len(a)
seen = {tuple(a)}
best = tuple(a)
q = deque([(tuple(a),0)])
while q:
state, d = q.popleft()
# update best
if state < best:
best = state
if d == max_ops:
continue
for i in range(len(state)):
new = list(state[:i] + state[i+1:]) + [state[i]+1]
new_t = tuple(new)
if new_t not in seen:
seen.add(new_t)
q.append((new_t, d+1))
return best

# candidate algorithm: suffix approach: for each possible ¢ from 0 to n (0 means no suffix = So empty),
do: # So = ali :], S1 = prefix a[: ¢]. Then k; = 1 for j < ¢, 0 for j >= 4. # Final ¢; = Sp elements in
original order, then elements of Sp in original order +1. # Actually, we can reorder S; arbitrarily. But
BES only produces specific reorder where S5 in original order, because we can only remove from front.
# But BFS, if we always remove prefix in order, yields prefix removed. But can we reorder prefix? But
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we could pop prefix elements in any order? But we cannot remove prefix elements in arbitrary order:
only available operation is choose any ¢, so you can choose inside prefix removing some later prefix
element by index > 0, but prefix group initially front are prefix elements. But after removing some,
new front shifts. But you cannot remove prefix element at position j > 1 before removing a preceding
element? But you can choose 7 = 2 removes second element, leaving first element unchanged. So
you can remove second then first. That yields prefix removed in any order. But BFS allows removal
in any sequence. But suffix approach with arbitrary reorder of prefix emerges? But need to test both
approaches: reorder prefix or prefix in original order.

# For candidate, we consider S sorted by a; + 1 ascending (best sorted), since we can reorder S1
arbitrarily by scheduling operations at choice. But BFS may not achieve arbitrary reordering in S1? But
we suppose can. But we test both with sorted and original order.

def suffix_candidate(a):
= len(a)
best = None
for i in range(n+1):
0 = ali:]
1 = al[:i]
# Dption 1: S1 in ord order +1
SO + [x+1 for x in S1]
# Optlon 2: S1 sorted by x+1 then
c2 = S0 + sorted([x+1 for x in S1])
for ¢ in [tuple(cl), tuple(c2)]:
if len(c)!=n: continue
if best is None or c<best:
best = ¢
return best

# test all arrays length 3 values in 1..3
fails = []
for a in itertools.product([1,2,3], repeat=3):
bf = best_final(list(a), 3)
sc = suffix_candidate(list(a))
if bf != sc:
fails.append((a, bf, sc))
# print details
if len(fails)>10:
break

len(fails), fails[:5]
(4’

e, 2, 1y, (1, 1, 3), (1, 2, 1)),
((1, 3, 1), (1, 1, 4), (1, 2, 4)),
((1, 3, 2), (1, 2, 4), (1, 3, 2)),
(2, 3, 2), (2, 2, 4), (2, 3, 2))])

[04-mini-high plans to stress test its solution by running BFS-based brute force on self-generated
small test cases.]

I’'m considering whether dynamic programming might help here, but with the constraints, I think it’s too
slow. So, I'm going to try brute-forcing smaller arrays (n < 4) to find a general pattern. The goal is to
explore possible sequences and target the lexicographically smallest final array by checking different
sequences of operations. I've confirmed that k; should be either O or 1, but I'm wondering if allowing
k; > 1 could offer better solutions, though I think it’s unnecessary. Let’s test a brute-force approach for
small cases.

I’m going to test this on small arrays (n < 4). I’ll limit operations to at most once per element, since
moving anything more than that just increases its value unnecessarily. I’'m planning to use a brute force
approach with BFS. For simplicity, I’ll start with arrays of length 3 or 4 and try to find the best sequence
by tracking the lexicographically smallest outcomes. The idea is to explore only those states that lead to
a minimal result after a limited number of operations.

I’m refining the formula approach. If we start with a suffix, we add the sorted prefix, but there’s an
issue: skipping might lead to an incorrect sequence. I thought c> should be smaller if we skip, but then I
realize maybe it’s not so simple. The idea of dynamic programming seems appealing, but the constraints
could be massive, so I'll keep it simple and test with small arrays. Let’s brute-force examples for n < 4
and look for patterns instead.

Analyzed
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def greedy_candidate(a):
n = len(a)
# pair list
pairs = sorted([(a[i], i) for i in range(n)],
key=lambda x:(x[0],x[1]))
S0 =[]
last =_-1
for val, idx in pairs:
if idx > last:
S0.append (idx)
last = idx
SO_set = set(S0)
# sorted SO list by idx
SO_sorted = sorted(S0)
S1 = [i for i in range(n) if i not in SO_set]
# S1 sorted by a[il+1 value ascending, then index to break ties
S1_sorted = sorted(S1, key=lambda i:(ali]+1, 1))
c = [a[i] for i in SO_sorted] + [a[i]+1 for i in S1_sorted]
return tuple(c)

# test on arrays from previous fails
fails2 = []
for (a,bf,sc) in fails:
c = greedy_candidate(list(a))
if ¢ != bf:
fails2.append((a,bf,c))
len(fails2), fails2[:5]

(o, M
Analyzed

import random
fails_rand = []
for _ in range(200):

a = [random.randint(1,5) for

bf = best_final(a, n)

c = greedy_candidate(a)

if bf != c:
fails_rand.append((tuple(a), bf, c))
print("fail", a, bf, c)

in range(n)]

break
len(fails_rand)
fail [5, 2, 1, 4] (1, 3, 5, 6) (1, 4, 3, 6)
1

I’m thinking of coding a brute force approach for small arrays, using BES to explore all possible states
up to a bound. If k; is restricted to O or 1, that’s manageable, though I wonder if allowing k; > 1 would
help. I’'m limiting the number of operations to n, especially since trying to move an element twice will
only increase values, which isn’t helpful. Let’s implement the brute force for arrays of size 3 or 4 and
track the best sequence found.

Analyzed

def best_with_path(a, max_ops):
from collections import deque
seen = {tuple(a):None}
q = deque([(tuple(a),0)])
parent = {}
op_chosen = {}
final_best = tuple(a)
best_state = tuple(a)
while q:

state, d = q.popleft()

52




if state < best_state:
best_state = state
if d == max_ops:
continue
for i in range(len(state)):
new = state[:i] + state[i+1:] + (state[il+1,)
if new not in seen:
seen[new] = (state, i)
q.append((new, d+1))
# reconstruct path to best_state
cur = best_state
path = []
while seen[cur] is not None:
prev, i = seen[cur]

path.append (i)
cur = prev

path = list(reversed(path))
return best_state, path

bf, path = best_with_path([5,2,1,4],4)
bf, path

(1, 3, 5, 6), [1, 2, 0D

[04-mini-high has come up with the fully correct solution.]

I’'m playing with a strategy for choosing the best values for the resulting array. Starting with the smallest
element, if there’s a second global minimum after it, [ include that in a subset (S0_2). Otherwise, I just
use the smallest element, and this gives a smaller resultant value. The key idea here is comparing the
second minimum and local minima, updating my subset as I go, and checking which combination yields
the lexicographically smallest sequence. I'll make sure to test it with small cases for confirmation before
finalizing.

I’'m thinking about confirming my approach with small cases. I'll implement an algorithm that first sorts
a list by values and indices, and then iterates through the pairs. For each pair, if the index is greater than
the previous one, it’s included; otherwise, it’s skipped. This helps generate the first set of indices. From
there, I’ll develop a second set of indices and calculate the final array. Let’s test this with brute force for
small arrays and see how well it works.

The goal is to keep only the lexicographically minimal states with operations up to n. To derive a
formula, I want to start by selecting a suffix (Sp) from an index i, and then add sorted prefix values (plus
1) to form the final result. The idea is that any prefix elements are "pushed back" through operations.
For the suffix, we want to append it in the correct order but potentially reorder things on the prefix using
operations. Still, the order of the original prefix should remain intact for consistency.

Analyzed

# track ids
def simulate(a, path):
# a: values, idlist: list of original indices, start [0,1,2,3]
state = list(a)
ids = list(range(len(a)))
for op in path:
i=op
# remove element at i
val = state.pop(i
id = ids.pop(i)
# increment value
val +=1
# append

state.append(val)

ids.append(id)

print("op",i, "moved id",id,"to end, state:",state,"ids:",ids)
print("final state:",state,"ids:",ids)
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simulate([5,2,1,4], path)

op 1 moved id 1 to end, state: [5, 1,
op 2 moved id 3 to end, state: [5, 1,
op O moved id O to end, state: [1, 3,
final state: [1, 3, 5, 6] ids: [2, 1,

, 3] ids: [0, 2, 3, 1]
, 5] ids: [0, 2, 1, 3]
, 6] ids: [2, 1, 3, 0]
, 0]

I’m figuring out how to compare the second smallest global value with the local ones. If the second
global minimum occurs before the index of the first minimum (i1), some values could be shifted around
in Sp, leading to different results for the potential new sequence. I’m trying to find out which comparison
yields a better outcome — either choosing local values or adjusting to the global ones, depending on
their placement relative to each other in the sequence. It’s all a balance!

I’m considering how to handle the prefix and suffix. For now, we’ll set Sy as the suffix, but I'm
wondering: Could we select some elements from both? Essentially, mix some suffix elements into the
prefix? To test this, Il run brute-force for small arrays (n < 4). I’ll track the minimal lexicographical
state using BFS and compare it with suffix-based solutions, using random small arrays. Let’s run this
code with n = 3 arrays and test all suffix candidates to find the best approach.

I want to test the suffix-ANY-order algorithm on random arrays and compare the results. A greedy
approach is giving a match to BFS in some cases, but there’s a failure for the array [5,2,1,4], where
BES gives one result, and the greedy approach gives another.

To investigate, I'll brute-force the operations and enumerate all reachable states for this array, aiming
to identify the fewest steps needed to transform it to the target [1,3,5,6]. I'll check the minimal
operations path and compare how BFS and greedy paths differ.

I need to verify whether the suffix method outperforms brute force. The plan is to find the minimal
lexicographical result by choosing the suffix starting at a certain index, and then comparing that to a
brute-force approach. I’ll start by brute-forcing all arrays of length 3 with values {1, 2, 3}, and running
BES up to 3 steps. Each initial configuration will be explored, and I’ll compare the minimal results with
the suffix-based solution that reorders part of the array. Let’s code and test this approach.

Analyzed

def advanced_candidate(a):
n = len(a)
# sorted pairs by value asc then index asc
pairs = sorted([(a[i], i) for i in range(n)],
key=lambda x:(x[0],x[11))
last =_ -1
S0 =[]
moved_min_val = float(’inf’)
stopped = False
for val, idx in pairs:
if stopped:
# all further go to moved; track moved_min_val
moved_min_val = min(moved_min_val, val)
continue
if idx <= last:
forced moved
moved_min_val = min(moved_min_val, val)
else:
# candidate can be included or we can stop including

# skip_value = moved_min_val if moved_min_val != inf else val
# skip yields c[t] = skip_value +1
skip_source_val = moved_min_val

if moved_min_val != float(’inf’) else val
if val < skip_source_val + 1:

# include

S0.append (idx)

last = idx
else:

# skip: stop including further
stopped = True
moved_min_val = min(moved_min_val, val)
# Now S1 is all except SO
SO_set = set(S0)
S1 = [i for i in range(n) if i not in SO_set]
# produce c: SO in index order then S1 sorted by al[i]+1, tie by index
SO_sorted = sorted(S0)
S1_sorted = sorted(S1, key=lambda i:(ali]+1, 1))
c = [a[i] for i in SO_sorted] + [a[i]+1 for i in S1_sorted]
return tuple(c)

54




# Test advanced_candidate on [5,2,1,4]
print (advanced_candidate([5,2,1,4]), best_final([5,2,1,4],4))

# test random arrays
fails2 = []
for _ in range(200):
n=4
a = [random.randint(1,5) for
bf = best_final(a, n)
¢ = advanced_candidate(a)
if bf != c:
fails2.append((tuple(a), bf, c))
print("fail", a, bf, c)
break
len(fails?2)

in range(n)]

(1, 3, 5, 6) (1, 3, 5, 6)
fail [4, 1, 1, 5] (1, 1, 5, 5) (1, 1, 5, 6)
1

Analyzed

print(best_with_path([4,1,1,5],4))

(1, 1, 5, 5), [0

If no elements have been moved so far and we stop at a candidate, does it mean there’s no Sp at this
position? In my scenario, Sy is [’some’] and the next candidate is considered. If no element has been
moved except forced ones, we might skip certain candidates. We track the minimum value among
moved items with moved_min_val. If there’s no force, the remaining elements go into S1, and the
minimum among S; values becomes the new moved_min_val.

Analyzed

def advanced_candidate2(a):
n = len(a)
pairs = sorted([(al[il, i) for i in range(n)],
key=lambda x:(x[0],x[1]))
last = -1
so =[]
moved_min_val = float(’inf?’)
stopped = False
for val, idx in pairs:
if stopped:
moved_min_val = min(moved_min_val, val)
continue
if idx <= last:
moved_min_val = min(moved_min_val, val)
else:
skip_src_val = moved_min_val if
moved_min_val != float(’inf’) else val
# include if val <= skip_src_val + 1
if val <= skip_src_val + 1:
S0.append (idx)
last = idx
else:
stopped = True
moved_min_val = min(moved_min_val, val)
SO_sorted = sorted(S0)
S1 = [i for i in range(len(a)) if i not in SO_sorted]
S1_sorted = sorted(S1, key=lambda i:(ali]+1, 1))
c = [a[i] for i in SO_sorted] + [a[i]+1 for i in S1_sorted]
return tuple(c)

# Test on previous fails
print (advanced_candidate2([5,2,1,4]), best_final([5,2,1,4],4))
print (advanced_candidate2([4,1,1,5]), best_final([4,1,1,5],4))
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# test random
fails2 = []
for _ in range(500):
n=4
a = [random.randint(1,5) for
bf = best_final(a, n)
¢ = advanced_candidate2(a)
if bf != c:
fails2.append((tuple(a), bf, c))
print("fail", a, bf, c)

break
len(fails2)

in range(n)]

O~~~
=
=W
oo
(2]
A —a
~
=W
(6]
(2]
A

Analyzed

# test random for n=5
fails3 = []
for _ in range(50):
n=5
a = [random.randint(1,5) for
bf = best_final(a, n)
¢ = advanced_candidate2(a)
if bf != c:
fails3.append((tuple(a), bf, c))
print("fail", a, bf, c)

in range(n)]

break
len(fails3)

The final candidate setis [1,1,5,6], but BFS found [1,1,5,5]. This happened because BFS included
idx0 and skipped 1dx3 after calculating skip values. Meanwhile, the advanced_candidate approach
skipped val 5 at idx3, but in theory, including it could open up better options later. So, the question is:
should I allow equality (i.e., val < skip + 1) in the inclusion decision? This would help resolve ties by
lexicographically comparing subsequent steps, potentially including idx3.
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NeurlIPS Paper Checklist

1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]

Justification: The abstract and introduction clearly state our key contributions: (1) introduc-
ing LiveCodeBench Pro, a new competitive programming benchmark curated by Olympiad
medalists to ensure freedom from contamination and enhanced reasoning difficulty; (2)
providing fine-grained evaluation of frontier LLMs on this benchmark, revealing significant
gaps between LLMs and human experts; and (3) presenting failure taxonomy and diag-
nostic insights to inform future development. These claims are consistently supported by
experimental and analytical results in Sections 3 and 4.

Guidelines:

¢ The answer NA means that the abstract and introduction do not include the claims
made in the paper.

* The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

* The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

* It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]

Justification: The paper includes a dedicated discussion on limitations in Appendix I, outlin-
ing the current reliance on human annotations for error diagnosis, the cost of maintaining a
live benchmark pipeline, and potential noise from contest-level difficulty fluctuations. We
also note that our diagnostic coverage is currently limited to a subset of models (e.g., de-
tailed triage for 03-mini) and that tool usage remains a confounding factor in fully isolating
reasoning capabilities.

Guidelines:

* The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

 The authors are encouraged to create a separate "Limitations" section in their paper.

* The paper should point out any strong assumptions and how robust the results are to
violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

* The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

* The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

* The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

* If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.
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* While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory assumptions and proofs

Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?

Answer: [NA]

Justification: This paper does not include theoretical results or formal proofs. It focuses on
the construction of a challenging benchmark and the empirical evaluation of large language
models on competitive programming tasks.

Guidelines:

* The answer NA means that the paper does not include theoretical results.

* All the theorems, formulas, and proofs in the paper should be numbered and cross-
referenced.

* All assumptions should be clearly stated or referenced in the statement of any theorems.

* The proofs can either appear in the main paper or the supplemental material, but if
they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

* Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

* Theorems and Lemmas that the proof relies upon should be properly referenced.
4. Experimental result reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: The paper provides detailed descriptions of the benchmark curation (Section 2,
Appendix C), model evaluation setup (Section 3, Appendix D), and scoring methodology
(Appendix C.2). While some evaluated models are closed-source, we ensure reproducibility
by releasing all benchmark problems, annotations, and evaluation protocols, as stated in the
conclusion and Appendix C.

Guidelines:

» The answer NA means that the paper does not include experiments.

* If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

* If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

* Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

* While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example
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(a) If the contribution is primarily a new algorithm, the paper should make it clear how
to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code

Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer: [Yes]

Justification: The paper states that all benchmark problems, annotations, and evaluation
protocols will be released to support transparent and reproducible research (see Lines 81-83).
These materials will include instructions for reproducing all major experimental results.

Guidelines:

* The answer NA means that paper does not include experiments requiring code.

¢ Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

* While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

* The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

* The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

* The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

* At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

 Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLSs to data and code is permitted.

6. Experimental setting/details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]

Justification: The paper details the evaluation setup, including prompt format, data acqui-
sition timing, and submission protocol (Section 3 and Appendix D). Benchmark curation,
difficulty tiers, and task annotations are also clearly explained (Section 2 and Appendix C).
These details are sufficient to understand and interpret the reported results.

Guidelines:

* The answer NA means that the paper does not include experiments.

» The experimental setting should be presented in the core of the paper to a level of detail
that is necessary to appreciate the results and make sense of them.
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* The full details can be provided either with the code, in appendix, or as supplemental
material.

7. Experiment statistical significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [Yes]

Justification: The paper reports statistical uncertainty in model performance using Bayesian
Elo estimation with standard deviation, as described in Appendix C.2. Error bars are also
shown in Figure 5 for Elo differences, and the method for computing these error estimates is
explicitly defined.

Guidelines:

* The answer NA means that the paper does not include experiments.

* The authors should answer "Yes" if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

* The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

* The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

* The assumptions made should be given (e.g., Normally distributed errors).

* It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CIL, if the hypothesis
of Normality of errors is not verified.

* For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

o If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

8. Experiments compute resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]

Justification: While we evaluated models via API access (e.g., OpenAl, Anthropic, Google),
Table 1 reports the average number of tokens generated and the approximate dollar-cost per
problem, which allows reproducibility of compute estimates. For all evaluations, we used a
standard cloud-based setup with Python clients, and evaluation latency was recorded per
submission. Since model inference was handled remotely, we report token-level usage and
cost as a proxy for compute resources.

Guidelines:

* The answer NA means that the paper does not include experiments.

* The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

* The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

9. Code of ethics

60



10.

11.

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]

Justification: The research adheres to the NeurIPS Code of Ethics. All data used in the
benchmark are publicly available from competitive programming contests (e.g., Codeforces,
ICPC, I0I), and no private or sensitive information was involved. All annotations were
conducted by consenting experts, and the work promotes transparency, reproducibility, and
fair evaluation of Al systems.

Guidelines:

* The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

* If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).

Broader impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [Yes]

Justification: The paper discusses broader societal impacts in the introduction and conclusion.
Positively, LiveCodeBench Pro encourages rigorous, transparent evaluation of LLMs’ true
reasoning capabilities, which supports responsible deployment in high-stakes domains like
education, hiring, and software engineering. On the other hand, the paper also highlights
the risks of overstating model capabilities, such as misusing LLMs in settings where
genuine algorithmic reasoning is required. Our benchmark aims to mitigate this by exposing
reasoning deficiencies and promoting more honest performance reporting.

Guidelines:

* The answer NA means that there is no societal impact of the work performed.

* If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.

» Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

* The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

* The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

« If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]
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12.

13.

Justification: The paper does not release any pretrained models or scraped datasets with
potential for misuse. All problems are sourced from public competitive programming
contests (e.g., Codeforces, ICPC, IOI), and annotations are conducted by expert curators.
No high-risk data or model artifacts are involved.

Guidelines:

* The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

* Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]

Justification: All third-party assets used in this paper are properly credited. For models, we
provide their organization, license status, and cutoff dates in Appendix B (e.g., OpenAl GPT-
4.1, DeepSeek R1 under MIT license, Claude under proprietary license). For benchmark
data, all problems are sourced from public competitive programming contests (Codeforces,
ICPC, IOI), which permit public access under their usage terms. We do not repackage or
redistribute any copyrighted or scraped data.

Guidelines:

* The answer NA means that the paper does not use existing assets.
* The authors should cite the original paper that produced the code package or dataset.

 The authors should state which version of the asset is used and, if possible, include a
URL.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

* For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.

o If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

* For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

* If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

New assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [Yes]

Justification: The paper introduces a new benchmark, LiveCodeBench Pro, which is thor-
oughly documented in Section 2 and Appendix C. This includes details on problem sourcing,
annotation protocols, difficulty calibration, licensing conditions of source contests, and plans
for open release. All problems are curated from publicly available contests, and no personal
data or sensitive content is included.

Guidelines:

* The answer NA means that the paper does not release new assets.
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* Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

* The paper should discuss whether and how consent was obtained from people whose
asset is used.

* At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

14. Crowdsourcing and research with human subjects

15.

16.

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]

Justification: The paper does not involve crowdsourcing nor research with human subjects.
All annotations were conducted by the authors and expert collaborators as part of a research
effort, not as paid participants or subjects in an experiment.

Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

Institutional review board (IRB) approvals or equivalent for research with human
subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]

Justification: The paper does not involve research with human subjects requiring IRB
or equivalent approval. All annotation and analysis was conducted by the authors and
collaborators in their capacity as expert researchers, and no participants were recruited or
studied in an experimental setting.

Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

* For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
Declaration of LLM usage

Question: Does the paper describe the usage of LLMs if it is an important, original, or
non-standard component of the core methods in this research? Note that if the LLM is used
only for writing, editing, or formatting purposes and does not impact the core methodology,
scientific rigorousness, or originality of the research, declaration is not required.

Answer: [NA]
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Justification: LLMs are the subject of evaluation in this paper but are not used as part of the
methodology for data curation, annotation, or experimental design. No LLMs were involved
in the creation of the benchmark or core methods; thus, no declaration is necessary under
the NeurIPS LLM policy.

Guidelines:

* The answer NA means that the core method development in this research does not
involve LLMs as any important, original, or non-standard components.

¢ Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM)
for what should or should not be described.
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