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Abstract

The rapid advancement of Large Language
Models has sparked extensive exploration of
their applications across various fields. Among
them, the personalized conversation based on
characters in movies is an attractive research
area. To achieve such comprehensive con-
versations, the integration of extensive mul-
timodal information, notably visual content
alongside textual data, is crucial. This neces-
sity underlines the significance of multimodal
insights for enriching personalized conversa-
tions, thereby further emphasizing the urgent
need for a sophisticated multimodal charac-
ter conversational dataset. To this end, we in-
troduce CharacterQA, a novel video question-
answering (QA) dataset for multimodal char-
acter conversation in movies. The dataset con-
sists of 101 selected Chinese movies, each of
which is annotated with the main character pro-
files, the character information of the scripted
conversations and their timestamps. Further-
more, a set of questions from various designed
tasks and their detailed answers are annotated.
Most of those questions require taking into ac-
count visual signals for logical comprehension
of movie characters and plots. Subsequently,
we adopt an advanced multimodal large lan-
guage model MovieGPT to evaluate the Char-
acterQA dataset. The results yield insightful
findings that are expected to drive further devel-
opment of multimodal large language models
in the character conversation field.

1 Introduction

In the past few years, the development of social
media has greatly contributed to the user demand
for personalized character conversation, and con-
sequently inspired significant attention from re-
searchers. Recently, breakthroughs in pre-trained
large language models (LLMs) have led to a
paradigm shift in the natural language processing
community, which brings novel challenges for char-
acter conversation (Brown et al., 2020; OpenAl,
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Figure 1: An example of multimodal character QA.
Our CharacterQA dataset enables MovieGPT to per-
form character conversations by watching movies and
respond to personalized questions in different scenes.

2023a; Touvron et al., 2023a; Liu et al., 2023b;
Peng et al., 2023). Currently, personalized char-
acter conversation mainly focuses on text-only do-
mains (e.g., character.ai) (Shao et al., 2023; Park
et al., 2023), largely overlooking diverse multi-
modal applications in real-world scenarios.

As shown in Figure. 1, given a video taken from
a movie, a user may wish to play the character
“Zhizhen Wu” and ask the character “Zili Zhang”:
“Zili Zhang, why are you dancing alone here?”. If
only the textual information is available, the model
is unable to answer such a question since captur-
ing the nuances of expressions and body language
during dance requires understanding visual con-
tent. Conversely, compared to text-only settings,
multimodal character conversations offer enhanced
vividness and practicality with the visual content,
facilitating much easier user interactions. Regret-
tably, prevailing datasets fail to equip models with
such character conversation capabilities.

In light of the above considerations, we construct
the first multimodal character conversation dataset
CharacterQA in this paper. Diverging from existing
multimodal conversation datasets primarily based



on pure English language (Tapaswi et al., 2016;
Lei et al., 2018; Castro et al., 2022; Xiao et al.,
2021), this dataset is derived from 101 Chinese
films obtained from online platforms. Specifically,
we annotate attributes such as the names, roles,
and personalities of the main characters in each
film, as well as their dialogues with correspond-
ing timestamps. To evaluate character conversation
ability, five tasks of varying difficulty are designed,
including dialogue prediction, action prediction,
relationship judgment, sentiment analysis, and log-
ical analysis. Among them, the sentiment analysis
is multiple choice questions, while the others are
open-ended questions. Some questions are rela-
tively straightforward as the answers can be found
within the dialogues, while others pose greater chal-
lenges. These challenging questions require a deep
understanding of the movie content, character pro-
files, and long conversation contexts. This depth of
comprehension is necessary to capture the nuances
and unique styles of the characters’ language. Fur-
thermore, certain questions even require the ability
to reason across the dialogues and the movie con-
tent based on broader commonsense knowledge
related to the question.

We also developed a multimodal LLM called
MovieGPT, and evaluated it alongside various
LLMs using our CharacterQA dataset to evaluate
their character conversation abilities. Thorough
analysis of the results indicates that the Charac-
terQA dataset poses significant challenges for mul-
timodal character conversation, and existing LLMs
are insufficient for character portraits and visual
understanding in multimodal scenarios.

This study makes several contributions. Firstly,
we present a novel dataset CharacterQA for Chi-
nese multimodal character conversation, compris-
ing five distinct designed tasks that emphasize the
understanding of character traits and multimodal
content. Secondly, we introduce a multimodal pre-
trained LLM MovieGPT tailored for character con-
versation. Thirdly, we conduct extensive evalua-
tions on CharacterQA with MovieGPT and several
mainstream LLMs, emphasizing the challenges in-
herent in the multimodal character conversation.

2 Related Work

Multimodal Conversational LLMs and
Character-play Datasets. The success of LLMs
has catalyzed advancement in multimodal conver-
sational LLMs, such as Flamingo (Alayrac et al.,

2022), LLaVA (Liu et al., 2023a), MiniGPT-4 (Zhu
et al., 2023), BLIP2 (Li et al., 2023b), and
mPLUG-OwI (Ye et al., 2023d). These methods
have extensively explored the visual encoders
and training strategies of multimodal LLMs.
However, they were not originally tailored for
character-play scenarios, and previous evaluations
reveal a deficiency in their capacity for robust
character-playing (Shen et al., 2023; Huang
et al., 2023a; Wang et al., 2023b). Concurrently,
although the potential for character-playing within
the LLMs has been acknowledged, the existing
character-playing datasets are limited to text-only
formats, lack multimodal annotations, and feature
a small number of characters (often less than 200)
(Tu et al., 2024; Chen et al., 2023b). These limi-
tations highlight the importance of our proposed
CharacterQA, which aims to enhance training and
evaluation for character-play capabilities.

Multimodal QA Datasets. Several datasets
focusing on multimodal video QA have been
developed, including MovieQA (Tapaswi et al.,
2016), VideoQA (Zhu et al., 2017), TV-QA (Lin
et al., 2023), Life-QA (Castro et al., 2020), NexT-
QA (Xiao et al., 2021), and Wild-QA (Castro et al.,
2022). As shown in Table. 1, the existing datasets
primarily focus on the visual comprehension ca-
pabilities of models, lacking the necessary anno-
tations of the intrinsic profiles of characters essen-
tial for multimodal character conversation. Conse-
quently, achieving an effective evaluation of this
task becomes challenging. Focusing on multimodal
character-based conversation, our dataset includes
detailed character profiles, manually curated con-
versational texts, complete sets of movies, and an-
notations for five distinct character-based conversa-
tion tasks, as described in Section 3.

3 CharacterQA Dataset

3.1 Dataset Summary

Our CharacterQA dataset comprises 101 carefully
selected Chinese movies, with an average duration
of 102 minutes per movie. Among these movies,
90 are dubbed in Standard Mandarin, while 11 are
dubbed in various regional Chinese dialects. The
selected movies span a range of release dates, from
as early as 1984 to the most recent in 2023. As
shown in Figure. 2, each movie contains an average
of 405 lines of dialogue, with each line annotated
with its timestamp and the corresponding character.
To accommodate the character conversation task,



Dataset Lang. Domain Annotation QA Type RoleInf | Video# QA# Dur.(s)
MovieQA En Movie Man MC N 6.7k 6.4k 203
VideoQA En Web Aut MC N 109k 390k 33

TVQA En TV Shows Man MC N 21.8k 152k 76

LifeQA En Daily Activaty Man MC N 0.3k 2.3k 74
NExTQA En Daily Activity Man OE+MC N 5.4k 52k 44
WildQA En Wild Activity Man OE N 0.4k 0.9k 71

Ours Ch Movie Aut+Man OE+MC Y 101 25k 6024

Table 1: Comparison between our dataset and representative existing datasets for videoQA. “Lang.” denotes the
language of the data, “En” for English, and “Ch” for Chinese. “Annotation” indicates whether the data is annotated
manually or automatically. “Aut” stands for automatical and “Man” stands for manual. “QA Type” denotes whether
the answers are multiple-choice (MC) or open-ended (OE). “Dur. (s)” is the average duration of the videos in

seconds. “Role Inf” is the character information.
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Figure 2: Illustration of dialogue counts for each movie.

we annotate detailed character profiles delineating
the names, personalities, and backgrounds of 3 to
5 main characters within each movie. Each pro-
file is carefully crafted to summarize and portray
their distinctive characteristics in about 70 words
of Chinese description.

Based on the detailed profiles and the labeled
dialogues, five different video question-answering
tasks are designed, including dialogue prediction,
action prediction, relationship judgment, sentiment
analysis, and logical analysis. Particularly, there
are 25,000 QA pairs in total for those five tasks,
with 5,000 pairs per task evenly distributed across
the 101 movies. Note that the selected movie clips
used for task annotations are evenly distributed
throughout the entire movie, facilitating subsequent
model training and validation. Each QA instance
corresponds to a one-minute selected movie clip,
the plot of which is consecutive to avoid escalating
the difficulty of video comprehension.

3.2 Dataset Details

As illustrated in Figure. 3, to ensure the diversity of
the dataset, we strive to gather a wide spectrum of
Chinese movies spanning across different genres,
including romance, action, comedy, fantasy, etc..
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Figure 3: Illustration of genres for the selected 101
movies.

Note that a portion of our dataset is selected from
the MovielO1 dataset (Yue et al., 2023). In order
to obtain dialogue transcripts that match the char-
acters and timestamps in the movies, we use the
“Tongyi Tingwu” software of Alibaba for audio-to-
text transcription, which generate dialogue corre-
sponding to timestamps. After minimal manual
adjustments, we acquire the necessary dialogue
content. This method forms a robust foundation
for constructing the dataset of character conversa-
tion. More details of the movie and main character
selection can be found in Sec. A.1.2 and Sec. A.1.3.

The second stage of dataset construction in-
volves character profiles and five different types of
VideoQA tasks. Table. 2 shows the QA examples
for each task. All annotations are carried out on an
enterprise crowdsourcing platform. All workers are
proficient in Chinese, possess a solid educational
background to ensure accurate comprehension of
video content, and produce corresponding descrip-
tions precisely. Note that workers need to have
completed at least 100 prior tasks on the platform
with a minimum approval rate of 95%. Addition-
ally, we conduct daily spot checks on annotations
written by each worker to verify their relevance to



Task Evaluation QA Examples (movie: Goodbye Mr.Loser)
. BLEU.CIDEr, stan_t'ime: 01:26:12
Dialogue ROUGE.L i . end,pme: 01:26:42
prediction GPT Huma;l QE(%%T?E%U&%ZI%Q (What will Xia Luo say next?)
’ AT RBOEN L AHE R AIBET - (But the woman I love the most is taken away from me.)
' BLEU.CIDEr, start_t'ime: 01:01:40
Action ROUGE.L . end tlme\ 01:02:10
prediction GPT. Huma;l R T RESME EAFERTTA? (What will Yuan Hua do next?)
’ ?ﬁTﬂZAYﬂ—:(xf%gmetT I - (Yuan Hua will cry in the midst of falling snow.)
. ' BLEU.CIDEr, stalt_t}me. 00:08:28
Relationship ROUGE-L.GPT. : ‘ end_time: 00:09:10
judgment Human Ac;urac;/ Q:E BN &Mt 4 KR (What’s the relationship between Xia Luo and Ma Dongmei?)
’ ABIE I ELMEFRFER R - (Xia Luo and Ma Dongmei are husband and wife.)
start_time: 01:01:40
Sentiment Accuracy end_time: 01:02:10
analysis Q: =M K CME AN T? (What is Yuan Hua’s mood at this time?)
A: Jﬂiﬁim HITEZE 2 IE{ARY - (At this time Yuan Hua’s mood is sorrow.)
start_time: 01:07:00
end_time: 01:08:10
Q: R EFFANZ BT (E R FOZAIZERE? A7 -
Logical BLEU,CIDEr, (Wj}iat are the dlffirences in Yuap Hug s/pgetry now compared‘i) before?ﬁAnalyze rfasc?ns.)
et | RovGEL, RELMESEARANE, EDEREAET IR, RE .
GPT,Human J?IT?E/%%Hi“ AR AL A A T RIRE AL, RIS RS, AR -
(Previously, Yuan Hua’s poetry bore a critical tone, which led to Xia Luo losing face.
However,there has been a significant shift in his poetic style, now excessively fawning.
This change can be attributed to the stark reversal in social status between Xia Luo and Yuan Hua.)

Table 2: The evaluation methods and QA examples for different tasks varied

‘ Optional items

Emotion s & W B BN i B

anger disgust amazed sorrow joyful neutrality fear

Table 3: The seven options for sentiment analysis

the respective videos. We require workers to first
watch the selected movie, describing the main char-
acters’ personalities using keywords and sentences,
and providing concise descriptions of character pro-
files. Each character profile includes the name, in-
dividuality, and identity of a movie character, as
shown in Table. 4. When selecting suitable movie
clips, we annotate the start and end times, with the
end time being one second before the answer ap-
pears. The annotation process for the dataset spans
three months, involving 39 qualified workers who
contribute annotations for 25,000 questions across
101 movies. Additionally, corrections are made to
40,905 dialogue data entries, and descriptions for
398 character profiles are provided. More details
of the quality control of annotations is depicted in
Sec.A.1.4. The design details of the five VQA tasks
are as follows:

* Dialogue prediction. The prompt format is
“What will [movie character] say next?” and
the answer is the next line of dialogue for the
character in the movie.

Character portrait ‘ Name ‘ Identity(translation)

Xia Luo is a vengeful, greedy, and timid person who, in pursuit
LRI HiE
of vanity, puts on airs. However, at the same time, he is
Goodbye Mr.Loser Xia Luo
someone who has always harbored dreams of music
Ma Dongmei has a straightforward and somewhat tomboyish
R RS personality, lacking a bit of feminine charm. She is
Goodbye Mr.Loser | Ma Dongmei unburdened by trivialities, upright, and stands up for justice.
Ma Dongmei is a simple, dedicated, hardworking, and capable individual.
Meng Yun is a career-oriented man with ambitious goals in his professional
i (2375 AT £ R
life, displaying a proactive and upwardly mobile attitude. Although he
The Return of the Exes | Meng Yun
appears composed on the surface, there are fluctuations in his inner world.
Cheng Yong is a small-time merchant who peddles Indian God Oil.
He is opportunistic, selfish, engages in domestic violence against his wife,
BARLGH (=]
and is generally self-centered, bullying the weak and fearing the
Dying to suivive Cheng Yong
strong. However, later on, he rediscovers his inherent kindness,
starts helping others, and shows a sense of responsibility.

Table 4: The names and identity descriptions of charac-
ters from several movies are displayed

* Action prediction. The prompt format is
“What will [movie character] do next?”” and
the answer is the next action or expression of
the character in the movie.

* Relationship judgment. The prompt format
is “What is the relationship between [movie
character A] and [movie character B]?”” and
the answer is the relationship between the
characters in the specific scene of movies.



* Sentiment analysis. The prompt format is
“How is [movie character] feeling at this mo-
ment?” and the answer describes the emotion
of a character based on movie clips. The re-
sponse should be chosen from the following
seven emotions: anger, disgust, joy, sorrow,
neutral, surprise, and fear, as shown in Ta-
ble. 3.

* Logical analysis. The prompt format is:
“Why is [movie character] engaging in a spe-
cific behavior, expression, or action?” or
“Imovie character] changes behavior from pre-
vious action to current action, analyze the rea-
sons.” Responses must be based on the current
movie clip and long context, providing expla-
nations.

We choose three native Chinese speakers to
cross-validate the modified script dialogues. They
verify the accuracy of the dialogue content by
watching 101 Chinese movies, first confirming the
correctness of the dialogue and then checking the
alignment of the dialogue with timestamps and the
characters in the movies. Corrections are made for
any inconsistencies. For character profiling valida-
tion, we randomly assign 398 selected main movie
characters to 50 individuals, with each character
assessed by two people familiar with Chinese and
relevant movies. They provide ratings for the char-
acter profiles, and a consensus with satisfaction
levels exceeding 85% is considered a pass; other-
wise, it is reassessed by annotators. The validation
for the five video QA tasks is relatively straight-
forward. We randomly reassign the annotated QA
pairs to two additional individuals, who then assess
whether the answers are consistent with the movie
plot and characters. In cases of inconsistency, mod-
ifications are made.

3.3 Comparison with VideoQA Datasets

As summarized in Table. 1, most existing videoQA
datasets focus on English question-answering, with
a primary emphasis on visual understanding. The
QA pairs typically interpret content from specific
excerpts. In contrast, our dataset is dedicated to
conversations between characters in a multimodal
context, specifically within the context of movie
scenes. As a Chinese QA dataset, our questions
are designed to revolve more around the characters
in movies, combining video and long background
context to predict character actions or dialogues.

Besides, our dataset is compatible with both open-
domain and closed-domain QA tasks. It comprises
video clips and textual descriptions that are signifi-
cantly longer than those in existing video narration
datasets. The average length of video clips is 6024
seconds, surpassing the average length of current
video datasets by a considerable margin.

4 MovieGPT Model

4.1 Design Principles

As illustrated in Figure. 4, Our MovieGPT model
is a multimodal large language model based on
the transformer architecture (Vaswani et al., 2017).
The model utilizes the pre-trained Bloom-7B as its
backbone (Workshop et al., 2022). Besides, the
visual module contains a ViT-L/14 (Dosovitskiy
et al., 2021) visual encoder and a connecting layer
visual abstractor (Liang et al., 2022) .

To enable the model to engage in character con-
versation and question-answering within specific
scenarios, we facilitate the learning of character-
specific knowledge and memories by providing an
abundance of dialogues from various movie char-
acters. Additionally, detailed descriptions of char-
acter individuality and identity are provided to en-
hance the model’s understanding of the characters’
language styles. Given video clips from movies,
we task the model with comprehending the char-
acters in the film and engaging in conversation
or answering questions in specific movie scenes.
The character responses generated by the model
should adhere to several criteria of faithful repre-
sentation, including: (1) Lexical Consistency — the
model should reflect the personality of a character,
ensuring consistency with the character’s unique
conversation style; (2) Dialog Authenticity — the
generated responses should not only be contextu-
ally relevant but also align with the content and
plot of the movie.

4.2 Model Implementation

At the current stage, existing multimodal LLMs
can effectively process visual information. How-
ever, they have certain limitations in understanding
character conversation, particularly in Chinese con-
versational contexts (Yang et al., 2022; Ye et al.,
2023b; Zhang et al., 2023; Zheng et al., 2023). Our
exploration focuses on the understanding of Chi-
nese character conversations in multimodal scenar-
ios using LLMs. More training details are depicted
in Sec. A.2.1. To facilitate the multimodal character
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Figure 5: The accuracy of human testing is evaluated
across five tasks, with 200 samples extracted for testing
from a pool of 25k QA pairs for each task.

QA, our MovieGPT is trained with the following
stages.

Character conversation fine-tuning At this ini-
tial stage, the pre-trained Bloom and the visual
module remains in a frozen state. The model un-
dergoes training with LoRA fine-tuning (Hu et al.,
2021), with inputs comprising long context, movie
clips, character profiles, and prompts in a standard-
ized format. The expected output is the next line of
dialogue of the given character.

Character QA instruction tuning. During this
second stage, the parameters of Bloom-7B and vi-
sual module are still frozen. The MovieGPT is
trained with LoRA fine-tuning, with inputs com-
prising the prompt question of five character QA
tasks along with the corresponding movie clip. The
expected output is the response of the character to
the question.

5 EXPERIMENTS

In this section, our CharacterQA is evaluated
by MovieGPT and several mainstream LLMs.

Through experiments, we investigate whether mul-
timodal LLMs can be trained efficiently with the
dataset to achieve character-based contextual un-
derstanding. Furthermore, we explore the character
conversation capability of the model to character-
ize and interact with users across five challenging
tasks, including dialogue prediction (DP), action
prediction (AP), relationship judgment (RJ), senti-
ment analysis (SA), and logical analysis (LA).

5.1 Experimental Setup

The CharacterQA dataset is uniformly sampled to
construct the training, validating, and testing sets,
with 20,000, 2,500, and 2,500 QA instances, respec-
tively. Note that the long context for each question
is conversations of 30 minutes before the movie
clip. To ensure efficient QA training, we only col-
lect movie clips as video inputs, which are limited
to one minute. This is because existing models
encounter difficulties in encoding long videos.

5.2 Task Evaluation

To demonstrate the practicality of five tasks in
real-world scenarios, we conduct manual testing
with 200 randomly selected samples for each task.
Specifically, the input of the model is provided to
human participants for responses, which are then
assessed by three native Chinese speakers. The
human testing results of five tasks are in Figure. 5.

To comprehensively verify the performance of
character conversations, various evaluation met-
rics are adopted on the five VideoQA tasks, and
the corresponding results are presented in Table. 5.
Besides, we invite five native Chinese speakers



lm A mm B C mmD

100%

75%

163

50%

25%

0% Dialogue

prediction

Action
prediction

Relationship
judgment

Logical
analysis

(a) Human evalutaion

100%

75%

25%

0%

Dialogue
prediction

Action
prediction

(b) GPT-4 evalutaion

Relationship
judgment

Logical
analysis
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done on a scale of “very consistent (A)”,

D).
Task BLEU-4 CIDEr ROUGE-L Accuracy
Dialogue prediction | 15.28 21.89 7.67 -
Action prediction 29.21 41.02 0.75 -
Relationship judgment| 73.62  78.30 33.89 45.76%
Sentiment analysis - - - 37.29%
Logical analysis 445 1951 0.00 -

Table 5: Evaluation results of our MovieGPT on five
tasks with several different metrics. For sentiment anal-
ysis, only Accuracy is calculated.

to watch those movies and collectively evaluate
whether the generated answers of the model align
with the standard ones. Ratings are assigned across
four levels: very consistent (A), somewhat consis-
tent (B), fairly consistent (C), and not consistent
(D). As shown in Figure. 6, we also employ GPT-4
to assess MovieGPT’s responses based on align-
ment scores (OpenAl, 2023a). Particularly, we
provide the long context of dialogue and the char-
acter profile as the prompt, enabling GPT-4 to score
responses of our MovieGPT on different tasks.

The results in those figures and tables illustrate
that existing multimodal LLM architectures still
face great challenges in five character conversa-
tional videoQA tasks. Except for sentiment anal-
ysis which is in a multi-choice form, other four
tasks are open-domain questions. The results of
these open-domain tasks, except for relationship
judgment, deviated significantly from expectations,
especially in the dialogue prediction and logical

CEINNTS

somewhat consistent (B)”, “fairly consistent (C)”, and “not consistent

analysis tasks. This is mainly because character di-
alogues and storylines in movies are full of drama
and discontinuity, while existing models are unable
to realize movie story reconstruction and reasoning
through simple visual encoding. Notably, in com-
parison to human evaluations, the evaluations based
on GPT-4 tend to assign lower scores to model re-
sponses. This discrepancy arises because human
evaluators effectively take into account the content
of the movie plot. For responses to various open-
domain questions, human evaluators, even when
there is some deviation from the standard answer,
assign higher scores as long as the responses align
with the movie context. In contrast, GPT-4 places
a direct emphasis on the alignment between model
responses and standard answers.

5.3 Comparison Experiments

As demonstrated in Table. 6, we compare
MovieGPT with several state-of-the-art LLMs
(Bard (Thoppilan et al., 2022), Claude (Bai et al.,
2022), GPT3.5 (Brown et al., 2020) and GPT-4)
and two multimodal LLMs (NExT-GPT (Wu et al.,
2023) and Video-LLaVA (Lin et al., 2023)) on five
tasks to verify its character conversational abili-
ties. Due to the lack of visual input capability in
text-only LLMs, character dialogue from relevant
movie clips serves as a proxy for video data. These
baselines forego fine-tuning for specific tasks, opt-
ing instead for in-context learning (Li et al., 2023a).
For two multimodal LLMs, they undergo the same



Model Dialogue prediction Action prediction Relationship judgment Sentiment analysis Logical analysis
Bard 0.35 7.29 36.27 17.00% 4.21
Claude-2 1.43 14.34 63.32 30.50% 9.43
GPT-3.5 0.94 11.84 76.57 28.50% 12.04
GPT-4 2.74 21.02 87.65 35.50% 16.87
NExT-GPT 4.67 11.64 57.98 23.64% 2.31
Video-LLaVA 6.44 17.63 61.04 31.86% 3.37
MovieGPT 15.28 29.21 73.62 37.29% 4.45

Table 6: Comparison of our method with Bard, Claude-2, GPT-3.5, and GPT-4 on five tasks, namely “dialogue
prediction, action prediction, relationship judgment, and logical analysis” using the BLEU-4 metric, and “sentiment

analysis” using accuracy as the measure.

Model DP AP RJ SJ LA
13.13 26.43 70.44 31.18% 3.32
11.46 28.13 66.21 36.91% 2.05
347 825 54.23 21.66% 3.87
15.28 29.21 73.62 37.29% 4.45

w/o movie clips
w/o role profile
w/o long context
MovieGPT

Table 7: Our method in comparison with others through
ablation experiments under different scenarios.

two-stage training as our MovieGPT. The results
show that, although MovieGPT may not exhibit
comparable performance to GPT-4 in relationship
judgment and logical analysis, it outperforms all
baselines over the other three tasks by a large mar-
gin, highlighting the importance of the understand-
ing of visual contents. More detailed comparisons
can be found in Sec. A.2.3.

5.4 Ablation Studies

The results of three ablation variants are shown in
Table. 7, where the movie clips, character profile,
and long context input are removed, respectively.
When the movie clips are missing, we replace them
with the corresponding character dialogue. More
ablation results are shown in Sec. A.2.4. It can
be observed that the model obtains substantial im-
provements across all tasks even if only the brief
movie clips are adopted, which demonstrates the
important role of multimodal video semantics in
the character conversation. Moreover, the absence
of the long context greatly impacts the model per-
formance, especially in dialogue prediction. This
is reasonable since the long context is important
for understanding character backgrounds and their
expression habits. Comparatively, the influence of
removing character profiles is more pronounced in
logical analysis and relationship judgment, which
rely more on specific information such as character
identity and individuality.

6 Conclusion

We propose a Chinese multimodal character ques-
tion answering dataset, comprising 101 carefully
selected Chinese movies. Compared to existing
datasets, our CharacterQA focuses on personalized
comprehension in the Chinese multimodal conver-
sational settings. In addition to specially annotated
script conversations and character profiles, we de-
sign five videoQA tasks to evaluate character QA
abilities. In addition, we built a multimodal char-
acter QA model called MovieGPT, and conducted
various experiments to evaluate the multimodal
character conversation capability of mainstream
LLMs. The results demonstrate that the character-
based QA tasks are still very challenging for cur-
rent models. This requires exploring long-distance
visual semantics, and mining character personality
profiles needed for personalized reasoning. It also
involves extending our CharacterQA to a broader
range of languages and more complex problems,
thereby indicating our future research directions.

7 Limitations

In this study, we investigate a multimodal LLM
for character conversation through movie watch-
ing, a challenging task that requires ongoing ef-
forts. Our work remains limited in several as-
pects: firstly, data constraints exist as our selected
movies and character roles are limited, which are
insufficient to encompass the diverse landscape of
existing Chinese films. Future endeavors could
benefit from a broader selection. Secondly, the
foundational model—results from supervised fine-
tuning—are highly influenced by factors such as
the pre-training data distribution, model architec-
ture, and scale. Subsequent work may explore train-
able agents based on more potent and LLMs.
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A Appendix

A.1 Dataset Details
A.1.1 Visualization of our CharacterQA

o o _
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AER, (R . (Bai Jingjing HERMA, (Song Tianyin is the headman of a village. Usually, he is hardworking, sometimes timid,
follows her feelings when it comes to love. As early as 5no Jears ago, she had a romantic relationship but occasionaly, for ihessko ofrinds,he i willng 0 faco dangor. o s a very ki parson,)
with Sun Wukong. ‘You promised to come and marry me when | was eighteen,’ he once said to her. SN PRI e Hﬁm‘t r

Despite harboring resentment due to unfulfiled promises, her heart stil holds more love than anything
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Identity: ] i % - MiFﬂﬁ‘ﬁs E%TEJEAJ IS SRR s 2 B ) Mi 15°ﬂ§ T‘E"‘/‘" is the headman of
B |, 82 Yongning Village. When the demon queen and her followers fled to the village, he welcomed them.
trhE % When the exorcist Er Qian Tian Shi Huo Xiaclan came to capture the demons, he unexpectedly caught
RS TEE, O the eye of the demon queen. Under Huo Xiaolan's influence, he was bound and used as bait on the.

PRCEY iik SAHIEF, BT BUEE ESRVEHRN bed. He was secretly taken away by the demon queen at night and forcibly impregnated with demon
=&, Inm\?ﬂf (Five, hundred years ago, Sun Wukong had a romantic relationship with Bai Jingjing. eggs. After being rescued by Huo Xiaolan and retuming to the village, he discovered that all the
Bai Jingjing recognized the Monkey King as Sun Wukong, and their affection for each other gradually villagers were demons and had been captured by Ge Qianhu. In order to save the village and regain its
grew. The Patriarch Bodhi revealed their irue identities as demons, leading to conflict between Sun reputation, he and Huo Xiaolan embarked on a journey to Shuntian Prefecture. While staying at an inn,
Wukong, Bai Jingjing, and a group of bandits. Bai Jingjing, injured by Sun Wukong during a confrontation he gave birth to the young demon king. Later, they hid in the deep mountains together with the young
with Princess lron Fan, also became poisoned by her. To save Bai Jingjing, Sun Wukong went alone to demon king. When trying to sell the young demon king, they realized they had developed a bond with
find Princess Iron Fan for the antidote. Misunderstanding Sun Wukong's intentions, Bai Jingjing, feeling him. Seeing the determination in the young demon king's bite mark on a painting at the market, they
desolate, jumped off a ciff, apparently ending her life. Sun Wukong and Princess Ifon Fan failed o locate resolved to save him.)

Bai Jingjing. In an attempt to protect Sun Wukong, Bai Jingjing and Princess Iron Fan confronted the Bull
Demon King together, but he proved too powerful for them both. In another attempt to revive Bai Jingiing,

Sun Wukong used the magic of the Moonlight Box to retur to the past.) Long context:
]D:ODD 27 $08: RALLA, A%I;%mﬂﬁ mﬁwma}aaémuxmgﬁah ;L%&sﬁ;ﬂh}mm
EWEELR, Fa o4, WAL, BERTHE, FAT =
Long context: 00:00:51 JRSAL: FMEZ{RXANEHE (wx"&muxmﬂw IS RIS, (A gﬁaﬂﬁmm&. . ﬁ # R X
FRAFREE A BEE IS S VIR 7 SRR

00:01:15 ¥

utAY EIRIE bHa, 1 ki RERIFFIBR, REEEIEE MgBIE]
S — 0ot (RSESIIS, TSR FIER, BRI MEBHA
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003548 FINGL T T, A T
00:31:00 H@E: HAFFE &IEEF,
00:33:54 SRKHA: {ERESBIEL
003222 EEE: HIGK, FORRREREIIEN T, SRAT R ST LR, e

Prompt: B TR LT57 (What s Bal Jnging goig fo say noxt?) Prompt: T RATS LIV HITXR? (Whatkindof latoni s ters bt Huo Xiolan and

Answer PEIRFEE |\ HRT

=5F (Sun |
Wukong, get sut of here, you stnky monkey! When | vss elghteen You said you would come to |
d d th it 1) ;

| NSRS (The relati between Huo Xiaolan and Song Tianyin is one !

Answer ! of exploitation.)
Bard Bard
Claude2 Claude2 | ENKSRERARIRE,  (Huo Xiaolan and Song Tianyin are partners.)
GPT3.5 1 PRI REERmEnT - 7R, RV EBTE 7 ABH LWMERAME. (Your roughness is only a | GPT3.5 | BNGSFAFIZEZAR XA, (Huo Xiaolan and Song Tianyin have a friendship.)
1 part of your surface, but your heart has forever remained n that jungle of bandits.) |
GPT4.0 ! o B, Csinwokong,t | GPT4.0 | RESHSENKZMERTESR, SR, (Song Tianyin and Huo Xiaolan have a relationship of
. ms you stil haven't figured it out. What | like is the real you, not your appearance or status.) { | strangers, mutually exploiting each other.)
- :
H A | | RABSEANKZBILENIR, BEAIFR). ( XSong Tianyin and Huo Xiaolan have a relationship
MoVISGPT ;S B RANSS (e vt ogheen yousat s wsd come o maryme) oo T moaninshs, ity cotaing a3 i o)
(a) An example of the dialogue prediction task. (b) An example of the relationship judgment task.

Figure 7: Examples of the dialogue prediction and relationship judgment task. Given the labeled movie clip,
character profile and long context, the answers of different LLMs to the question prompt are also illustrated.

In this section, we provide visualization results for the CharacterQA dataset. As shown in Figure. 7,
Figure. 8, and Figure. 9, each of the five tasks of dialogue prediction, action prediction, relationship
judgment, sentiment analysis, and logical analysis demonstrates a character QA sample, as well as the
answers of our MovieGPT and other different LLMs like Bard, Claude-2, GPT-3.5, GPT-4, to the relevant
multimodal question.

As illustrated in Figure 7(a), the task of dialogue prediction poses a formidable challenge. This is
primarily due to the response " FIMES IR FIR HRIR D R T+ /& BREIR L2 R BT FE R
& T = FREFTIRHK - Sun Wukong, get out of here, you stinky monkey! When I was eighteen,
you said you would come to marry me, and you made me wait for three years. Get out of here!" being
imbued with intense personal emotion. Moreover, compared to preceding dialogues, this response appears
particularly abrupt and necessitates a comprehensive understanding through the integration of the movie
clip for an appropriate answer. Consequently, the responses generated by the majority of LLMs are overly
subdued, lacked the character’s emotional coloring, and strayed far from the answer. Only GPT-4’s answer
was close to the edge, and only our movieGPT’s answer was very close to the edge. This also shows that
the two-stage training is very effective.

As for the relationship judgment task shown in Figure 7(b), if one merely floats on the understanding of
textual content, the answer “Z /Nl G RRFAZ A ZM K R - (The relationship between Huo Xiaolan
and Song Tianyin is one of exploitation.)” will be difficult to obtain (It can be seen that Bard, Claude?2,
GPT3.5, all these text-only LLMs answered poorly, and only by combining the visual information, GPT-4
and MovieGPT can answer the question accurately).
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K Movie clips: / Movie clips:

Character profile: R MR 95, WESHEMIIS, L —Ehky

R, ﬁmmmﬁ)\ FANKLE, &AL, (Initially, Lv Shouyi's appearance gives us a Character profile: TR A EIEERAIE LA, BAAR ARSI EETEE, tRRIEAR
superficial impression of someone sleazy, frail, and weak. However, through certain events, it becomes. —BHATSTIASLEIC, (Ma Jin is a humble and ordinary person, but he is optimistic and upward-looking.
evident that he is a man of intellect and insight. He is kind-hearted and principled, displaying both He doesn't belitle himself because of others' ridicule, nor does he lose himself because of temporary
compassion and a sense of justice.) praise from others.)

ROEEELE, | HIORFS, BRNABLEATENS, b

Identity
PR, E%EE’*%‘%BEI{M AN 7R RIE, 12 f

AT S TS, msif‘k%r*ﬂﬁﬂ&dﬁ AL S

h ’Kkﬁﬂ@r‘ﬁﬁ@ S ASEAT BRI, RInE R (Buring a company outing, Ma Jin
ATBRET, hRAIFET{ERIIEAEA S (Lv Shouyiis a patient suffering from chronic myeloid discovered that the lottery ticket he bought had won. However, before he could go back to claim the prize,
leukemia, showing traits of being petty minded. Every fime they meet, he would treat an accident left everyone trapped on & remote island. They were told they might be the last humans on
everyone to oranges. He barges into Cheng Yong's miracle oil shop, bringing a valuable idea to Cheng Earth. Ma Jin didn't believe this claim, but with the prize deadline approaching, he reluctantly explored
Yong that brings limited b for him but [ for himself. The two the island alone. He was manipulated by Zhang Jigiang to win hearts and minds. After realizing the truth,
establish a deep friendship. Cheng Yong and Lv Shouyi travel to various hospitals to promote medication, Ma Jin left the group with his cousin Xiaoxing. However, they missed the prize deadline. Determined to
but they achieve nothing. At this point, Lv Shouyi seeks help from Liu Sihui, the group leader of a patient start anew on the island, Ma Jin abandoned his dreams, Just when things seemed to improve, a cruise
community, to promote the medication among patients in various hospitls. Consequently, the sale of ship passed by. He stopped his cousin from deceiving Zhang Jigiang for money. After much internal
affordable medicine begins discreetly within the patient community. The whole buying medication initiative struggle, he decided to tell his colleagues about the passing cruise ship, ulimately leading to their

starts because of him, but ultimately, Cheng Yong decides to stop selling the medicine, handing over the rescue.)

selling rights to Zhang Changlin. After Zhang Changlin flees, the patients once again find themselves
unable to afford expensive medicine, leading to irreparable health conditions. Lv Shouyi, unwilling to
continue burdening his family, chooses to end his Iife, and i's his death that prompts Cheng Yong to
make a change.)

Long context: 00:01:30 HFA: 1 MEHITESE EREBIBRS T — NRRIRG S
Long context: 00:02:56 IRIEEL: 2, 00:01:39 S RIBBUNRIR MNEOAFBNETh,

00:02:56 AfE: WiEla!
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Prompt: T TR AMRUBFAITHE? (What actions will Lu Shouyi take next?)
Prompt:
Answer Answer
Bard
Bard
Claude2 { RE FELEEEEIEEEAGN,  (Lv Shouyi will seriously consider the proposal from the
| hotel owner next..) H Claude2
GPT3.5 | BENE RAMTFITESEEHTIRIL (L Shouyi wil choose to temporarily accept the proposal |
i from the hotel owner next.) | GPT3.5
GPT4.0 { e (L Shouyi will proceed to actively engage |
! poration, but will maintain a cautious approach.) i GPT4.0
i | e QIR , (L Shouyi will d d tion 1 e b
MovieaPT | 5 S SR SR, (L Shouy il rocsed o argags i dsp convrsaton j \\ MovieoT | 7 (amazed) !
(a) An example of the action prediction task. (b) An example of the sentiment analysis task.

Figure 8: Examples of the action prediction and sentiment analysis task. Given the labeled movie clip, character
profile and long context, the answers of different LLMs to the question prompt are also illustrated.

For the action prediction in Figure. 8(a), the answer “ B3 25 ¥ N RSMHHHE T O ERIE01E .
Shouyi will then proceed to take off his mask.)” necessitates the model’s ability to scrutinize the film
and assimilate the visual cues pertaining to the mask for precise interpretation. Evidently, not only the
conventional text-based LLMs but also GPT-4 and our MovieGPT fall short of accomplishing this task.

Regarding the task of sentiment analysis in Figure. 8(b), given the finite number of sentiment categories,
this task is evaluated using the accuracy metric. It is observable that in the absence of multimodal
information, the purely text-based LLMs, Bard and Claude?, still fail to provide accurate responses;
whereas, the remaining three models all deliver correct answers.

Moreover, as shown in Figure 9, even with comprehension of the video content, it remains exceedingly
challenging for a human to address the question ** ;X —2 BB IR & 75 55 HIEE B B 2 K] DU R
WERL T« (This action also echoes with the small spark hanging by the curtains, suggesting a potential
wildfire, as mentioned in the stage directions.)” This necessitates a profound understanding of the film,
explaining why all LLMs uniformly responded such as “the pressure of reality, and the unreality of the
dream”, which underscores the complexity of deriving nuanced interpretations from multimedia content.

A.1.2 Selection of Movies and Main Characters

Our selection was guided by a goal to ensure diversity in genres and historical span. We also focused on
movies with strong narratives, clearly defined main characters, and a substantial amount of dialogue, as
these elements are crucial for multimodal characterQA. Starting with a broad pool of 200 movies across
various genres, we employed a meticulous review process by three annotators to identify movies meeting
these criteria. Movies with weak narratives or lacking 3-5 main characters were excluded. We further
filtered out movies with less than 50 lines of dialogue among the main characters. This rigorous process
ultimately resulted in a curated list of 101 movies for our CharacterQA dataset.

For each movie, we chose the top 10 ranked characters from each movie’s cast list, ensuring they had
significant dialogue interaction (at least 50 lines), since less conversations of other secondary characters are
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seeking to find his true existence.)

Figure 9: An example of the logical analysis task. Given the labeled movie clip, character profile and long context,
the answers of different LLMs to the question prompt are also illustrated.

not enough to support multimodal characterQA. We then refined this selection by focusing on characters
who were central to the movie’s main storyline, resulting in selecting 3-5 movie characters for each movie.
This methodical approach helped us create a robust and relevant dataset that accurately represents main
characters in each movie. Finally, 398 main characters are obtained.

A.1.3 The Alignment of Dialogues and its Timestamps.

To obtain accurately matched dialogue transcripts from the movies, we utilized Alibaba’s *Tongyi Tingwu’
software for audio-to-text transcription. This software provides dialogue texts with corresponding
timestamps. However, the accuracy of the transcribed content was not always perfect. To address this,
we engaged annotators to review and correct the transcriptions against the actual movie dialogues. A
second round of validation by another annotator ensured the high alignment accuracy of the final dialogue
texts, which further ensures the reliability of our data. Whether it’s dialects or standard Mandarin, the
manually processed dialogue texts exhibit extremely high matching rates with the movie dialogues. It’s
worth noting that our model does not have audio input, so the impact of dialects on performance is not as
significant.

A.1.4 Quality Control for Crowd Worker Annotations

All annotations are conducted on an enterprise crowdsourcing platform by proficient Chinese workers
with a solid educational background, ensuring accurate comprehension and precise description of video
content. It’s important to note that workers must have completed at least 100 prior tasks on the platform
with a minimum approval rate of 95%. Additionally, we perform daily spot checks on worker annotations
to ensure relevance to the videos. For validation of modified script dialogues, we enlist three native
Chinese speakers who verify accuracy by watching 101 Chinese movies, confirming dialogue correctness
and alignment with timestamps and characters. Corrections are made for any inconsistencies. Character
profiling validation involves randomly assigning 398 main movie characters to 50 individuals, each
assessed by two people familiar with Chinese and relevant movies. Ratings are provided, with consensus
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satisfaction levels over 85% considered a pass; otherwise, reassessment by annotators is conducted.
Validation for the five video QA tasks involves reassigning annotated QA pairs to two additional individuals
who assess consistency with the movie plot and characters, making modifications for any inconsistencies.
A.2 Experiments

In this section, extensive experiments will be provided about our CharacterQA dataset, including the
training details, comparison of different evaluation metrics, and supplementary ablation studies.

A.2.1 Training Details

Table 8: Training hyperparameters for character conversation fine-tuning stage and character QA instruction tuning
stage.

Hyperparameters Conversation Fine-Tuning QA Instruction Tuning
GPU type 8 x A6000 8 x A6000
Max token length 1024 1,024
Batch size of text instruction data - 128
Optimizer AdamW AdamW
Learning rate 2e-4 2e-5
Learning rate decay Cosine Cosine
Adam € le-6 le-6
Adam g3 (0.9, 0.98) (0.9, 0.999)
Epoch 2 5
Weight decay 0.001 0.0001

Our MovieGPT is trained in two stages: the character conversation fine-tuning stage and the character
QA instruction tuning stage, during which we freeze the parameters of the visual module and Bloom-7B,
fine-tuning the latter with LoRA (Hu et al., 2021). LoRA allows us to indirectly train the dense layers in
neural networks by optimizing the rank-decomposition matrices of dense layers during the adaptation
process, while keeping the pre-trained weights unchanged.

The character conversation fine-tuning stage aims to familiarize the model with the multimodal character
conversation task. In this stage, the visual module receives frames from the 60 second movie clip, while
the text input contains long context, character profiles, and the prompt words “ 1% f B E LR <A
B ST T RE W 41E? (What is <Character Name> going to say next in this scenario?)”. The output
of the visual module and the text inputs will be fed into Bloom-7B together to generate the prediction
for the next dialogue of the corresponding character. The loss function that maximizes the likelihood
estimation between the prediction and groundtruth dialogue is adopted. The detailed training parameters
for this stage is demonstrated in Table. 8.

The character QA instruction tuning stage aims to enable the model’s abilities of the specific task.
Particularly, the labeled data of our five designed tasks (dialogue prediction, action prediction, relationship
judgment, logical analysis, and sentiment analysis) is adopted to train our MovieGPT, i.e., frames from 60
second movie clips are fed into the frozen visual module, the specific task-related question is the text input.
Given the output visual feature and the question, Bloom-7B produces the answer to the question, with the
loss function again focusing on maximizing the likelihood estimation between the predicted response and
the correct answer. The detailed training parameters for this stage is demonstrated in Table. 8.

The underlying principle of the model training of our MovieGPT is as follows:

1. The first training stage is designed to enable the model to learn personalized representations of
characters within the movie, which allows the model to grasp the intricacies of the plot and facilitate
accurate dialogue predictions.

2. In the second stage, the model can actively engage in question-answering tasks tailored to various
personalized scenarios, leveraging its understanding gained from analyzing movie clips based on provided
instructions.
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A.2.2 Evaluation Details

To comprehensively verify the character conversation performance, apart from the evaluation metrics, we
also adopt human annotators to evaluate the open-domain VideoQA tasks in our CharacterQA dataset.
For human evaluation of the responses of different models, we adopted a common method, engaging
several expert annotators for evaluation to maintain opinion alignment. Concretely, groups of five native
Chinese speakers independently reviewed the relevant movie and assessed answer consistency. In cases of
disagreement, group discussion started, and three additional evaluators will assess answer consistency.
This iterative process continued until unanimous agreement was reached within the group, thereby
maximizing the precision of our consistency ratings.

A.2.3 Comparison of Different Evaluation Metrics

CIDEr Score | DP AP R]  SA LA
Bard 0.79 1149 3957 - 1543
Claude-2 246 2313 6634 - 38.15
GPT-3.5 261 1676 8323 - 44.13
GPT-4 6.75 3351 9122 - 51.96
MovieGPT | 21.89 41.02 7830 - 1951

Table 9: The CIDEr score of different models on five tasks. “DP” stands for dialogue prediction, “AP” stands for
action prediction, “RJ” stands for relationship judgment, “SA” stands for sentiment analysis, “LA” stands for logical
analysis.

ROUGE-L Score | DP AP RI' SA LA
Bard 0.19 0.00 1234 - 0.00
Claude-2 0.57 0.04 28.09 - 001
GPT-3.5 053 0.17 3716 - 0.01
GPT-4 1.84 033 4826 - 0.02
MovieGPT 7.67 0.75 3389 - 0.00

Table 10: The ROUGE-L score of different models on five tasks.

In the paper, we have furnished a comprehensive comparison of BLEU scores across various tasks.
Given the substantial challenges inherent in evaluating open-domain responses, where multiple correct
answers are possible, especially for our multimodal character QA, we also further present the CIDEtr,
ROGUE-L and human evaluation results of different models across five tasks in Table. 9, Table. 10 and
Table. 11, respectively. The inputs for the text-only LLMs during the experiments include the long context
preceding the movie clips, the text dialogue of the movie clips, character profiles, and the question of the
corresponding task for the current clip.

Note that the BLEU, CIDEr, and ROUGE-L metrics measures the qualities of answers from different
perspective. For example, ROUGE-L calculates the longest common subsequence between the answer (C)
and the groundtruth sentence (S), as shown in Equ. 1:

po_LCS(EC.S)
LES ™ T en(9)
_ LCS(C,S)
Prcs = Ten(C) (1

1+ 8?) RresPres
Rrcs + B?Pres

where Ry represents recall, while Prog represents precision, and Fcg is ROUGE-L. Typically, 5 is
set to a large number, so Frcg almost only considers Ry cg (i.e., recall). Note that when g is large, Frog

ROUGE — L = Fros = (
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will focus more on Ry cg than Prog. If 5 is very large, the Prog term can be disregarded. Obviously,
this metrics is very strict for open-domain QA since it requires responses and answers to be identical in
the longest possible sequence. Most tasks begin with a common sequence for ROUGE-L scores, e.g.,
“The character will next” for action prediction, “The character will next say” for dialogue prediction, and
“The relationship between character 1 and character a is” for relationship prediction; while logical analysis
scored lower due to the lack of a common sequence.

As shown in Table. 9 and Table. 10, the CIDEr and ROUGE-L scores were in good agreement with the
BLEU scores in terms of overall trends, although there were some differences in the spread between the
different model effects. Furthermore, as previously noted, the ROUGE-L scores for all models approached
zero, attributable to the inherent challenges of this open-domain task and the constraints of the metric
itself.

For the more accurate human evaluations shown in Table. 11, different models obtaining A or B scores
also showed the same results. This suggests that metrics such as BLEU-4 and CIDEr, despite their
limitations, are still valuable in assessing answer quality. Furthermore, our MovieGPT still achieves the
best results over all tasks, further confirming its effectiveness.

Model Dialogue Prediction Action Prediction Relationship Judgment | Logical Analysis
A B C D A B C D A B C D|/A B C D

Bard 0 3 14 483 |11 74 41 374|137 137 129 97 |11 43 55 391
Claude2 2 7 32 45938 109 72 281|220 121 122 37 |21 62 78 339
GPT-3.5 4 8 40 448 |21 102 74 303|289 111 81 19 |37 83 72 308
GPT-4 9 11 51 429|163 146 53 238|317 109 63 11 |59 71 86 284
MovieGPT | 68 54 163 21582 90 157 171|254 8 76 84 |17 81 45 357

Table 11: The human evaluation results of different models on four open-domain tasks, where ratings are assigned
across four levels: very consistent (A), somewhat consistent (B), fairly consistent (C), and not consistent (D).

A.2.4 Supplementary Ablation Studies

Movie Clips Role Profile Long Context | DP AP RJ SA LA
v 312 7.88 46.27 20.06% 1.97

v 0.71 518 2936 1321% 1.22

v 9.87 1421 6043 27.64% 2.01

v v 13.13 2643 70.44 31.18% 3.32

v v 1146 28.13 6621 3691% 2.05

v v 1528 29.21 73.62 37.29% 4.45

v v v 1528 29.21 73.62 3729% 4.45

Table 12: Our method in comparison with others through ablation experiments under different scenarios.

In this section, we have conducted extensive ablation studies on our CharacterQA dataset. For all
results in this section, the BLEU score is adopted for dialogue prediction, action prediction, relationship
judgment, and logical analysis, and the Accuracy metric is adopted for sentiment analysis.

Models Training Setting DP AP RJ SA LA
NExXT-GPT | In-context Learning | 0.29  5.34 21.05 11.63% 1.46
Video-LLaVA | In-context Learning | 0.45  6.69 46.38 26.86% 1.87
NExT-GPT | Two-stage Training | 4.67 11.64 5798 23.64% 2.31
Video-LLaVA | Two-stage Training | 6.44 17.63 61.04 31.86% 3.37
MovieGPT | Two-stage Training | 15.28 29.21 73.62 37.29% 4.45

Table 13: The comparison between our MovieGPT and other multimodal LLMs on five tasks.
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Moreover, to underscore the complexity of the CharacterQA dataset and affirm the efficacy of
MovieGPT, we embarked on comparative experiments with other well-regarded multimodal LLMs.
Our selection was constrained by the scarce availability of open-source multimodal LLMs capable
of processing both Chinese language and video inputs. For instance, in our preliminary evaluations,
Video-LLaMA (Zhang et al., 2023) exhibited proficiency in handling video temporal information but fell
short in accommodating Chinese conversational contexts. Consequently, NExT-GPT (Wu et al., 2023)
and Video-LLaVA (Lin et al., 2023), two popular open-source multimodal platforms, were chosen for
evaluation.

Specifically, the results of both NExT-GPT and Video-LLaVA, when performing in-context learning
only and when performing the identical two-stage training as our MovieGPT, are shown in the Table. 13. As
we can see, with only in-context learning, Video-LLaVA and NExXT-GPT exhibit suboptimal performance
across all tasks, even underperforming some text-only LL.Ms. This can be attributed to their inadequate
comprehension of video content, which may exacerbate errors in the absence of training tailored to
multimodal character conversation. After two stages of training, both NExT-GPT and Video-LLaVA show
significant improvement over their results with in-context learning only. However, their results are still
inferior to our MovieGPT over all tasks.

Length of movie clip | DP AP RJ SA LA
10s 14.68 28.12 73.06 3522% 3.48

60s 15.28 29.21 73.62 37.29% 4.45

300s 16.97 30.58 76.29 38.62% 6.67

Table 14: The performance of our MovieGPT with the movie clip of different lengths.

Furthermore, we attempt ablation experiments with different video lengths in Table. 14, which shows
marked improvement when the duration of the movie clip increases to 300 seconds, confirming the
necessity of incorporating "visual context" is crucial for multimodal characterQA. However, much longer
videos will face a dilemma of high frame extraction computational costs, and less frame extraction will
result in more temporal information loss. The visual processing capabilities of existing multimodal LLMs
for long videos are also limited (Zhang et al., 2023; Liu et al., 2023b) (For the common multimodal LLMs
like Video-LLaMA (Zhang et al., 2023) and mPLUG-owl (Ye et al., 2023c), the lengths of video input are
usually less than 3 minutes due to their inferior visual capacities.). Designing a model capable of rapidly
processing longer movie clips to enhance multimodal character QA performance is a future research
direction for us.
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