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Abstract

The rapid advancement of Large Language001
Models has sparked extensive exploration of002
their applications across various fields. Among003
them, the personalized conversation based on004
characters in movies is an attractive research005
area. To achieve such comprehensive con-006
versations, the integration of extensive mul-007
timodal information, notably visual content008
alongside textual data, is crucial. This neces-009
sity underlines the significance of multimodal010
insights for enriching personalized conversa-011
tions, thereby further emphasizing the urgent012
need for a sophisticated multimodal charac-013
ter conversational dataset. To this end, we in-014
troduce CharacterQA, a novel video question-015
answering (QA) dataset for multimodal char-016
acter conversation in movies. The dataset con-017
sists of 101 selected Chinese movies, each of018
which is annotated with the main character pro-019
files, the character information of the scripted020
conversations and their timestamps. Further-021
more, a set of questions from various designed022
tasks and their detailed answers are annotated.023
Most of those questions require taking into ac-024
count visual signals for logical comprehension025
of movie characters and plots. Subsequently,026
we adopt an advanced multimodal large lan-027
guage model MovieGPT to evaluate the Char-028
acterQA dataset. The results yield insightful029
findings that are expected to drive further devel-030
opment of multimodal large language models031
in the character conversation field.032

1 Introduction033

In the past few years, the development of social034

media has greatly contributed to the user demand035

for personalized character conversation, and con-036

sequently inspired significant attention from re-037

searchers. Recently, breakthroughs in pre-trained038

large language models (LLMs) have led to a039

paradigm shift in the natural language processing040

community, which brings novel challenges for char-041

acter conversation (Brown et al., 2020; OpenAI,042

Figure 1: An example of multimodal character QA.
Our CharacterQA dataset enables MovieGPT to per-
form character conversations by watching movies and
respond to personalized questions in different scenes.

2023a; Touvron et al., 2023a; Liu et al., 2023b; 043

Peng et al., 2023). Currently, personalized char- 044

acter conversation mainly focuses on text-only do- 045

mains (e.g., character.ai) (Shao et al., 2023; Park 046

et al., 2023), largely overlooking diverse multi- 047

modal applications in real-world scenarios. 048

As shown in Figure. 1, given a video taken from 049

a movie, a user may wish to play the character 050

“Zhizhen Wu” and ask the character “Zili Zhang”: 051

“Zili Zhang, why are you dancing alone here?”. If 052

only the textual information is available, the model 053

is unable to answer such a question since captur- 054

ing the nuances of expressions and body language 055

during dance requires understanding visual con- 056

tent. Conversely, compared to text-only settings, 057

multimodal character conversations offer enhanced 058

vividness and practicality with the visual content, 059

facilitating much easier user interactions. Regret- 060

tably, prevailing datasets fail to equip models with 061

such character conversation capabilities. 062

In light of the above considerations, we construct 063

the first multimodal character conversation dataset 064

CharacterQA in this paper. Diverging from existing 065

multimodal conversation datasets primarily based 066
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on pure English language (Tapaswi et al., 2016;067

Lei et al., 2018; Castro et al., 2022; Xiao et al.,068

2021), this dataset is derived from 101 Chinese069

films obtained from online platforms. Specifically,070

we annotate attributes such as the names, roles,071

and personalities of the main characters in each072

film, as well as their dialogues with correspond-073

ing timestamps. To evaluate character conversation074

ability, five tasks of varying difficulty are designed,075

including dialogue prediction, action prediction,076

relationship judgment, sentiment analysis, and log-077

ical analysis. Among them, the sentiment analysis078

is multiple choice questions, while the others are079

open-ended questions. Some questions are rela-080

tively straightforward as the answers can be found081

within the dialogues, while others pose greater chal-082

lenges. These challenging questions require a deep083

understanding of the movie content, character pro-084

files, and long conversation contexts. This depth of085

comprehension is necessary to capture the nuances086

and unique styles of the characters’ language. Fur-087

thermore, certain questions even require the ability088

to reason across the dialogues and the movie con-089

tent based on broader commonsense knowledge090

related to the question.091

We also developed a multimodal LLM called092

MovieGPT, and evaluated it alongside various093

LLMs using our CharacterQA dataset to evaluate094

their character conversation abilities. Thorough095

analysis of the results indicates that the Charac-096

terQA dataset poses significant challenges for mul-097

timodal character conversation, and existing LLMs098

are insufficient for character portraits and visual099

understanding in multimodal scenarios.100

This study makes several contributions. Firstly,101

we present a novel dataset CharacterQA for Chi-102

nese multimodal character conversation, compris-103

ing five distinct designed tasks that emphasize the104

understanding of character traits and multimodal105

content. Secondly, we introduce a multimodal pre-106

trained LLM MovieGPT tailored for character con-107

versation. Thirdly, we conduct extensive evalua-108

tions on CharacterQA with MovieGPT and several109

mainstream LLMs, emphasizing the challenges in-110

herent in the multimodal character conversation.111

2 Related Work112

Multimodal Conversational LLMs and113

Character-play Datasets. The success of LLMs114

has catalyzed advancement in multimodal conver-115

sational LLMs, such as Flamingo (Alayrac et al.,116

2022), LLaVA (Liu et al., 2023a), MiniGPT-4 (Zhu 117

et al., 2023), BLIP2 (Li et al., 2023b), and 118

mPLUG-Owl (Ye et al., 2023d). These methods 119

have extensively explored the visual encoders 120

and training strategies of multimodal LLMs. 121

However, they were not originally tailored for 122

character-play scenarios, and previous evaluations 123

reveal a deficiency in their capacity for robust 124

character-playing (Shen et al., 2023; Huang 125

et al., 2023a; Wang et al., 2023b). Concurrently, 126

although the potential for character-playing within 127

the LLMs has been acknowledged, the existing 128

character-playing datasets are limited to text-only 129

formats, lack multimodal annotations, and feature 130

a small number of characters (often less than 200) 131

(Tu et al., 2024; Chen et al., 2023b). These limi- 132

tations highlight the importance of our proposed 133

CharacterQA, which aims to enhance training and 134

evaluation for character-play capabilities. 135

Multimodal QA Datasets. Several datasets 136

focusing on multimodal video QA have been 137

developed, including MovieQA (Tapaswi et al., 138

2016), VideoQA (Zhu et al., 2017), TV-QA (Lin 139

et al., 2023), Life-QA (Castro et al., 2020), NexT- 140

QA (Xiao et al., 2021), and Wild-QA (Castro et al., 141

2022). As shown in Table. 1, the existing datasets 142

primarily focus on the visual comprehension ca- 143

pabilities of models, lacking the necessary anno- 144

tations of the intrinsic profiles of characters essen- 145

tial for multimodal character conversation. Conse- 146

quently, achieving an effective evaluation of this 147

task becomes challenging. Focusing on multimodal 148

character-based conversation, our dataset includes 149

detailed character profiles, manually curated con- 150

versational texts, complete sets of movies, and an- 151

notations for five distinct character-based conversa- 152

tion tasks, as described in Section 3. 153

3 CharacterQA Dataset 154

3.1 Dataset Summary 155

Our CharacterQA dataset comprises 101 carefully 156

selected Chinese movies, with an average duration 157

of 102 minutes per movie. Among these movies, 158

90 are dubbed in Standard Mandarin, while 11 are 159

dubbed in various regional Chinese dialects. The 160

selected movies span a range of release dates, from 161

as early as 1984 to the most recent in 2023. As 162

shown in Figure. 2, each movie contains an average 163

of 405 lines of dialogue, with each line annotated 164

with its timestamp and the corresponding character. 165

To accommodate the character conversation task, 166
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Dataset Lang. Domain Annotation QA Type Role Inf Video# QA# Dur.(s)

MovieQA En Movie Man MC N 6.7k 6.4k 203
VideoQA En Web Aut MC N 109k 390k 33

TVQA En TV Shows Man MC N 21.8k 152k 76
LifeQA En Daily Activaty Man MC N 0.3k 2.3k 74

NExTQA En Daily Activity Man OE+MC N 5.4k 52k 44
WildQA En Wild Activity Man OE N 0.4k 0.9k 71

Ours Ch Movie Aut+Man OE+MC Y 101 25k 6024

Table 1: Comparison between our dataset and representative existing datasets for videoQA. “Lang.” denotes the
language of the data, “En” for English, and “Ch” for Chinese. “Annotation” indicates whether the data is annotated
manually or automatically. “Aut” stands for automatical and “Man” stands for manual. “QA Type” denotes whether
the answers are multiple-choice (MC) or open-ended (OE). “Dur. (s)” is the average duration of the videos in
seconds. “Role Inf” is the character information.

Figure 2: Illustration of dialogue counts for each movie.

we annotate detailed character profiles delineating167

the names, personalities, and backgrounds of 3 to168

5 main characters within each movie. Each pro-169

file is carefully crafted to summarize and portray170

their distinctive characteristics in about 70 words171

of Chinese description.172

Based on the detailed profiles and the labeled173

dialogues, five different video question-answering174

tasks are designed, including dialogue prediction,175

action prediction, relationship judgment, sentiment176

analysis, and logical analysis. Particularly, there177

are 25,000 QA pairs in total for those five tasks,178

with 5,000 pairs per task evenly distributed across179

the 101 movies. Note that the selected movie clips180

used for task annotations are evenly distributed181

throughout the entire movie, facilitating subsequent182

model training and validation. Each QA instance183

corresponds to a one-minute selected movie clip,184

the plot of which is consecutive to avoid escalating185

the difficulty of video comprehension.186

3.2 Dataset Details187

As illustrated in Figure. 3, to ensure the diversity of188

the dataset, we strive to gather a wide spectrum of189

Chinese movies spanning across different genres,190

including romance, action, comedy, fantasy, etc..191

Figure 3: Illustration of genres for the selected 101
movies.

Note that a portion of our dataset is selected from 192

the Movie101 dataset (Yue et al., 2023). In order 193

to obtain dialogue transcripts that match the char- 194

acters and timestamps in the movies, we use the 195

“Tongyi Tingwu” software of Alibaba for audio-to- 196

text transcription, which generate dialogue corre- 197

sponding to timestamps. After minimal manual 198

adjustments, we acquire the necessary dialogue 199

content. This method forms a robust foundation 200

for constructing the dataset of character conversa- 201

tion. More details of the movie and main character 202

selection can be found in Sec. A.1.2 and Sec. A.1.3. 203

The second stage of dataset construction in- 204

volves character profiles and five different types of 205

VideoQA tasks. Table. 2 shows the QA examples 206

for each task. All annotations are carried out on an 207

enterprise crowdsourcing platform. All workers are 208

proficient in Chinese, possess a solid educational 209

background to ensure accurate comprehension of 210

video content, and produce corresponding descrip- 211

tions precisely. Note that workers need to have 212

completed at least 100 prior tasks on the platform 213

with a minimum approval rate of 95%. Addition- 214

ally, we conduct daily spot checks on annotations 215

written by each worker to verify their relevance to 216
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Task Evaluation QA Examples（movie: Goodbye Mr.Loser）

Dialogue
prediction

BLEU,CIDEr,
ROUGE-L,
GPT,Human

start_time: 01:26:12
end_time: 01:26:42

Q:夏洛接下来要说什么话？(What will Xia Luo say next?)
A:可我最心爱的女人被别人抢走了。(But the woman I love the most is taken away from me.)

Action
prediction

BLEU,CIDEr,
ROUGE-L,
GPT,Human

start_time: 01:01:40
end_time: 01:02:10

Q:袁华接下来会做出怎么样的行为？(What will Yuan Hua do next?)
A:袁华接下来会在漫天飞雪的环境下哭泣。(Yuan Hua will cry in the midst of falling snow.)

Relationship
judgment

BLEU,CIDEr,
ROUGE-L,GPT,
Human,Accuracy

start_time: 00:08:28
end_time: 00:09:10

Q:夏洛和马冬梅什么关系？(What’s the relationship between Xia Luo and Ma Dongmei?)
A:夏洛和马冬梅是夫妻关系。(Xia Luo and Ma Dongmei are husband and wife.)

Sentiment
analysis Accuracy

start_time: 01:01:40
end_time: 01:02:10

Q:袁华此时的心情如何？(What is Yuan Hua’s mood at this time?)
A:此时袁华的情绪是悲伤的。(At this time Yuan Hua’s mood is sorrow.)

Logical
analysis

BLEU,CIDEr,
ROUGE-L,
GPT,Human

start_time: 01:07:00
end_time: 01:08:10

Q:袁华此时作诗和之前作诗时的差别在哪？分析原因。
(What are the differences in Yuan Hua’s poetry now compared to before? Analyze reasons.)
A:袁华之前作诗带有批判性，让夏洛很没有面子，现在作诗则极尽谄媚，巴结夏洛。

原因在于夏洛和袁华的社会地位发生了翻天覆地的变化，袁华现在穷困潦倒，不比之前。
(Previously,Yuan Hua’s poetry bore a critical tone, which led to Xia Luo losing face.

However,there has been a significant shift in his poetic style, now excessively fawning.
This change can be attributed to the stark reversal in social status between Xia Luo and Yuan Hua.)

Table 2: The evaluation methods and QA examples for different tasks varied

Optional items

Emotion
愤怒

anger
厌恶

disgust
惊讶

amazed
悲伤

sorrow
喜悦

joyful
中立

neutrality
恐惧

fear

Table 3: The seven options for sentiment analysis

the respective videos. We require workers to first217

watch the selected movie, describing the main char-218

acters’ personalities using keywords and sentences,219

and providing concise descriptions of character pro-220

files. Each character profile includes the name, in-221

dividuality, and identity of a movie character, as222

shown in Table. 4. When selecting suitable movie223

clips, we annotate the start and end times, with the224

end time being one second before the answer ap-225

pears. The annotation process for the dataset spans226

three months, involving 39 qualified workers who227

contribute annotations for 25,000 questions across228

101 movies. Additionally, corrections are made to229

40,905 dialogue data entries, and descriptions for230

398 character profiles are provided. More details231

of the quality control of annotations is depicted in232

Sec.A.1.4. The design details of the five VQA tasks233

are as follows:234

• Dialogue prediction. The prompt format is235

“What will [movie character] say next?” and236

the answer is the next line of dialogue for the237

character in the movie.238

Character portrait Name Identity(translation)

夏洛特烦恼

Goodbye Mr.Loser

夏洛

Xia Luo

Xia Luo is a vengeful, greedy, and timid person who, in pursuit

of vanity, puts on airs. However, at the same time, he is

someone who has always harbored dreams of music.

夏洛特烦恼

Goodbye Mr.Loser

马冬梅

Ma Dongmei

Ma Dongmei has a straightforward and somewhat tomboyish

personality, lacking a bit of feminine charm. She is

unburdened by trivialities, upright, and stands up for justice.

Ma Dongmei is a simple, dedicated, hardworking, and capable individual.

前任3-再见前任

The Return of the Exes

孟云

Meng Yun

Meng Yun is a career-oriented man with ambitious goals in his professional

life, displaying a proactive and upwardly mobile attitude. Although he

appears composed on the surface, there are fluctuations in his inner world.

我不是药神

Dying to suivive

程勇

Cheng Yong

Cheng Yong is a small-time merchant who peddles Indian God Oil.

He is opportunistic, selfish, engages in domestic violence against his wife,

and is generally self-centered, bullying the weak and fearing the

strong. However, later on, he rediscovers his inherent kindness,

starts helping others, and shows a sense of responsibility.

Table 4: The names and identity descriptions of charac-
ters from several movies are displayed

• Action prediction. The prompt format is 239

“What will [movie character] do next?” and 240

the answer is the next action or expression of 241

the character in the movie. 242

• Relationship judgment. The prompt format 243

is “What is the relationship between [movie 244

character A] and [movie character B]?” and 245

the answer is the relationship between the 246

characters in the specific scene of movies. 247
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• Sentiment analysis. The prompt format is248

“How is [movie character] feeling at this mo-249

ment?” and the answer describes the emotion250

of a character based on movie clips. The re-251

sponse should be chosen from the following252

seven emotions: anger, disgust, joy, sorrow,253

neutral, surprise, and fear, as shown in Ta-254

ble. 3.255

• Logical analysis. The prompt format is:256

“Why is [movie character] engaging in a spe-257

cific behavior, expression, or action?” or258

“[movie character] changes behavior from pre-259

vious action to current action, analyze the rea-260

sons.” Responses must be based on the current261

movie clip and long context, providing expla-262

nations.263

We choose three native Chinese speakers to264

cross-validate the modified script dialogues. They265

verify the accuracy of the dialogue content by266

watching 101 Chinese movies, first confirming the267

correctness of the dialogue and then checking the268

alignment of the dialogue with timestamps and the269

characters in the movies. Corrections are made for270

any inconsistencies. For character profiling valida-271

tion, we randomly assign 398 selected main movie272

characters to 50 individuals, with each character273

assessed by two people familiar with Chinese and274

relevant movies. They provide ratings for the char-275

acter profiles, and a consensus with satisfaction276

levels exceeding 85% is considered a pass; other-277

wise, it is reassessed by annotators. The validation278

for the five video QA tasks is relatively straight-279

forward. We randomly reassign the annotated QA280

pairs to two additional individuals, who then assess281

whether the answers are consistent with the movie282

plot and characters. In cases of inconsistency, mod-283

ifications are made.284

3.3 Comparison with VideoQA Datasets285

As summarized in Table. 1, most existing videoQA286

datasets focus on English question-answering, with287

a primary emphasis on visual understanding. The288

QA pairs typically interpret content from specific289

excerpts. In contrast, our dataset is dedicated to290

conversations between characters in a multimodal291

context, specifically within the context of movie292

scenes. As a Chinese QA dataset, our questions293

are designed to revolve more around the characters294

in movies, combining video and long background295

context to predict character actions or dialogues.296

Besides, our dataset is compatible with both open- 297

domain and closed-domain QA tasks. It comprises 298

video clips and textual descriptions that are signifi- 299

cantly longer than those in existing video narration 300

datasets. The average length of video clips is 6024 301

seconds, surpassing the average length of current 302

video datasets by a considerable margin. 303

4 MovieGPT Model 304

4.1 Design Principles 305

As illustrated in Figure. 4, Our MovieGPT model 306

is a multimodal large language model based on 307

the transformer architecture (Vaswani et al., 2017). 308

The model utilizes the pre-trained Bloom-7B as its 309

backbone (Workshop et al., 2022). Besides, the 310

visual module contains a ViT-L/14 (Dosovitskiy 311

et al., 2021) visual encoder and a connecting layer 312

visual abstractor (Liang et al., 2022) . 313

To enable the model to engage in character con- 314

versation and question-answering within specific 315

scenarios, we facilitate the learning of character- 316

specific knowledge and memories by providing an 317

abundance of dialogues from various movie char- 318

acters. Additionally, detailed descriptions of char- 319

acter individuality and identity are provided to en- 320

hance the model’s understanding of the characters’ 321

language styles. Given video clips from movies, 322

we task the model with comprehending the char- 323

acters in the film and engaging in conversation 324

or answering questions in specific movie scenes. 325

The character responses generated by the model 326

should adhere to several criteria of faithful repre- 327

sentation, including: (1) Lexical Consistency – the 328

model should reflect the personality of a character, 329

ensuring consistency with the character’s unique 330

conversation style; (2) Dialog Authenticity – the 331

generated responses should not only be contextu- 332

ally relevant but also align with the content and 333

plot of the movie. 334

4.2 Model Implementation 335

At the current stage, existing multimodal LLMs 336

can effectively process visual information. How- 337

ever, they have certain limitations in understanding 338

character conversation, particularly in Chinese con- 339

versational contexts (Yang et al., 2022; Ye et al., 340

2023b; Zhang et al., 2023; Zheng et al., 2023). Our 341

exploration focuses on the understanding of Chi- 342

nese character conversations in multimodal scenar- 343

ios using LLMs. More training details are depicted 344

in Sec. A.2.1. To facilitate the multimodal character 345
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Figure 4: Illustration of the two-stage training of our MovieGPT. In the first stage, the model is fed with long
context from the characters, the movie clip, and character profiles. Given the fixed prompt, the goal is to predict
the next dialogue of the character. The training dataset of the second training stage is the labeled QA pairs of five
designed tasks, namely “dialogue prediction, action prediction, relationship judgment, sentiment analysis, and
logical analysis”, combined with the movie clips.

Figure 5: The accuracy of human testing is evaluated
across five tasks, with 200 samples extracted for testing
from a pool of 25k QA pairs for each task.

QA, our MovieGPT is trained with the following346

stages.347

Character conversation fine-tuning At this ini-348

tial stage, the pre-trained Bloom and the visual349

module remains in a frozen state. The model un-350

dergoes training with LoRA fine-tuning (Hu et al.,351

2021), with inputs comprising long context, movie352

clips, character profiles, and prompts in a standard-353

ized format. The expected output is the next line of354

dialogue of the given character.355

Character QA instruction tuning. During this356

second stage, the parameters of Bloom-7B and vi-357

sual module are still frozen. The MovieGPT is358

trained with LoRA fine-tuning, with inputs com-359

prising the prompt question of five character QA360

tasks along with the corresponding movie clip. The361

expected output is the response of the character to362

the question.363

5 EXPERIMENTS364

In this section, our CharacterQA is evaluated365

by MovieGPT and several mainstream LLMs.366

Through experiments, we investigate whether mul- 367

timodal LLMs can be trained efficiently with the 368

dataset to achieve character-based contextual un- 369

derstanding. Furthermore, we explore the character 370

conversation capability of the model to character- 371

ize and interact with users across five challenging 372

tasks, including dialogue prediction (DP), action 373

prediction (AP), relationship judgment (RJ), senti- 374

ment analysis (SA), and logical analysis (LA). 375

5.1 Experimental Setup 376

The CharacterQA dataset is uniformly sampled to 377

construct the training, validating, and testing sets, 378

with 20,000, 2,500, and 2,500 QA instances, respec- 379

tively. Note that the long context for each question 380

is conversations of 30 minutes before the movie 381

clip. To ensure efficient QA training, we only col- 382

lect movie clips as video inputs, which are limited 383

to one minute. This is because existing models 384

encounter difficulties in encoding long videos. 385

5.2 Task Evaluation 386

To demonstrate the practicality of five tasks in 387

real-world scenarios, we conduct manual testing 388

with 200 randomly selected samples for each task. 389

Specifically, the input of the model is provided to 390

human participants for responses, which are then 391

assessed by three native Chinese speakers. The 392

human testing results of five tasks are in Figure. 5. 393

To comprehensively verify the performance of 394

character conversations, various evaluation met- 395

rics are adopted on the five VideoQA tasks, and 396

the corresponding results are presented in Table. 5. 397

Besides, we invite five native Chinese speakers 398
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(a) Human evalutaion (b) GPT-4 evalutaion

Figure 6: Human and GPT-4 evaluation of MovieGPT’s performance on four open-domain QA tasks. The scoring is
done on a scale of “very consistent (A)”, “somewhat consistent (B)”, “fairly consistent (C)”, and “not consistent
(D)”.

Task BLEU-4 CIDEr ROUGE-L Accuracy

Dialogue prediction 15.28 21.89 7.67 -

Action prediction 29.21 41.02 0.75 -

Relationship judgment 73.62 78.30 33.89 45.76%

Sentiment analysis - - - 37.29%

Logical analysis 4.45 19.51 0.00 -

Table 5: Evaluation results of our MovieGPT on five
tasks with several different metrics. For sentiment anal-
ysis, only Accuracy is calculated.

to watch those movies and collectively evaluate399

whether the generated answers of the model align400

with the standard ones. Ratings are assigned across401

four levels: very consistent (A), somewhat consis-402

tent (B), fairly consistent (C), and not consistent403

(D). As shown in Figure. 6, we also employ GPT-4404

to assess MovieGPT’s responses based on align-405

ment scores (OpenAI, 2023a). Particularly, we406

provide the long context of dialogue and the char-407

acter profile as the prompt, enabling GPT-4 to score408

responses of our MovieGPT on different tasks.409

The results in those figures and tables illustrate410

that existing multimodal LLM architectures still411

face great challenges in five character conversa-412

tional videoQA tasks. Except for sentiment anal-413

ysis which is in a multi-choice form, other four414

tasks are open-domain questions. The results of415

these open-domain tasks, except for relationship416

judgment, deviated significantly from expectations,417

especially in the dialogue prediction and logical418

analysis tasks. This is mainly because character di- 419

alogues and storylines in movies are full of drama 420

and discontinuity, while existing models are unable 421

to realize movie story reconstruction and reasoning 422

through simple visual encoding. Notably, in com- 423

parison to human evaluations, the evaluations based 424

on GPT-4 tend to assign lower scores to model re- 425

sponses. This discrepancy arises because human 426

evaluators effectively take into account the content 427

of the movie plot. For responses to various open- 428

domain questions, human evaluators, even when 429

there is some deviation from the standard answer, 430

assign higher scores as long as the responses align 431

with the movie context. In contrast, GPT-4 places 432

a direct emphasis on the alignment between model 433

responses and standard answers. 434

5.3 Comparison Experiments 435

As demonstrated in Table. 6, we compare 436

MovieGPT with several state-of-the-art LLMs 437

(Bard (Thoppilan et al., 2022), Claude (Bai et al., 438

2022), GPT3.5 (Brown et al., 2020) and GPT-4) 439

and two multimodal LLMs (NExT-GPT (Wu et al., 440

2023) and Video-LLaVA (Lin et al., 2023)) on five 441

tasks to verify its character conversational abili- 442

ties. Due to the lack of visual input capability in 443

text-only LLMs, character dialogue from relevant 444

movie clips serves as a proxy for video data. These 445

baselines forego fine-tuning for specific tasks, opt- 446

ing instead for in-context learning (Li et al., 2023a). 447

For two multimodal LLMs, they undergo the same 448
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Model Dialogue prediction Action prediction Relationship judgment Sentiment analysis Logical analysis

Bard 0.35 7.29 36.27 17.00% 4.21
Claude-2 1.43 14.34 63.32 30.50% 9.43
GPT-3.5 0.94 11.84 76.57 28.50% 12.04

GPT-4 2.74 21.02 87.65 35.50% 16.87
NExT-GPT 4.67 11.64 57.98 23.64% 2.31

Video-LLaVA 6.44 17.63 61.04 31.86% 3.37

MovieGPT 15.28 29.21 73.62 37.29% 4.45

Table 6: Comparison of our method with Bard, Claude-2, GPT-3.5, and GPT-4 on five tasks, namely “dialogue
prediction, action prediction, relationship judgment, and logical analysis” using the BLEU-4 metric, and “sentiment
analysis” using accuracy as the measure.

Model DP AP RJ SJ LA

w/o movie clips 13.13 26.43 70.44 31.18% 3.32
w/o role profile 11.46 28.13 66.21 36.91% 2.05

w/o long context 3.47 8.25 54.23 21.66% 3.87

MovieGPT 15.28 29.21 73.62 37.29% 4.45

Table 7: Our method in comparison with others through
ablation experiments under different scenarios.

two-stage training as our MovieGPT. The results449

show that, although MovieGPT may not exhibit450

comparable performance to GPT-4 in relationship451

judgment and logical analysis, it outperforms all452

baselines over the other three tasks by a large mar-453

gin, highlighting the importance of the understand-454

ing of visual contents. More detailed comparisons455

can be found in Sec. A.2.3.456

5.4 Ablation Studies457

The results of three ablation variants are shown in458

Table. 7, where the movie clips, character profile,459

and long context input are removed, respectively.460

When the movie clips are missing, we replace them461

with the corresponding character dialogue. More462

ablation results are shown in Sec. A.2.4. It can463

be observed that the model obtains substantial im-464

provements across all tasks even if only the brief465

movie clips are adopted, which demonstrates the466

important role of multimodal video semantics in467

the character conversation. Moreover, the absence468

of the long context greatly impacts the model per-469

formance, especially in dialogue prediction. This470

is reasonable since the long context is important471

for understanding character backgrounds and their472

expression habits. Comparatively, the influence of473

removing character profiles is more pronounced in474

logical analysis and relationship judgment, which475

rely more on specific information such as character476

identity and individuality.477

6 Conclusion 478

We propose a Chinese multimodal character ques- 479

tion answering dataset, comprising 101 carefully 480

selected Chinese movies. Compared to existing 481

datasets, our CharacterQA focuses on personalized 482

comprehension in the Chinese multimodal conver- 483

sational settings. In addition to specially annotated 484

script conversations and character profiles, we de- 485

sign five videoQA tasks to evaluate character QA 486

abilities. In addition, we built a multimodal char- 487

acter QA model called MovieGPT, and conducted 488

various experiments to evaluate the multimodal 489

character conversation capability of mainstream 490

LLMs. The results demonstrate that the character- 491

based QA tasks are still very challenging for cur- 492

rent models. This requires exploring long-distance 493

visual semantics, and mining character personality 494

profiles needed for personalized reasoning. It also 495

involves extending our CharacterQA to a broader 496

range of languages and more complex problems, 497

thereby indicating our future research directions. 498

7 Limitations 499

In this study, we investigate a multimodal LLM 500

for character conversation through movie watch- 501

ing, a challenging task that requires ongoing ef- 502

forts. Our work remains limited in several as- 503

pects: firstly, data constraints exist as our selected 504

movies and character roles are limited, which are 505

insufficient to encompass the diverse landscape of 506

existing Chinese films. Future endeavors could 507

benefit from a broader selection. Secondly, the 508

foundational model—results from supervised fine- 509

tuning—are highly influenced by factors such as 510

the pre-training data distribution, model architec- 511

ture, and scale. Subsequent work may explore train- 512

able agents based on more potent and LLMs. 513
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A Appendix827

A.1 Dataset Details828

A.1.1 Visualization of our CharacterQA829

(a) An example of the dialogue prediction task. (b) An example of the relationship judgment task.

Figure 7: Examples of the dialogue prediction and relationship judgment task. Given the labeled movie clip,
character profile and long context, the answers of different LLMs to the question prompt are also illustrated.

In this section, we provide visualization results for the CharacterQA dataset. As shown in Figure. 7,830

Figure. 8, and Figure. 9, each of the five tasks of dialogue prediction, action prediction, relationship831

judgment, sentiment analysis, and logical analysis demonstrates a character QA sample, as well as the832

answers of our MovieGPT and other different LLMs like Bard, Claude-2, GPT-3.5, GPT-4, to the relevant833

multimodal question.834

As illustrated in Figure 7(a), the task of dialogue prediction poses a formidable challenge. This is835

primarily due to the response "孙悟空你给我滚出来你个臭猴子我十八岁那年你说会来娶我害我把836

他等了三年你给我滚出来。 Sun Wukong, get out of here, you stinky monkey! When I was eighteen,837

you said you would come to marry me, and you made me wait for three years. Get out of here!" being838

imbued with intense personal emotion. Moreover, compared to preceding dialogues, this response appears839

particularly abrupt and necessitates a comprehensive understanding through the integration of the movie840

clip for an appropriate answer. Consequently, the responses generated by the majority of LLMs are overly841

subdued, lacked the character’s emotional coloring, and strayed far from the answer. Only GPT-4’s answer842

was close to the edge, and only our movieGPT’s answer was very close to the edge. This also shows that843

the two-stage training is very effective.844

As for the relationship judgment task shown in Figure 7(b), if one merely floats on the understanding of845

textual content, the answer “霍小岚与宋天荫之间是利用关系。 (The relationship between Huo Xiaolan846

and Song Tianyin is one of exploitation.)” will be difficult to obtain (It can be seen that Bard, Claude2,847

GPT3.5, all these text-only LLMs answered poorly, and only by combining the visual information, GPT-4848

and MovieGPT can answer the question accurately).849
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(a) An example of the action prediction task. (b) An example of the sentiment analysis task.

Figure 8: Examples of the action prediction and sentiment analysis task. Given the labeled movie clip, character
profile and long context, the answers of different LLMs to the question prompt are also illustrated.

For the action prediction in Figure. 8(a), the answer “吕受益接下来会做出摘下口罩的动作。 (Lu 850

Shouyi will then proceed to take off his mask.)” necessitates the model’s ability to scrutinize the film 851

and assimilate the visual cues pertaining to the mask for precise interpretation. Evidently, not only the 852

conventional text-based LLMs but also GPT-4 and our MovieGPT fall short of accomplishing this task. 853

Regarding the task of sentiment analysis in Figure. 8(b), given the finite number of sentiment categories, 854

this task is evaluated using the accuracy metric. It is observable that in the absence of multimodal 855

information, the purely text-based LLMs, Bard and Claude2, still fail to provide accurate responses; 856

whereas, the remaining three models all deliver correct answers. 857

Moreover, as shown in Figure 9, even with comprehension of the video content, it remains exceedingly 858

challenging for a human to address the question “这一举动也跟窗帘旁白挂着的星星之火可以燎原 859

呼应了。 (This action also echoes with the small spark hanging by the curtains, suggesting a potential 860

wildfire, as mentioned in the stage directions.)” This necessitates a profound understanding of the film, 861

explaining why all LLMs uniformly responded such as “the pressure of reality, and the unreality of the 862

dream”, which underscores the complexity of deriving nuanced interpretations from multimedia content. 863

A.1.2 Selection of Movies and Main Characters 864

Our selection was guided by a goal to ensure diversity in genres and historical span. We also focused on 865

movies with strong narratives, clearly defined main characters, and a substantial amount of dialogue, as 866

these elements are crucial for multimodal characterQA. Starting with a broad pool of 200 movies across 867

various genres, we employed a meticulous review process by three annotators to identify movies meeting 868

these criteria. Movies with weak narratives or lacking 3-5 main characters were excluded. We further 869

filtered out movies with less than 50 lines of dialogue among the main characters. This rigorous process 870

ultimately resulted in a curated list of 101 movies for our CharacterQA dataset. 871

For each movie, we chose the top 10 ranked characters from each movie’s cast list, ensuring they had 872

significant dialogue interaction (at least 50 lines), since less conversations of other secondary characters are 873
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Figure 9: An example of the logical analysis task. Given the labeled movie clip, character profile and long context,
the answers of different LLMs to the question prompt are also illustrated.

not enough to support multimodal characterQA. We then refined this selection by focusing on characters874

who were central to the movie’s main storyline, resulting in selecting 3-5 movie characters for each movie.875

This methodical approach helped us create a robust and relevant dataset that accurately represents main876

characters in each movie. Finally, 398 main characters are obtained.877

A.1.3 The Alignment of Dialogues and its Timestamps.878

To obtain accurately matched dialogue transcripts from the movies, we utilized Alibaba’s ’Tongyi Tingwu’879

software for audio-to-text transcription. This software provides dialogue texts with corresponding880

timestamps. However, the accuracy of the transcribed content was not always perfect. To address this,881

we engaged annotators to review and correct the transcriptions against the actual movie dialogues. A882

second round of validation by another annotator ensured the high alignment accuracy of the final dialogue883

texts, which further ensures the reliability of our data. Whether it’s dialects or standard Mandarin, the884

manually processed dialogue texts exhibit extremely high matching rates with the movie dialogues. It’s885

worth noting that our model does not have audio input, so the impact of dialects on performance is not as886

significant.887

A.1.4 Quality Control for Crowd Worker Annotations888

All annotations are conducted on an enterprise crowdsourcing platform by proficient Chinese workers889

with a solid educational background, ensuring accurate comprehension and precise description of video890

content. It’s important to note that workers must have completed at least 100 prior tasks on the platform891

with a minimum approval rate of 95%. Additionally, we perform daily spot checks on worker annotations892

to ensure relevance to the videos. For validation of modified script dialogues, we enlist three native893

Chinese speakers who verify accuracy by watching 101 Chinese movies, confirming dialogue correctness894

and alignment with timestamps and characters. Corrections are made for any inconsistencies. Character895

profiling validation involves randomly assigning 398 main movie characters to 50 individuals, each896

assessed by two people familiar with Chinese and relevant movies. Ratings are provided, with consensus897
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satisfaction levels over 85% considered a pass; otherwise, reassessment by annotators is conducted. 898

Validation for the five video QA tasks involves reassigning annotated QA pairs to two additional individuals 899

who assess consistency with the movie plot and characters, making modifications for any inconsistencies. 900

A.2 Experiments 901

In this section, extensive experiments will be provided about our CharacterQA dataset, including the 902

training details, comparison of different evaluation metrics, and supplementary ablation studies. 903

A.2.1 Training Details 904

Table 8: Training hyperparameters for character conversation fine-tuning stage and character QA instruction tuning
stage.

Hyperparameters Conversation Fine-Tuning QA Instruction Tuning

GPU type 8 × A6000 8 × A6000
Max token length 1024 1,024
Batch size of text instruction data - 128
Optimizer AdamW AdamW
Learning rate 2e-4 2e-5
Learning rate decay Cosine Cosine
Adam ϵ 1e-6 1e-6
Adam β (0.9, 0.98) (0.9, 0.999)
Epoch 2 5
Weight decay 0.001 0.0001

Our MovieGPT is trained in two stages: the character conversation fine-tuning stage and the character 905

QA instruction tuning stage, during which we freeze the parameters of the visual module and Bloom-7B, 906

fine-tuning the latter with LoRA (Hu et al., 2021). LoRA allows us to indirectly train the dense layers in 907

neural networks by optimizing the rank-decomposition matrices of dense layers during the adaptation 908

process, while keeping the pre-trained weights unchanged. 909

The character conversation fine-tuning stage aims to familiarize the model with the multimodal character 910

conversation task. In this stage, the visual module receives frames from the 60 second movie clip, while 911

the text input contains long context, character profiles, and the prompt words “ 该角色在该场景下<角 912

色名>接下来要说什么话? (What is <Character Name> going to say next in this scenario?)”. The output 913

of the visual module and the text inputs will be fed into Bloom-7B together to generate the prediction 914

for the next dialogue of the corresponding character. The loss function that maximizes the likelihood 915

estimation between the prediction and groundtruth dialogue is adopted. The detailed training parameters 916

for this stage is demonstrated in Table. 8. 917

The character QA instruction tuning stage aims to enable the model’s abilities of the specific task. 918

Particularly, the labeled data of our five designed tasks (dialogue prediction, action prediction, relationship 919

judgment, logical analysis, and sentiment analysis) is adopted to train our MovieGPT, i.e., frames from 60 920

second movie clips are fed into the frozen visual module, the specific task-related question is the text input. 921

Given the output visual feature and the question, Bloom-7B produces the answer to the question, with the 922

loss function again focusing on maximizing the likelihood estimation between the predicted response and 923

the correct answer. The detailed training parameters for this stage is demonstrated in Table. 8. 924

The underlying principle of the model training of our MovieGPT is as follows: 925

1. The first training stage is designed to enable the model to learn personalized representations of 926

characters within the movie, which allows the model to grasp the intricacies of the plot and facilitate 927

accurate dialogue predictions. 928

2. In the second stage, the model can actively engage in question-answering tasks tailored to various 929

personalized scenarios, leveraging its understanding gained from analyzing movie clips based on provided 930

instructions. 931
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A.2.2 Evaluation Details932

To comprehensively verify the character conversation performance, apart from the evaluation metrics, we933

also adopt human annotators to evaluate the open-domain VideoQA tasks in our CharacterQA dataset.934

For human evaluation of the responses of different models, we adopted a common method, engaging935

several expert annotators for evaluation to maintain opinion alignment. Concretely, groups of five native936

Chinese speakers independently reviewed the relevant movie and assessed answer consistency. In cases of937

disagreement, group discussion started, and three additional evaluators will assess answer consistency.938

This iterative process continued until unanimous agreement was reached within the group, thereby939

maximizing the precision of our consistency ratings.940

A.2.3 Comparison of Different Evaluation Metrics941

CIDEr Score DP AP RJ SA LA
Bard 0.79 11.49 39.57 - 15.43

Claude-2 2.46 23.13 66.34 - 38.15
GPT-3.5 2.61 16.76 83.23 - 44.13
GPT-4 6.75 33.51 91.22 - 51.96

MovieGPT 21.89 41.02 78.30 - 19.51

Table 9: The CIDEr score of different models on five tasks. “DP” stands for dialogue prediction, “AP” stands for
action prediction, “RJ” stands for relationship judgment, “SA” stands for sentiment analysis, “LA” stands for logical
analysis.

ROUGE-L Score DP AP RJ SA LA
Bard 0.19 0.00 12.34 - 0.00

Claude-2 0.57 0.04 28.09 - 0.01
GPT-3.5 0.53 0.17 37.16 - 0.01
GPT-4 1.84 0.33 48.26 - 0.02

MovieGPT 7.67 0.75 33.89 - 0.00

Table 10: The ROUGE-L score of different models on five tasks.

In the paper, we have furnished a comprehensive comparison of BLEU scores across various tasks.942

Given the substantial challenges inherent in evaluating open-domain responses, where multiple correct943

answers are possible, especially for our multimodal character QA, we also further present the CIDEr,944

ROGUE-L and human evaluation results of different models across five tasks in Table. 9, Table. 10 and945

Table. 11, respectively. The inputs for the text-only LLMs during the experiments include the long context946

preceding the movie clips, the text dialogue of the movie clips, character profiles, and the question of the947

corresponding task for the current clip.948

Note that the BLEU, CIDEr, and ROUGE-L metrics measures the qualities of answers from different949

perspective. For example, ROUGE-L calculates the longest common subsequence between the answer (C)950

and the groundtruth sentence (S), as shown in Equ. 1:951

RLCS =
LCS(C, S)

len(S)

PLCS =
LCS(C, S)

len(C)

ROUGE − L = FLCS =

(
1 + β2

)
RLCSPLCS

RLCS + β2PLCS

(1)952

where RLCS represents recall, while PLCS represents precision, and FLCS is ROUGE-L. Typically, β is953

set to a large number, so FLCS almost only considers RLCS (i.e., recall). Note that when β is large, FLCS954
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will focus more on RLCS than PLCS . If β is very large, the PLCS term can be disregarded. Obviously, 955

this metrics is very strict for open-domain QA since it requires responses and answers to be identical in 956

the longest possible sequence. Most tasks begin with a common sequence for ROUGE-L scores, e.g., 957

“The character will next” for action prediction, “The character will next say” for dialogue prediction, and 958

“The relationship between character 1 and character a is” for relationship prediction; while logical analysis 959

scored lower due to the lack of a common sequence. 960

As shown in Table. 9 and Table. 10, the CIDEr and ROUGE-L scores were in good agreement with the 961

BLEU scores in terms of overall trends, although there were some differences in the spread between the 962

different model effects. Furthermore, as previously noted, the ROUGE-L scores for all models approached 963

zero, attributable to the inherent challenges of this open-domain task and the constraints of the metric 964

itself. 965

For the more accurate human evaluations shown in Table. 11, different models obtaining A or B scores 966

also showed the same results. This suggests that metrics such as BLEU-4 and CIDEr, despite their 967

limitations, are still valuable in assessing answer quality. Furthermore, our MovieGPT still achieves the 968

best results over all tasks, further confirming its effectiveness. 969

Model
Dialogue Prediction Action Prediction Relationship Judgment Logical Analysis
A B C D A B C D A B C D A B C D

Bard 0 3 14 483 11 74 41 374 137 137 129 97 11 43 55 391
Claude2 2 7 32 459 38 109 72 281 220 121 122 37 21 62 78 339
GPT-3.5 4 8 40 448 21 102 74 303 289 111 81 19 37 83 72 308
GPT-4 9 11 51 429 63 146 53 238 317 109 63 11 59 71 86 284

MovieGPT 68 54 163 215 82 90 157 171 254 86 76 84 17 81 45 357

Table 11: The human evaluation results of different models on four open-domain tasks, where ratings are assigned
across four levels: very consistent (A), somewhat consistent (B), fairly consistent (C), and not consistent (D).

A.2.4 Supplementary Ablation Studies 970

Movie Clips Role Profile Long Context DP AP RJ SA LA
✓ 3.12 7.88 46.27 20.06% 1.97

✓ 0.71 5.18 29.36 13.21% 1.22
✓ 9.87 14.21 60.43 27.64% 2.01

✓ ✓ 13.13 26.43 70.44 31.18% 3.32
✓ ✓ 11.46 28.13 66.21 36.91% 2.05
✓ ✓ 15.28 29.21 73.62 37.29% 4.45
✓ ✓ ✓ 15.28 29.21 73.62 37.29% 4.45

Table 12: Our method in comparison with others through ablation experiments under different scenarios.

In this section, we have conducted extensive ablation studies on our CharacterQA dataset. For all 971

results in this section, the BLEU score is adopted for dialogue prediction, action prediction, relationship 972

judgment, and logical analysis, and the Accuracy metric is adopted for sentiment analysis. 973

Models Training Setting DP AP RJ SA LA
NExT-GPT In-context Learning 0.29 5.34 21.05 11.63% 1.46

Video-LLaVA In-context Learning 0.45 6.69 46.38 26.86% 1.87
NExT-GPT Two-stage Training 4.67 11.64 57.98 23.64% 2.31

Video-LLaVA Two-stage Training 6.44 17.63 61.04 31.86% 3.37
MovieGPT Two-stage Training 15.28 29.21 73.62 37.29% 4.45

Table 13: The comparison between our MovieGPT and other multimodal LLMs on five tasks.
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Moreover, to underscore the complexity of the CharacterQA dataset and affirm the efficacy of974

MovieGPT, we embarked on comparative experiments with other well-regarded multimodal LLMs.975

Our selection was constrained by the scarce availability of open-source multimodal LLMs capable976

of processing both Chinese language and video inputs. For instance, in our preliminary evaluations,977

Video-LLaMA (Zhang et al., 2023) exhibited proficiency in handling video temporal information but fell978

short in accommodating Chinese conversational contexts. Consequently, NExT-GPT (Wu et al., 2023)979

and Video-LLaVA (Lin et al., 2023), two popular open-source multimodal platforms, were chosen for980

evaluation.981

Specifically, the results of both NExT-GPT and Video-LLaVA, when performing in-context learning982

only and when performing the identical two-stage training as our MovieGPT, are shown in the Table. 13. As983

we can see, with only in-context learning, Video-LLaVA and NExT-GPT exhibit suboptimal performance984

across all tasks, even underperforming some text-only LLMs. This can be attributed to their inadequate985

comprehension of video content, which may exacerbate errors in the absence of training tailored to986

multimodal character conversation. After two stages of training, both NExT-GPT and Video-LLaVA show987

significant improvement over their results with in-context learning only. However, their results are still988

inferior to our MovieGPT over all tasks.989

Length of movie clip DP AP RJ SA LA
10s 14.68 28.12 73.06 35.22% 3.48
60s 15.28 29.21 73.62 37.29% 4.45
300s 16.97 30.58 76.29 38.62% 6.67

Table 14: The performance of our MovieGPT with the movie clip of different lengths.

Furthermore, we attempt ablation experiments with different video lengths in Table. 14, which shows990

marked improvement when the duration of the movie clip increases to 300 seconds, confirming the991

necessity of incorporating "visual context" is crucial for multimodal characterQA. However, much longer992

videos will face a dilemma of high frame extraction computational costs, and less frame extraction will993

result in more temporal information loss. The visual processing capabilities of existing multimodal LLMs994

for long videos are also limited (Zhang et al., 2023; Liu et al., 2023b) (For the common multimodal LLMs995

like Video-LLaMA (Zhang et al., 2023) and mPLUG-owl (Ye et al., 2023c), the lengths of video input are996

usually less than 3 minutes due to their inferior visual capacities.). Designing a model capable of rapidly997

processing longer movie clips to enhance multimodal character QA performance is a future research998

direction for us.999
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