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Abstract
The classification of employment types in on-001
line job advertisements (OJAs) is crucial for002
labor market analysis and recruitment. This003
study addresses the limitations of manual data004
annotation by leveraging synthetic data gener-005
ation (SDG) techniques using large language006
models (LLMs). We evaluate four SDG meth-007
ods—plain prompting, sampling, precise at-008
tributes, and adjective attributes—to generate009
synthetic job ads and assess their impact on010
classification model performance. Our analysis011
focuses on the balance between dataset size,012
data diversity and label-fit, and we explore the013
use of Natural Language Inference (NLI) filter-014
ing to enhance data quality. Results show that015
models trained on synthetic data can effectively016
classify real-world job ads, achieving competi-017
tive performance. However, we observed sig-018
nificant volatility in outcomes, which we could019
not fully explain. By making our code and020
data publicly available, we provide the research021
community with opportunities to further inves-022
tigate SDG techniques. By publishing our best023
models, we offer researchers tools capable of024
achieving up to 96% F1 on a real-world dataset025
for classifying German OJAs by employment026
type.027

1 Introduction028

Classifying employment types in online job029

advertisements (OJAs) is crucial for labor market030

analysis and recruitment. Krüger (2023) catego-031

rized OJAs into four types but faced data scarcity032

and imbalance issues. This study addresses these033

challenges using synthetic data generation (SDG)034

techniques with large language models (LLMs).035

This study evaluates SDG methods for generating036

synthetic job ads and their impact on employment037

type classification models, focusing on balancing038

data diversity and label-fit. We also explore using039

Natural Language Inference (NLI) filtering to040

enhance data quality.041

042

The main contributions of this paper are: 043

1. We compare four prompting meth- 044

ods for SDG: plain prompting, sam- 045

pling, precise attributes, and adjec- 046

tive attributes. 047

2. We investigate the effects of these 048

methods on data diversity and label- 049

fit, reflecting on measurement meth- 050

ods and identifying research needs. 051

3. We assess the effectiveness of NLI- 052

based filtering in improving syn- 053

thetic data quality and model per- 054

formance. 055

4. We benchmark models trained on 056

synthetic data against those trained 057

on real-world data, showing SDG’s 058

potential in employment type clas- 059

sification. 060

5. Our results show seemingly arbi- 061

trary performance volatility. We of- 062

fer our code, data, and models pub- 063

licly for further investigation and 064

improvement. 065

6. We release distilBERT models with 066

up to 96% F1 score for employment 067

type classification, providing robust 068

tools for researchers working with 069

German OJAs. 070

2 Motivation and Background 071

We build on Krüger (2023), which classified Ger- 072

man OJAs into the employment type categories Ap- 073

prenticeships, Other Minor Positions, Leading Posi- 074

tions, and Regular Workers. They faced challenges 075

due to data scarcity and label imbalance, with some 076

categories appearing fewer than ten times in 15,000 077

labeled OJAs. This necessitated merging labels and 078

highlighted the resource-intensive nature of manual 079

labeling. Therefore, a more feasible and dynamic 080
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approach is required.081

Recently, SDG in Natural Language Processing is082

increasingly used to address data scarcity issues083

(Delmas et al., 2024; Li et al., 2023; Schmidhu-084

ber and Kruschwitz, 2024; Josifoski et al., 2023;085

Veselovsky et al., 2023) due to the rise of genera-086

tive LLMs. The idea is to prompt LLMs to generate087

text conditioned on various aspects such as the la-088

bel space, text type, or genre. This data can then be089

used to train downstream Language Models. Con-090

temporary research has shown that this technique is091

also promising to OJA research (Clavié and Soulié,092

2023; Magron et al., 2024; Borchers et al., 2022).093

Prompting LLMs to generate job ads appears to094

consistently output relatively realistic job ads. This095

is presumably due to the large amount of OJAs096

available publicly on the internet, which results097

in these data being included in the often publicly098

scraped training data of LLMs. Furthermore, using099

LLMs to generate synthetic data to train a down-100

stream task (like text classification) specific model101

has proven to yield better results than using the102

LLM as a zero-shot predictor for the specific task103

directly (Schick and Schütze, 2021; Meng et al.,104

2022; Ye et al., 2022; Josifoski et al., 2023). Also,105

downstream models can be a lot cheaper computa-106

tionally (Ye et al., 2022; Schick and Schütze, 2021),107

which has major practical and ethical (Bannour108

et al., 2021; Strubell et al., 2019) advantages.109

As a recent technique, SDG is still under research.110

One key advantage is the potential to generate prac-111

tically unlimited training data. While generating112

an infinite amount of data is impractical and un-113

necessary for simple tasks, the ability to create114

large volumes of data can significantly enhance115

model performance1. However, one particular as-116

pect that has been found to be relevant in this re-117

gard is text diversity. Since data generation with118

LLMs, even with sampling techniques for random-119

ization, is a statistical process, repeatedly using the120

same prompt will eventually produce outputs with121

certain biases, resulting in redundancy. When the122

dataset then becomes too similar, the ability of the123

downstream model to generalize will be affected.124

In their research, Ye et al. (2022) show that with125

increasing the size of the synthetic dataset, the per-126

formance of the downstream model increases, up127

to a certain "threshold" point at which the perfor-128

mance plateaus (or even drops). We argue that the129

1The absolute amount of data required for good perfor-
mance depends on the problem’s complexity.

reason behind this is that the data has become too 130

similar, causing the model to overfit. We hypoth- 131

esize that the more diverse the generated data is, 132

the higher this threshold can be. Therefore, finding 133

ways to diversify synthetically generated datasets 134

has been brought up by researchers as a promis- 135

ing approach to improve SDG (Yu et al., 2024; Ye 136

et al., 2022; Schick and Schütze, 2021; Clavié and 137

Soulié, 2023). One pitfall in this regard has been 138

brought up by (Ye et al., 2022), who mention that 139

a more diverse dataset will only be beneficial as 140

long the quality or correctness, which in this paper 141

we will call label-fit (see Section 3.2 for a formal 142

definition), is not impaired. Generating random 143

words would create a more diverse dataset, but in 144

order to train a functioning downstream model, the 145

data will need pertain their label-fit. In their study, 146

Ye et al. (2022) find there to be a balance between 147

diversity and label-fit. In our study we want to test 148

different prompting methods to generate synthetic 149

OJAs for employment type classification and inves- 150

tigate the interaction between dataset size, diversity, 151

label-fit and the performance of the downstream 152

model. We also investigate how applying a NLI 153

filter influences the performance of SDG. 154

3 Related Work 155

3.1 Diversifying SDG 156

We present recent approaches to diversifying SDG 157

similar to our research. Ye et al. (2022) find that 158

more sampling leads to higher diversity but less 159

stable label-fit, using Self-BLEU to measure diver- 160

sity and human evaluation for label-fit. Yu et al. 161

(2024) use what they call attributes to diversify 162

prompts, meaning that they introduce a template 163

to the prompt where certain attributes that the de- 164

sired output should have can be specified. For their 165

work on topic classification of newspaper articles, 166

these attributes are the subtopic, length, style, and 167

location of the articles generated by the LLMs. 168

They measure diversity by Vocabulary Size, Aver- 169

age Pairwise Sample Similarity and Inter-Sample 170

N-gram Frequency. They do not directly measure 171

label-fit, but perform manual analysis of biases in 172

their data. They find that their technique creates 173

somewhat more diverse data compared to a sim- 174

ple prompting technique, but much less diverse 175

than the public gold standard datasets. They also 176

conclude that designing prompts with diverse at- 177

tributes contributed positively to the performance 178

of the downstream model. 179
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For skills matching, Magron et al. (2024) gener-180

ate synthetic training sentences containing skills,181

whereby they seek to diversify their dataset by vary-182

ing the lengths of skill combinations for each sen-183

tence. They also prompt the model to vary the open-184

ings of the descriptions and avoid certain phrases.185

They claim to measure diversity and quality of their186

generated data based on Perplexity, Skill-Sentence187

Similarity and Explicitness, but do not mention188

which metric specifically measures diversity. They189

do, however, conclude that higher diversity of train-190

ing data leads to a better skill matching perfor-191

mance.192

3.2 Measuring Diversity and Label-fit193

In Section 3.1 we have already discussed how other194

work in SDG has quantified text diversity. They195

all use different metrics. We argue that this is a196

consequence of the fact that quantifying text diver-197

sity is a non trivial task with various conceptual and198

operational challenges. Beyond SDG, text diversity199

measurement is discussed in broader research areas200

like Natural Language Generation (NLG) and Ma-201

chine Translation (MT). We summarize key aspects202

from this literature.203

Tevet and Berant (2021) review commonly used204

diversity metrics and cluster them into the205

four categories Perplexity, N-gram-based metrics,206

Embedding-based metrics and Human evaluation.207

They also make an important point that to our208

knowledge has not been considered in works on209

diversity in SDG: there are be different types of di-210

versity (Tevet and Berant, 2021). They use the divi-211

sion of form and content diversity, but acknowledge212

that these can be divided further into, for example213

in the case of form diversity, syntactic and lexical214

diversity (Tevet and Berant, 2021). We argue that215

designing research on diversity in SDG should first216

identify the specific type of diversity being studied217

and then select appropriate quantifying metrics or218

at least reflect on it.219

With regards to the metrics and types of diversity220

introduced above, it can be said that Perplexity,221

which is commonly used (Tevet and Berant, 2021;222

Hashimoto et al., 2019), measures the LLM rather223

than the dataset, making it unsuitable for evaluating224

texts obtained from different sampling and prompt-225

ing strategies in SDG. N-gram-based metrics like226

Self-BLEU (Zhu et al., 2018) measure form diver-227

sity well but poorly assess content diversity (Tevet228

and Berant, 2021). Lexical diversity also counts229

as an N-gram metric. Embedding-based metrics230

evaluate diversity by embedding sentences in a la- 231

tent space, performing similar in form diversity 232

but better in content diversity (Tevet and Berant, 233

2021). Human evaluation captures diversity most 234

effectively (Tevet and Berant, 2021) but is resource- 235

intensive. 236

We argue that in SDG, focusing on form diversity 237

is reasonable as content diversity is often limited 238

by factors like text type or class set. OJAs, for ex- 239

ample, have predetermined content. Research on 240

quantifying text diversity is ongoing, with no single 241

perfect metric. Therefore, we use a combination of 242

methods for our analysis, listed in Section 5.4. 243

Since previous literature uses various to describe 244

label-fit and similar concepts (quality2, correctness, 245

density), we first create a definition of it. Consider 246

L = {l1, l2, . . . , li}, a set of labels. For a text t to 247

be conditionally generated for a specific label (e.g., 248

l1) and used in training a downstream classification 249

model, it must possess distinguishing features char- 250

acteristic of l1 and not simultaneously associated 251

with other labels in L. To the best of our knowl- 252

edge, there exists very limited literature on how to 253

quantify label-fit. Ye et al. (2022) measure it in two 254

different ways. Firstly, they train a classification 255

model based on a standard training dataset, which 256

might be suitable for their purpose, but cannot be 257

applied in a real-world scenario because such a 258

dataset is not available in contexts of data sparsity. 259

Secondly, they perform human evaluation, which 260

is an option but is also resource-intensive. To the 261

best of our knowledge, the only work to automati- 262

cally quantify label-fit agnostic to existing training 263

data is by Lai et al. (2020), who call it density. 264

They measure the number of data points (texts) that 265

fall within a unit volume in the embedding space, 266

accounting for high-dimensional space through a 267

dimension-normalized volume calculation. How- 268

ever, the authors did not provide code or data to 269

replicate their findings or method. Hence, for this 270

work, we opted to perform a human evaluation to 271

quantify label-fit. 272

3.3 NLI Filtering 273

Improving label-fit involves filtering out data with 274

poor label alignment. Bartolo et al. (2021) showed 275

that various filtering methods improve question 276

answering models, though not directly applicable 277

here. Chen and Liu (2022) build on the common 278

2Note, that quality as measured frequently in MT (for
example Alihosseini et al. (2019)) is different from label-fit,
because it is measured w.r.t reference data.
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idea to use NLI (Bowman et al., 2015) as a Zero-279

Shot method by reformulating NLP problems as280

premise and hypothesis pairs (Wei et al., 2021).281

They used synthetic text as the premise and label282

space as the hypothesis, showing that NLI filtering283

generally improves results (Chen and Liu, 2022).284

We adopted a simple NLI filtering approach for this285

work.286

4 Research Questions287

This study addresses aspects of synthetic data gen-288

eration (SDG) for employment type classification289

in OJAs based on the current state of research as290

outlined above. We focus on the following research291

questions:292

1. Effectiveness of Synthetic Data: Can models293

trained on synthetic job ads classify real-world294

ads effectively?295

2. Optimal Data Generation Strategies: What296

strategies generate training data with optimal297

diversity and label-fit?298

3. NLI Filter: Does integrating an NLI filter299

significantly improve model performance?300

4. Data Diversity and Label-Fit: Is there a cor-301

relation between data diversity, label-fit, and302

model performance? Does enhancing diver-303

sity while preserving label-fit expand the pla-304

teuing threshold?305

5. Diversity Metrics: How do different diversity306

metrics impact experimental outcomes?307

5 Methodology308

For our experiments, we generate job ad data condi-309

tioned to a label space from the task of employment310

type classification and use this data to fine-tune a311

downstream text classification model, whose per-312

formance we test on manually curated test sets.313

More specifically, we seek to test different meth-314

ods to generate synthetic data with respect to the315

diversity and label-fit of the dataset as well as the316

performance of the downstream model. For each317

method, we also generate datasets of different sizes318

to investigate the plateauing effect of synthetic data319

generation (SDG). Additionally, for each dataset,320

we employ a filtering step and calculate each metric321

with and without the filter.322

More formally, if we let D = {(X,Y )} be a323

dataset containing text and label pairs, we can de-324

fine that:325

• Dtest = {(X,Y )} is a manually curated test 326

set. 327

• M is a set of methods for generating synthetic 328

data conditioned to a label space. 329

• N is a set of size parameters, indicating how 330

much synthetic data is generated. 331

For each combination (mi, nj) ∈ M×N , we gen- 332

erate synthetic datasets Dg
mi,nj and filtered datasets 333

Dgf
mi,nj . We fine-tune a text classification model 334

Cmi,nj on each dataset and denote models trained 335

on unfiltered and filtered datasets as Cunf
mi,nj

and 336

Cf
mi,nj

, respectively. Then, for each Cunf
mi,nj

and 337

Cf
mi,nj

we calculate a Performance (P) of the 338

model Cmi,nj on Dtest, e.g., F1-score. For each 339

Dgf
mi,nj we also calculate a Diversity Score (DS) 340

and manually evaluate the Label-Fit (LF). We 341

chose to assess these metrics only on the filtered 342

data, because they are very resource intensive to 343

measure, requiring significant computational power 344

(DS) and human effort (LF). 345

We will detail the experimental pipeline in the fol- 346

lowing sections, specifying the metrics used to mea- 347

sure P , DS, and LF . 348

5.1 Parameters 349

The experiment pipeline operates with two primary 350

parameters: 351

1. Size: This parameter dictates the total number 352

of job ads in the training set, divided equally 353

across all classes (rounded down for parity). 354

For instance, a size setting of 500 results in 355

55 ads per class. The size range [500, 1000, 356

2500, 5000, 7500] was selected based on prior 357

studies (Krüger, 2023; Ye et al., 2022). 358

2. Method: This refers to the technique used 359

for creating prompts fed into the LLM. Four 360

distinct methods are employed: 361

(a) Plain: The baseline method, where the 362

prompt straightforwardly requests a job 363

ad for a specific class, e.g., "A job ad for 364

an internship." 365

(b) Sampling: Similar to Plain, but with a 366

higher ’top k’ sampling parameter (Plain 367

= 5; Sampling = 50), encouraging dataset 368

diversity at the potential cost of quality. 369

This method is based on the findings in 370

Ye et al. (2022). 371
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(c) Precise Attributes (Prec): This method372

diversifies prompts with detailed instruc-373

tions about the ad, varying by class.374

These include ad length, language style,375

content elements, and industry sector (or376

other relevant class-specific details such377

as the formalized name of the apprentice-378

ship), adhering to German WZ08 taxon-379

omy standards (Kla, 2008). This method380

is based on the ideas presented in Yu et al.381

(2024). Rather than their approach of us-382

ing a LLM to derive relevant attributes,383

we manually reflected on possibly rel-384

evant attributes for our text type. The385

template and all options can be found in386

appendix B.387

(d) Adjective Attributes (Adj): Here,388

prompts are enhanced with 2 to 5 adjec-389

tives, randomly selected from a list of390

30, describing possible language styles391

of OJAs. This method also is based on392

the ideas presented in Yu et al. (2024),393

but is simpler. Instead of having to man-394

ually construct a set of attributes (with395

or without the help of LLMs), we simply396

had to come up with a set of adjectives397

that can describe the style of text type,398

which is quicker and requires less effort.399

Each method was conceived to explore different as-400

pects of job ad generation, with the ultimate goal of401

enhancing the diversity and quality of the synthetic402

dataset for effective model training.403

5.2 Dataset Generation404

The dataset generation aligns with the parame-405

ters delineated in 5.1. We utilized the Falcon-40b406

model3, because at the time of conducting the ex-407

periments it was the state-of-the-art open source4408

option that included German text in its training data.409

The only alternative, a larger 180b model, was not410

feasible due to GPU constraints. For efficient infer-411

ence, we utilized the VLLM library5, incorporating412

techniques like continuous batching and paged at-413

tention for enhanced performance ((Kwon et al.,414

2023)).415

3https://huggingface.co/tiiuae/falcon-40b
4The term open source can be debated, we refer to (Liesen-

feld and Dingemanse, 2024) for an in depth discussion
5://github.com/vllm-project/vllm

5.3 Filtering 416

A NLI model was employed for dataset filtration, 417

assessing each job ad against the hypothesis "class 418

label name wanted" using the multilingual mDe- 419

BERTa model’s6 zero-shot classification pipeline 420

(Yang et al., 2020). Ads not ranking their actual 421

class within the top three predictions were excluded. 422

Both filtered and unfiltered datasets were used for 423

training downstream models to evaluate the filter- 424

ing’s impact on performance. In a preliminary test 425

phase, we found that this approach seemed to yield 426

decent results for all label categories except regu- 427

lar full-time positon from which the model filtered 428

out ads disproportionately. This category is special 429

in the sense that it is the norm and therefore less 430

specific and salient than the other label categories, 431

which may be the reason why the model performed 432

worse for this class. Therefore, for experiments, 433

we skipped the filtering for ads from the regular 434

full-time positon category. 435

5.4 Data Analysis 436

In this step, we quantify the diversity and label-fit 437

of all datasets Dgf
mi,nj . Label-fit, assessed through 438

human judgment, was measured by annotating 439

a sample of 50 ads from each dataset based on 440

whether the ads possess distinctive features char- 441

acteristic of their respective labels. The ads are 442

categorized into five groups as per Table 5, using 443

broad guidelines inductively developed from initial 444

data analysis. To quantify diversity, we use the 445

following metrics. Diversity Metrics: 446

1. Unique Lemmas: Counting unique lemmas 447

to measure lexical diversity. 448

2. Self-BLEU: We calculate Self-BLEU (Zhu 449

et al., 2018) to measure diversity of lexical 450

patterns as well as syntactic diversity to some 451

extend. 452

3. BERT Vendi-Score: As an embedding-based 453

method, we choose to calculate the Vendi- 454

Score (VS) (Dan Friedman and Dieng, 2023), 455

which measures dataset diversity based on 456

the Shannon entropy of a similarity matrix. 457

To create such a matrix we calculated the co- 458

sine distance based on the embeddings of the 459

pooler output of a BERT model. 460

6https://huggingface.co/MoritzLaurer/
mDeBERTa-v3-base-xnli-multilingual-nli-2mil7

5

https://huggingface.co/tiiuae/falcon-40b
://github.com/vllm-project/vllm
https://huggingface.co/MoritzLaurer/mDeBERTa-v3-base-xnli-multilingual-nli-2mil7
https://huggingface.co/MoritzLaurer/mDeBERTa-v3-base-xnli-multilingual-nli-2mil7


5.5 Training and Testing461

Each synthetic dataset undergoes training and test-462

ing five times to mitigate random variation. The463

training process involves fine-tuning a distilBERT464

(Sanh, 2019) model on both filtered and unfiltered465

datasets, following hyperparameters from Krüger466

(2023) (see Appendix C). Test data encompasses467

two distinct test datasets that are constant across all468

runs:469

• Qual-Testset: A manually annotated dataset470

with 20 ads per class, measuring performance471

on real-world data.472

• Ausklasser-Testset: Adopted from Krüger473

(2023), consisting of apprenticeship and non-474

apprenticeship OJAs, allowing performance475

comparison with models trained on real-world476

data. We aggregate all predictions to this bi-477

nary label space the same way they did in their478

experiments.479

6 Results and Discussion480

In this section, we summarize and interpret the481

most important results. Supplementary metrics can482

be accessed in Appendix E. We specifically dis-483

cuss our results concerning our research questions484

from Section 4. Figure 1 shows the F17 scores on485

the Qual-Testset for all Cf
mi,nj

across five runs each.486

The results show, concerning the first research ques-487

tion, that models trained on synthetically generated488

data can indeed classify real-world job ads well,489

achieving up to 96% F1 on our Qual-Testset. For490

the binary Ausklasser-Testset, some of our mod-491

els even achieved 100% accuracy and are gener-492

ally competitive with the models trained on 10,000493

manually annotated job ads in Krüger (2023). How-494

ever, the models also appear to be volatile, show-495

ing arbitrary behavior concerning method and size496

combinations. For example, the dataset Dgf
Adj,5000497

achieved only 59% F1 on average, despite having498

much better results with smaller datasets and in the499

two adjacent size categories also having slightly500

better performance when unfiltered.501

This observation makes it difficult to answer re-502

search questions two and three. Due to the volatility503

the results cannot be viewed in an overly statisti-504

cal manner. Specific comparisons of parameters,505

even with statistical significance testing, may not506

be meaningful due to the arbitrary nature of some507

7All reported F1 scores, precision, and recall refer to the
macro-averaged metrics unless otherwise specified.

outcomes, indicating the presence of factors we 508

have not yet identified or a large random factor in 509

SDG independent of the specific parameters. Such 510

factors might be aspects of Fidelity or Utility as 511

described in Yuan et al. (2024). Therefore, we will 512

rather descriptively analyze the results. Table 1 513

shows that Plain has the highest overall mean F1 514

and a relatively high median, indicating that this 515

method was relatively stable with fewer outliers 516

compared to other methods, which have a larger 517

difference between their mean and median. This 518

might be explained by the fact that Sampling is 519

more random by its nature and within the Prec and 520

Adj methods, there is also some additional random- 521

ness in the prompting. It is plausible that, for ex- 522

ample, certain adjectives from the list of adjectives 523

in Adj did cause the model to output low quality 524

data. If these adjectives were sampled frequently 525

in dataset creation, the quality of the dataset would 526

be lower compared to when they were sampled 527

fewer times. However, given the limited number of 528

adjectives and repeated sampling, it is statistically 529

unlikely that any single adjective would have im- 530

pact on the overall results as large as in the case 531

described above for the Dgf
Adj,7500 dataset. The ran- 532

dom distribution and repeated appearances of each 533

adjective mitigate the influence of individual ad- 534

jectives on dataset quality. Analyzing the results 535

further, the size factor played an important role 536

as Figure 1 shows. Overall, results show that in- 537

creasing the size parameter has improved scores 538

initially, but all methods appear to have plateaued. 539

Comparing our size to the results in Krüger (2023), 540

models trained on synthetically generated data do 541

not require more training for comparable perfor- 542

mance. In the case of Prec, we observe that there 543

were several outliers in the lower dataset size set- 544

tings, but the results became much more stable with 545

increased data. 546

Filtering had a slightly positive effect on both 547

mean and median (3% F1 and 1% F1 gain re- 548

spectively), but again the results are very volatile, 549

because often, the effect was rather small, while 550

sometimes it seemed to have a huge impact in both 551

directions. For example in the Prec 500 setting, the 552

models performed very well on the unfiltered data, 553

but much worse on the filtered data. This variabil- 554

ity can be attributed to the extent of data filtering; 555

if too much data is removed, the remaining dataset 556

may be insufficient to train a model that generalizes 557

well. 558
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Figure 1: F1 on Qual-Testset by Method and Size. Proportion of our LF annotation labels per method.

Method Mean F1 Median F1
Plain 0.89 0.90

Sampling 0.85 0.91
Prec 0.87 0.92
Adj 0.88 0.91

Table 1: Overall Mean and Median F1 Scores per
Method on Qual-Testset

For our fourth and fifth research question, we559

have to consider the DS and LF metrics. Com-560

paring the results of Unique Lemmas, Self-BLEU561

and BERT Vendi-Score across different metrics and562

sizes (see Table 2 for an overview and Appendix E563

for more in-depth results), we find that metrics are564

relatively stable across sizes, indicating that a given565

method will behave similar with respect to other566

methods regardless of size. Each metric singles out567

Sampling as producing the most diverse datasets.568

Since Sampling is known to increase diversity in569

text generation, this result is expected and shows570

that our metrics work as intended. Surprisingly571

however, the order of the other three methods differ572

depending on the metric. This proves that our fifth573

research question is highly relevant and the insight574

from our literature review in Section 3.2 that there575

is no single ground truth metric for measuring text576

diversity holds truth. It shows that SDG research577

using diversity is highly dependant on the metric578

chosen. As we have pointed out in Section 3.2, dif-579

ferent metrics can measure different aspects of text580

diversity. We believe that our results show that this 581

idea needs to be made more prominently within 582

SDG diversity research. This behavior of our DS 583

measures also means that we cannot answer our 584

fourth research question. Any form of correlation 585

between DS, P and LF w.r.t M and N would 586

always be dependant on the DS we choose. 587

Method Mean BERT-VS ↑ Mean Self-BLEU ↓ Mean Unique Lemmas ↑
Plain 1.412 61.18 22227

Sampling 1.526 35.99 36179
Prec 1.430 60.32 21988
Adj 1.478 60.426 18568

Table 2: Diversity scores. Averaged DS per method.
The arrow indicates whether a higher or lower score
means that the data is more diverse.

Figure 2: Label-fit by method. Proportion of our LF
annotation labels per method.

At the same time, Figure 2 shows that Plain has 588

the highest label-fit, whilst seemingly plateauing 589
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at a lower F1 score than the other methods.590

This could hint at datasets being generated by591

this method being less diverse. With this logic,592

BERT-VS and Self-BLEU would be more useful to593

measure diversity than counting unique lemamas,594

because they measure Plain as being less diverse595

than Adj and Prec. We do acknowledge, though,596

that such a claim requires further investigation,597

because the volatility described earlier hints at598

further factors still unknown to us are contributing599

to the P . We also acknowledge that we randomly600

sampled fifty ads per dataset to manually annotate601

and our annotation process was relatively simple602

(single-blind). This makes the results of our603

label-fit less stable. Since our testsets are also604

rather small, our results are to be taken with605

caution.606

Finally, during the manual data annotation, we had607

some intriguing qualitative observations, which608

we want to briefly summarize in the following.609

Most prominently, we see in Figure 2 that there is610

a portion of ten to twenty percent of ads labeled611

as not being OJAs. This, however, is to a large612

extend caused by a design choice in annotations.613

Most of these cases are actually partly a regular614

OJA, but then at some point turn into something615

else. The model seems to get confused and starts616

to generate other text genres related to jobs or job617

ads. Most frequently were job applications letters,618

forum posts or newspaper articles. In most of these619

cases, however, the job ad did start normally and620

did also contain a correct label-fit. Therefore, these621

data might still help the downstream model learn622

to distinguish between employment type labels to623

some extend.624

625

7 Conclusion and Outlook626

In this study, we explored synthetic data genera-627

tion (SDG) methods to enhance the classification628

of employment types in online job advertisements629

(OJAs). Our experiments focused on four main630

strategies: plain prompting, sampling, precise at-631

tributes, and adjective attributes, while investigat-632

ing the impact of dataset size, diversity, and label-fit633

on downstream model performance. Additionally,634

we examined the efficacy of a NLI filter in improv-635

ing the quality of the synthetic data.636

Our findings indicate that models trained on syn-637

thetically generated data can classify real-world638

job ads effectively, achieving competitive perfor-639

mance compared to models trained on manually 640

annotated data. However, the results exhibited 641

volatility, with significant fluctuations in perfor- 642

mance depending on the method and dataset size 643

combination. Our best performing model, trained 644

on Dgf
Adj,7500, configuration achieved 96% F1 score 645

on our Qual-Testset and 99% F1 on the Ausklasser- 646

Testset. Despite this, the plain prompting method 647

demonstrated the highest overall stability and mean 648

F1 score, suggesting that simpler methods may 649

yield more consistent results. 650

Data diversity and label-fit were measured us- 651

ing multiple metrics, revealing that the sampling 652

method consistently produced the most diverse 653

datasets. Nonetheless, the choice of diversity met- 654

ric significantly influenced the evaluation, high- 655

lighting the need for careful consideration when se- 656

lecting metrics for SDG research. Our label-fit anal- 657

ysis showed that while plain prompting achieved 658

the highest label-fit, it did not necessarily correlate 659

with the best performance, suggesting that a bal- 660

ance between diversity and label-fit is crucial. 661

Filtering synthetic data using NLI had a slightly 662

positive overall impact on model performance, 663

but its effect varied across different methods and 664

dataset sizes. This suggests that while NLI fil- 665

tering can improve data quality, its benefits may 666

be context-dependent and require further optimiza- 667

tion. 668

Overall, our most important finding is the volatil- 669

ity of our results. This indicates that there were 670

additional factors influencing the outcomes of our 671

results. Future work seek to identify those by per- 672

forming more in-depth analyses on factors such as 673

variance of label performance, the variance in dif- 674

ferent attributes in Adj and Prec, qualitative analy- 675

sis of unexpected results like the poor performance 676

of Dgf
Adj,5000 and in what way statistically as well as 677

qualitatively the NLI filter influenced the datasets. 678

Furthermore, our work shows the importance to de- 679

velop more unified ways to measure text diversity 680

and label-fit in SDG research. 681
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8 Limitations682

This section discusses the limitations of our study.683

Most importantly, we reported metrics across five684

runs during the training of each Cunf
mi,nj

and Cf
mi,nj

685

to mitigate randomness. However, during the gener-686

ation of each Dg
mi,nj the sampling also introduces687

randomness. Therefore, if we want to analyze the688

impact of our input parameters, it would be better689

to also generate each Dg
mi,nj several times, which690

then each time goes through the rest of the pipeline.691

This, however, was beyond of the scope of this pa-692

per due to the major increase in computational cost693

this would entail.694

There are two major limitations when it comes695

to our P-measures. First, our Dtest are relatively696

small, which generally makes results less reliable.697

Furthermore, our Qual testset was constructed by698

manually searching OJAs online, because we be-699

lieved, based on the heavy label imbalance in OJA700

data w.r.t employment type, annotating data would701

result in heavy manual annotation effort. There-702

fore, our data comes from a relatively small time703

span, in which the OJAs went online. This could704

have introduced biases. Second, P-measures are705

all calculated based on the same configuration w.r.t.706

several parameters, such as Hyperparameters or the707

choice of the pretrained model, which likely influ-708

ence the performance P . Especially using more so-709

phisticated techniques could substantially improve710

results even further.711

We also see limitations in the way we treat our712

label space. As mentioned in REF APPENDIX713

we derived the labels based on labor market expert714

opinions on what they thought were beneficial for715

OJA research. However, it can be debated whether716

we capture all different types of employment ex-717

haustively. More importantly, it can be debated718

whether the categories we opened up are clearly719

distinguishable in all cases. For example, a PhD720

position may be full or part time. Also, in real721

world data it can occur that employers state some722

flexibility, for example by looking for an intern or723

a working student, which we do not account for in724

the way we treat the employment type classifica-725

tion. As our qualitative analysis shows the LLMs726

sometimes did generate instances like that, indi-727

cating that they can potentially be leveraged for a728

more sophisticated system.729

One important consideration regarding our Prec730

method is that we did not consider the plausibility731

of our randomly sampled attribute combinations.732

For example, some employment types like volun- 733

tary social year might be extremely uncommon in 734

certain industry sectors as they are typically asso- 735

ciated with specific types of employers and orga- 736

nizations from the social sector. Prompting such 737

unrealistic combinations might have negatively im- 738

pacted data generation. Similarly, our list of adjec- 739

tives for Adj did not have any scientific foundation, 740

because we could not find any in the literature we 741

considered, which included linguistic literature on 742

discourse analysis, register analysis or genre lin- 743

guistics as well as literature on corporate identity 744

from economics. It is likely that some of the adjec- 745

tives negatively impacted label-fit. We believe that 746

studying aspects of text style and how to describe 747

it could benefit SDG. 748

There are also limitations w.r.t. the way we measure 749

LF . Firstly, we only annotate a relatively small 750

sample from our data. Secondly, we to the best of 751

our knowledge there exist no public guidelines to 752

aid such annotation for label-fit in synthetic data. 753

We believe that sharing our experience annotating, 754

however, can help other researchers in SDG that 755

seek to manually examine their data. Developing 756

a shared and more refined approach to annotation 757

should be a goal in this research area. 758
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A Employment Type Classification926

Label Name Label Nr Translation
Praktikum 0 Internship
Freiwilliges Soziales Jahr 1 Voluntary Social Year
Volontariat 2 Voluntary Service
reguläre Vollzeitstelle 3 Regular Full-Time Position
Ausbildungsstelle 4 Apprenticeship Position
Promotionsstelle 5 Doctoral Position
Teilzeitstelle 6 Part-Time Position
Werksstudentenstelle 7 Working Student Position
Traineestelle 8 Trainee Position

Table 3: Class label overview

Table 3 shows the labels we derived for employ-927

ment type classification. The choice of these labels928

was motivated by consultations with experts in la-929

bor market research, but does not claim to be the930

exhaustive ground truth to employment types. Also,931

not all labels are easily translatable to English, be-932

cause some of them are specific to the Germany.933

B Data Generation934

Data generation was executed using the falcon-935

40b8 model using default parameters from the936

huggingface transfomers pipeline, except for top-937

k sampling (5, 50 as described above) and938

max_token=512 configuration. We wrapped the939

model in the VLLM9 library, where we set the940

dtype parameter to half, which means using 16-bit941

floating-point precision, and tensor-parallel-size942

to two as we ran our code on two NVIDIA RTX943

A6000 GPUs.944

Below, we list the (translated) templates and ex-945

plain the variables. For the original templates as946

well as a full list of all possible input values, we re-947

fer to the source code. All parameters we randomly948

sampled with the constrains specified below, except949

for the input_class. Here, we took the overall num-950

ber of ads to be generated (depending on the size951

parameter) and divided it by the number of input952

classes (nine) such that each generated dataset had953

an even label distribution.954

B.1 Plain955

956
{957

"prompt": "A job ad for a {958

input_class}",959

"input_class": "The employment type960

categories we use in this paper961

.",962

8https://huggingface.co/tiiuae/falcon-40b
9https://github.com/vllm-project

"top_k": 5 963

} 964965

B.2 Sampling 966

967
{ 968

"prompt": "A job ad for a { 969

input_class}.\n Job ad:\n" 970

"input_class": The employment type 971

categories we use in this paper. 972

top_k: 50 973

} 974975

B.3 Prec 976

977
{ 978

"prompt": "A job ad for a { 979

input_class}.\n 980

{mainModule}\n 981

{lenModule}\n 982

{infoModule}\n 983

{styleModule}\n 984

Job ad:\n" 985

"input_class": The employment type 986

categories we use in this paper. 987

"mainModule": This was dependant on 988

the type of input classes. For 989

most input classes, the prompt 990

here was: ’industry sector of 991

the searching company: {industry 992

sector}’. The industry sector 993

was sampled the German industry 994

sector taxonomy \textit{ 995

Klassifikation der 996

Wirtschaftszweige 08}. However, 997

for the apprenticeships we 998

instead specified the type of 999

apprenticeship instead. 1000

Apprenticeships are highly 1001

formalized in Germany and there 1002

is a finite amount of official 1003

apprenticeship programs 1004

available. For the PhD class we 1005

instead used a list of research 1006

subject sampled from WikiData. 1007

"lenModule" : We specified the 1008

length the ad should have. 1009

Lengths were always a 1010

descriptive word (e.g.: \textit{ 1011

long}, \textit{short}) as well 1012

as a range of words (e.g. \ 1013

textit{100 to 150 words}). 1014
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"infoModule": We sampled from a list1015

of zones typically found in1016

OJAs (e.g.: \textit{company1017

description}, \textit{job tasks},1018

\textit{contact information}).1019

"styleModule": One of four styles1020

the language of the job ad1021

should have. Simlar to Adj, but1022

less creative.1023

top_k: 51024

}10251026

B.4 Adj1027

1028
{1029

"prompt": "A job ad for a {1030

input_class}.\n1031

Characterstics: {sampled adjectives1032

}\n1033

Job ad:\n"1034

"input_class": The employment type1035

categories we use in this paper.1036

"sampled adjectives": Two to five1037

randomly sampled adjectives1038

describing the style of OJAs1039

from a list of 30 adjectives.1040

top_k: 51041

}10421043

C Training Parameters1044

For the downstream training, we fine-tune a1045

German distilBERT10 model with the hyper-1046

parameters specified in Table 4. All other hyper-1047

parameters were set to default. For the test metrics,1048

we calculated macro F1, Precision and Recall.

Hyperparameter Value
num_train_epochs 4
learning_rate 0.0001
per_device_train_batch_size 8
per_device_eval_batch_size 8
warmup_steps False

Table 4: Hyperparameters used for LLM training with
HuggingFace

1049

D Label-fit Annotation1050

Label-fit annotation was done by three annotators1051

in a single blind annotation process. We randomly1052

10https://huggingface.co/distilbert/
distilbert-base-german-cased

sampled 50 texts from the filtered datasets for each 1053

Dgf
mi,nj . Each time, the annotator was given the 1054

choice between five labels as detailed in Table 5.

Label Name Label Nr Explanation
label-fit 0 The job ad fits the label.
no label-fit 1 The job ad does not fit the

label.
double label-fit 2 The job ad contains

features for two or more
labels, including the input
label (e.g., "We seek an
intern or an apprentice").

no job ad 3 Instances where the
model fails to generate a
job ad, producing an
unrelated text type.

unsure 4 Cases where annotators
are uncertain, requiring
further review.

Table 5: Label-Fit Category Descriptions. These in-
structions were given to the annotators.

1055

E Supplementary Results 1056

Tables 6 and 7 show the average F1 performances 1057

across all method/size combinations on the two 1058

testsets respectively. Figures 3 to 5 plot the results 1059

aggregated for filtering, methods and size respec- 1060

tively. 1061
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Method Size Filtered F1 Score Unfiltered F1 Score
Mean Median Mean Median

Plain

500 0.84 0.88 0.86 0.83
1000 0.88 0.88 0.89 0.89
2500 0.92 0.93 0.92 0.92
5000 0.92 0.92 0.86 0.87
7500 0.91 0.91 0.90 0.90

Sampling

500 0.70 0.73 0.53 0.53
1000 0.86 0.89 0.91 0.91
2500 0.93 0.93 0.83 0.83
5000 0.93 0.93 0.93 0.93
7500 0.93 0.93 0.95 0.95

Prec

500 0.58 0.70 0.90 0.90
1000 0.84 0.89 0.81 0.81
2500 0.88 0.90 0.95 0.95
5000 0.93 0.93 0.93 0.93
7500 0.93 0.94 0.94 0.94

Adj

500 0.86 0.88 0.87 0.87
1000 0.90 0.91 0.90 0.90
2500 0.88 0.91 0.93 0.93
5000 0.94 0.95 0.59 0.59
7500 0.95 0.95 0.96 0.96

Table 6: F1 Score Statistics on Qual-Testset by Method and Size

Method Size
Filtered F1 Score Unfiltered F1 Score
Mean Median Mean Median

Plain

500 0.93 0.95 0.88 0.86
1000 0.90 0.90 0.93 0.96
2500 0.96 0.97 0.92 0.91
5000 0.95 0.95 0.93 0.95
7500 0.96 0.97 0.95 0.95

Sampling

500 0.85 0.95 0.65 0.65
1000 0.94 0.95 0.92 0.92
2500 0.98 0.99 0.85 0.85
5000 0.95 0.95 0.94 0.94
7500 0.96 0.96 0.96 0.96

Prec

500 0.72 0.90 0.94 0.94
1000 0.91 0.91 0.77 0.77
2500 0.88 0.91 0.91 0.91
5000 0.94 0.94 0.96 0.96
7500 0.94 0.95 0.92 0.92

Adj

500 0.94 0.94 0.87 0.87
1000 0.97 0.97 0.86 0.86
2500 0.96 0.97 1.00 1.00
5000 0.95 0.95 0.33 0.33
7500 0.98 0.97 0.99 0.99

Table 7: F1 Score Statistics on Ausklasser-Testset by Method and Size
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Figure 3: Filtered versus unfiltered. Compares the runs on Dg
mi,nj

against Dgf
mi,nj

. as per F1 score on the
Qual-Testset and Ausklasser-Testset

.

Figure 4: Method Comparison. Compares F1 scores across methods on Ausklasser- and Qual-Testset.
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Figure 5: Size Comparison. Compares F1 scores across sizes on Ausklasser- and Qual-Testset.
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