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Abstract

Recent advancements in Natural Language Pro-001
cessing (NLP) have fostered the development002
of Large Language Models (LLMs) that can003
solve an immense variety of tasks. One of the004
key aspects of their application is their abil-005
ity to work with long text documents and to006
process long sequences of tokens. This has007
created a demand for proper evaluation of long-008
context understanding. To address this need009
for the Russian language, we propose LIBRA010
(Long Input Benchmark for Russian Analysis),011
which comprises 21 adapted datasets to study012
the LLM’s abilities to understand long texts013
thoroughly. The tests are divided into four014
complexity groups and allow the evaluation015
of models across various context lengths rang-016
ing from 4k up to 128k tokens. We provide017
the open-source datasets, codebase, and public018
leaderboard for LIBRA to guide forthcoming019
research.020

1 Introduction021

Large Language Models (LLMs) have demon-022

strated impressive abilities in many NLP applica-023

tions. Interacting with people through free-form024

text instructions, they serve as versatile tools for025

multiple scenarios, transforming the landscape of026

AI systems. One direction where LLM usage is de-027

veloping rapidly includes tasks requiring long text028

processing, such as summarization and informa-029

tion extraction, where their applications alleviate030

the handling of long texts for humans.031

However, until recently, most LLMs had difficul-032

ties in handling long sequences of tokens and were033

only able to work with a limited context length034

of several thousand tokens. In recent years, new035

methods have enabled the models to increase their036

context significantly, empowering them to solve a037

new variety of tasks. This, in turn, and the com-038

munity’s demand for automatic systems solving039

such tasks at a good level has created a need for a040

Figure 1: The illustration of the LIBRA benchmark.

thorough evaluation of LLM long context under- 041

standing. 042

To address this demand in English, several long 043

context understanding benchmarks have been cre- 044

ated recently with LongBench (Bai et al., 2023)1 045

and L-Eval (An et al., 2023)2 heading the list. How- 046

ever, the Russian language, at this point, lacks a 047

fair instrument for transparent evaluation of long 048

context understanding. 049

Our work addresses this problem and presents 050

a new benchmark, which we call Long Input 051

Benchmark for Russian Analysis, or LIBRA, for 052

the evaluation of LLM long context understand- 053

ing abilities in Russian (see Figure 1 for LIBRA 054

general structure). 055

Thus, the contribution of our work can be sum- 056

marized as follows: 057

• we present a methodology for the evaluation 058

of long-context abilities of LLMs for the Rus- 059

sian language; 060

• we publicly release a set of 21 datasets of var- 061

ious skills and complexities in Russian which 062

form the LIBRA benchmark; 063

• we provide a codebase as long as the number 064

of baseline solutions and public leaderboard3. 065

1https://huggingface.co/datasets/THUDM/LongBench
2https://huggingface.co/datasets/L4NLP/LEval
3The link was removed to preserve anonymity during the

review period.
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2 Related Work066

2.1 Long Context Large Language Models067

One of the important tasks in the development of068

LLMs is to increase the length of the context that069

the model can understand. This problem has two070

key points: the complexity of calculations for long071

sequences and the ability of the model to extract072

important data in a long context. The solution of073

the first problem can be attributed to research on074

the effective processing of the self-attention as in075

Longformer (Beltagy et al., 2020), LongNet (Ding076

et al., 2023) and FlashAttention (Dao et al., 2022;077

Dao, 2023), using caches for previously calcu-078

lated outputs such as Transformer-XL (Dai et al.,079

2019), Unlimiformer (Bertsch et al., 2024) and080

LongLLaMA (Tworkowski et al., 2024) or replac-081

ing it with another mechanism with more effec-082

tive inference as in RetNet (Sun et al., 2023) and083

Mamba (Gu and Dao, 2023). The solution to the084

second problem is to improve positional encoding085

techniques such as ALiBi (Press et al., 2021) and086

RoPE-based approaches (Sun et al., 2022; Peng087

et al., 2023).088

2.2 Long Context Benchmarks089

Until recently, most LMs had relatively small con-090

text lengths limited by a few thousand tokens. Thus,091

standard Natural Language Understanding (NLU)092

benchmarks (Wang et al., 2018, 2019; Shavrina093

et al., 2020) contained tasks within this size.094

Even today, many “new generation” benchmarks095

created recently, such as HELM (Bommasani096

et al., 2023), MT-Bench (Zheng et al., 2023), and097

Russian-oriented benchmark MERA (Fenogenova098

et al., 2024) follow this pattern, limiting their tasks099

by relatively small context window size to simplify100

the evaluation procedure and reducing its cost.101

The pioneers of long context processing bench-102

marks have been ZeroSCROLLS (Shaham et al.,103

2023)4, designed to test zero-shot model capa-104

bilities for NLU over long texts; L-eval (An105

et al., 2023)5, focused on a standardized evaluation106

methodology for long context LMs addressing two107

key aspects: dataset construction and evaluation108

metrics; and LongBench (Bai et al., 2023), the bilin-109

gual multi-task benchmark for long context under-110

standing, comprising 21 tasks in English and Chi-111

nese. The tasks in LongBench can be divided into 6112

big categories and cover key long-text application113

4https://www.zero.scrolls-benchmark.com/
5https://huggingface.co/papers/2307.11088

scenarios, including multi-document QA, single- 114

document QA, summarization, few-shot learning, 115

code completion, and synthesis tasks. 116

However, the limitation of the long context 117

benchmarks mentioned above is that they are 118

mainly oriented at the English language (and the 119

Chinese language for LongBench). As for the Rus- 120

sian language, there is an urgent need for a reliable 121

system able to evaluate LLM long context under- 122

standing abilities. To address this problem, we pro- 123

pose LIBRA, which brings a methodology and 21 124

tasks for a long context understanding evaluation 125

in Russian. 126

3 LIBRA 127

3.1 Benchmark Overview 128

In this section, we introduce LIBRA (Long Input 129

Benchmark for Russian Analysis), a new bench- 130

mark for long context understanding in Russian, 131

which includes 21 tasks for LLM evaluation. LI- 132

BRA aims to evaluate a large scope of LLMs, in- 133

cluding pretrain models and models with super- 134

vised finetuning (SFT) with any system prompt 135

that can be picked up. 136

The main purpose of the benchmark is to create a 137

reliable instrument for the long context understand- 138

ing evaluation, enabling the study of the model’s 139

ability to solve various tasks of different complex- 140

ity with respect to the input context length. For 141

this purpose, all tasks in the LIBRA benchmark are 142

divided into 4 complexity groups, and the datasets 143

have several subsets of various context lengths rang- 144

ing from 4k up to 128k tokens6. The latter makes 145

it possible to explore the influence of the context 146

length on the model results. 147

3.2 Complexity group description 148

In this section, we describe each of the complexity 149

groups of tasks. 150

The first complexity group (I) consists of tasks 151

that require finding a short text fragment in long tex- 152

tual paragraphs containing irrelevant information. 153

This group includes Passkey and PasskeyWithLi- 154

brusec datasets. 155

The second complexity group (II) includes 156

tasks that require answering the question based 157

on a relevant context. The following types of tasks 158

are related to this group: question answering (QA) 159

such as MatreshkaNames, MatreshkaYesNo, Li- 160

brusecHistory, ruTREC, ruSciFi, ruSciAbstractRe- 161

6See explanation on token length calculation in Section 3.3
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Task Name Data Origin Skills Metric Dataset Size

I Passkey Translated Reasoning EM 1200
PasskeyWithLibrusec New Reasoning EM 1200

II
MatreshkaNames New Dialogue Context, Reasoning EM 900
MatreshkaYesNo New Dialogue Context, Reasoning EM 1799
LibrusecHistory New Reasoning EM 128
ruTREC Translated Reasoning EM 300
ruSciFi Translated World Knowledge, Reasoning EM 64
ruSciAbstractRetrieval New Reasoning EM 1240
ruTPO Translated Exam, Reasoning EM 251
ruQuALITY Translated Reasoning EM 202

II
I

LongContextMultiQ New Reasoning EM 1200
LibrusecMHQA New Reasoning EM 384
ru2WikiMultihopQA Translated Reasoning EM 300
ruBABILongQA1 Adapted Reasoning EM 600
ruBABILongQA2 Adapted Reasoning EM 600
ruBABILongQA3 Adapted Reasoning EM 600
ruBABILongQA4 Adapted Reasoning EM 600
ruBABILongQA5 Adapted Reasoning EM 600

IV

ruSciPassageCount New Reasoning EM 600
ruQasper Translated Reasoning F1 203
ruGSM100 Translated Math, Logic EM 100

Table 1: The LIBRA tasks outline. The numbers I, II, III, and IV in the left column indicate the complexity group
of the tasks described in Subsection 3.2. The Skills column defines the skills to be tested on a specific task. Data
Origin discloses the source of the dataset. The Dataset Size column shows the number of items in the whole
dataset.

trieval and multiple choice QA tasks, which are162

presented by ruTPO and ruQuALITY.163

The natural development of tasks from the sec-164

ond class of complexity are tasks with questions,165

the answers to which are not explicitly contained166

in the text but require the analysis of fragments of167

input data and the generation of an answer based168

on it. Such tasks in our classification belong to the169

third complexity group (III) and represent a multi-170

hop question answering (MHQA) type. This group171

includes the following tasks: ruBABILongQA1,172

ruBABILongQA2, ruBABILongQA3, ruBABI-173

LongQA4, ruBABILongQA5, LongContextMul-174

tiQ, LibrusecMHQA and ru2WikiMultihopQA.175

Finally, to the fourth complexity group (IV)176

belongs to the tasks that require understanding177

the whole context, solving mathematical problems,178

and QA tasks within complex domains. This179

group includes ruSciPassageCount, ruGSM100 and180

ruQasper datasets.181

It should also be mentioned that we do not in-182

clude code generation and analysis tasks in LIBRA183

as most of the software code in the world is written184

in languages based on English.185

3.3 Context Length Estimation186

In the LIBRA benchmark, we divide all datasets187

into subsets of various context lengths. We mea-188

sure context length in tokens; however, it may vary 189

across different models and tokenizers. In our work, 190

we used the fertility of tokenizers to distribute sam- 191

ples across different context lengths, which indi- 192

cates the average number of tokens in which one 193

word is tokenized. Thus, the average length in to- 194

kens for the text can be approximated by the num- 195

ber of words multiplied by the fertility number. 196

For the fertility approximation, we calculate the 197

average fertility of the classic LLM tokenizers, 198

which we further evaluate as baselines (see Subsec- 199

tion 4.1 for model description) on a complete list 200

of datasets. The fertility of each model is shown 201

in Table 2. The average fertility is 2.8. However, 202

we decided to choose it with a margin so that the 203

multilingual model with the highest fertility can be 204

tested on the entire benchmark. As a result, we set 205

the standard fertility to 3. 206

Finally, using the selected fertility value, we di- 207

vided all datasets into subsets of various context 208

lengths ranging from 4k to 128k tokens. The result- 209

ing dataset sizes and the average sample context 210

lengths are given in Table 3. 211

3.4 Datasets 212

This section describes the datasets and data col- 213

lection process in detail. We decided to create a 214

combined benchmark that will include 1) transla- 215

3



Model Name Fertility

GLM4-9B-Chat 2.15
Saiga-LLaMA-3-8B 2.40
LLaMA-3-8B 2.40
LLaMA-3-8B-Instruct 2.40
LLaMA-2-7B-32K 2.83
LongAlpaca-7B 2.83
LongChat-7B-v1.5-32k 2.83
Mistral-7B-v0.1 3.08
Mistral-7B-v0.3 3.08
Mistral-7B-Instruct-v0.3 3.08
ChatGLM2-6B-32k 3.50

Table 2: The table presents the average model’s fertility.
Model Name shows the name of a model. The Fertility
shows the fertility.

tions of English datasets by using Google translator216

API7, 2) adaptations to long input tasks in Russian217

and 3) entirely new datasets based on open data.218

We decided not to generate samples using LLMs219

and instead used annotators to mark up the samples.220

This helps reduce bias from using models like GPT-221

4, which are also part of the assessment. However,222

it does have some drawbacks, as full annotation223

can be costly and time-consuming in certain cases.224

The exact dataset format can be found in Ap-225

pendix B.226

Passkey The Passkey is a synthetic QA227

dataset based on original passkey dataset228

from LongLLaMA’s GitHub repository8. The229

main idea of the task is to extract a relevant piece230

of code number from a long text fragment that231

was created by repeating short sentence template232

containing noise. The model must find this code233

among the irrelevant information.234

PasskeyWithLibrusec The PasskeyWithLibrusec235

is a more complicated version of Passkey QA236

dataset, in which we use randomly selected texts237

from the Librusec dataset as noise to make this238

dataset more difficult for LLMs.239

ruGSM100 The ruGSM100 dataset is a translation240

of gsm1009 one from L-Eval. It contains 100 math241

problems to be solved using Chain-of-Thought in242

a few-shot mode. This dataset aims to evaluate the243

model’s reasoning and logical skills in maths. The244

context for all tasks is a prompt of 16 examples245

with problem descriptions and answers.246

ru2WikiMultihopQA The ru2WikiMultihopQA247

was created by translating the dataset 2WikiMulti-248

7https://pypi.org/project/googletrans/
8https://github.com/CStanKonrad/long_llama/blob/main/

examples/passkey.py
9https://huggingface.co/datasets/L4NLP/LEval/

viewer/gsm100

hopQA10 from LongBench, which consists of se- 249

lected samples with a long context from the origi- 250

nal multi-hop QA dataset 2WikiMultihopQA (Ho 251

et al., 2020). This Wikipedia-based dataset tests 252

reasoning skills by requiring a model to combine 253

information from multiple texts to answer a ques- 254

tion. The format of this dataset, which consists of 255

up to 5-hop questions, makes it difficult for LLMs. 256

ruQasper The ruQasper was created by translating 257

the Qasper11 dataset from LongBench, which con- 258

sists of selected samples with a long context from 259

the original questions answering dataset over aca- 260

demic research papers called Qasper (Dasigi et al., 261

2021). The goal of the task is to find the answer 262

to the question in one of the parts of the article. 263

The context for samples is drawn from scientific 264

articles to make the task more difficult. 265

ruTREC The ruTREC was created by translating 266

the TREC12 from LongBench. The dataset consists 267

of selected samples with a long context from the 268

original TREC (Li and Roth, 2002). This dataset 269

is a type of few-shot in-context learning, in which 270

the model is given several examples to understand 271

the context, and then it has to answer which topic 272

the question relates to. 273

ruQuALITY The ruQuALITY was created by 274

translating QuALITY13 from L-Eval, which con- 275

sists of selected samples with a long context from 276

the original multiple choice QA dataset called 277

QuALITY (Pang et al., 2021). The model must 278

find relevant information in the text and answer by 279

choosing one of the four suggested options. 280

ruTPO The ruTPO was created by translating 281

TPO14 from L-Eval. The original dataset in the 282

L-Eval benchmark consists of 15 samples, that are 283

sourced from the TOEFL Practice Online and the 284

dataset TOEFL-QA (Tseng et al., 2016). The TPO 285

is a multiple-choice QA dataset, and, therefore, the 286

model must find relevant information in the text 287

and answer by choosing one of the four suggested 288

options. 289

ruSciFi The ruSciFi was created by translating 290

10https://huggingface.co/datasets/THUDM/LongBench/
viewer/2wikimqa_e

11https://huggingface.co/datasets/THUDM/LongBench/
viewer/qasper_e

12https://huggingface.co/datasets/THUDM/LongBench/
viewer/trec_e

13https://huggingface.co/datasets/L4NLP/LEval/
viewer/quality

14https://huggingface.co/datasets/L4NLP/LEval/viewer/tpo
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Dataset Name 4k 8k 16k 32k 64k 128k
size / avg len size / avg len size/ avg len size / avg len size / avg len size / avg len

I Passkey 200 / 2790 200 / 5450 200 / 10996 200 / 21730 200 / 43391 200 / 87974
PasskeyWithLibrusec 200 / 2705 200 / 5563 200 / 10835 200 / 22215 200 / 44682 200 / 88189

II

MatreshkaNames 150 / 3190 150 / 6314 150 / 12128 150 / 24168 150 / 48184 150 / 96135
MatreshkaYesNo 299 / 3200 300 / 6317 300 / 12134 300 / 24173 300 / 48189 300 / 96142
LibrusecHistory - 32 / 4515 32 / 9003 32 / 17976 32 / 35924 -
ruTREC 32 / 2870 50 / 6292 91 / 11886 122 / 22357 - -
ruSciFi - - - 36 / 19397 28 / 40065 -
ruSciAbstractRetrieval 210 / 3264 210 / 7260 210 / 15245 210 / 31231 200 / 63594 200 / 127777
ruTPO - 251 / 7651 - - - -
ruQuALITY - 41 / 6380 161 / 12387 - - -

II
I

LongContextMultiQ 200 / 2940 200 / 6360 200 / 12240 200 / 26572 200 / 37482 200 / 68239
LibrusecMHQA - 384 / 4574 - - - -
ru2WikiMultihopQA - 49 / 6378 128 / 11633 123 / 25523 - -
ruBABILongQA1 100 / 4002 100 / 8001 100 / 16002 100 / 32001 100 / 64002 100 / 128001
ruBABILongQA2 100 / 4002 100 / 8001 100 / 16002 100 / 32001 100 / 64002 100 / 128001
ruBABILongQA3 100 / 4011 100 / 8010 100 / 16011 100 / 32010 100 / 64011 100 / 128010
ruBABILongQA4 100 / 4014 100 / 8013 100 / 16014 100 / 32013 100 / 64014 100 / 128013
ruBABILongQA5 100 / 4006 100 / 8005 100 / 16006 100 / 32005 100 / 64006 100 / 128005

IV

ruSciPassageCount 100 / 3528 100 / 7128 100 / 13616 100 / 27160 100 / 53108 100 / 105949
ruQasper - 48 / 5768 134 / 11071 21 / 25185 - -
ruGSM100 - - 100 / 9083 - - -

Table 3: Sizes and average sample lengths for the task subsets of various context lengths. Dataset Name shows the
name of the dataset. The columns 4k, 8k, 16k, 32k, 64k, 128k show the number of samples and average sample
lengths in tokens for the corresponding context length.

SciFi15 from L-Eval, which consists of selected291

samples with a long context from the original SF-292

Gram16 dataset, that contains thousands of science-293

fiction books, novels and movie information. The294

dataset aims to test the model’s ability to follow295

contextual knowledge instead of parametric knowl-296

edge gained at the pretraining stage. The model297

needs to answer whether the information provided298

is true or false based on the information from the299

context and true or false based on the general world300

knowledge.301

MatreshkaNames To create this dataset, we uti-302

lized two sets: Matreshka17 and a Russian names18303

dataset. The Matreshka dataset comprises brief in-304

teractions involving “user” and “bot” roles, along305

with a brief description of the topic being discussed306

by each participant. To form longer contextual307

samples, we combined multiple interactions and308

replaced the names “user” and “bot” with the pull309

of names taken from the dataset of Russian names.310

Subsequently, we randomly selected a topic from311

the combined interactions and the name of the per-312

son discussing that topic. The dataset requires the313

15https://huggingface.co/datasets/L4NLP/LEval/viewer/
sci_fi

16https://github.com/nschaetti/SFGram-dataset
17https://huggingface.co/datasets/zjkarina/matreshka
18https://www.kaggle.com/datasets/rai220/russian-cyrillic-

names-and-sex/data

model to identify the individual who discussed the 314

selected topic. 315

MatreshkaYesNo The MatreshkaYesNo is based 316

on the two datasets: Matreshka and Russian names, 317

similar to the MatreshkaNames dataset. Instead 318

of predicting names in the MatreshkaNames, the 319

model is supposed to indicate whether this topic 320

was mentioned in the dialog. The dataset is bal- 321

anced across answers. 322

LongContextMultiQ The LongContextMultiQ is 323

a multi-hop QA long context dataset for Russian 324

that is based on data used for the MultiQ (Takta- 325

sheva et al., 2022)19 dataset creation. The original 326

MultiQ dataset is created by multi-hop dataset gen- 327

eration based on Wikidata20 and Wikipedia, and 328

consists of samples with different length. We se- 329

lected 200 samples from these generated sources 330

with a long context for each context length. 331

ruBABILong We adapted the methodology 332

from (Kuratov et al., 2024) to create the Russian 333

Benchmark for Artificial Intelligence for Long 334

(ruBABILong)-context evaluation. It contains five 335

long-context reasoning tasks for QA using facts 336

hidden among distractor facts and irrelevant back- 337

19https://huggingface.co/datasets/ai-forever/MERA/
viewer/multiq

20https://www.wikidata.org/wiki/Wikidata:Introduction
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ground text. The ruBABILongQA1 task requires338

answering a question about a person’s location339

using a single supporting fact. The ruBABI-340

LongQA2 and ruBABILongQA3 tasks introduce341

the challenge of differentiating subjects and objects,342

utilizing two and three supporting facts, respec-343

tively. The ruBABILongQA4 task tackles spatial344

reasoning through two-argument relations, while345

the ruBABILongQA5 task involves tracking mul-346

tiple objects to solve the three-argument relation347

problem. Each task contains 100 samples, scaled to348

six sequence lengths from 4k to 128k. We obtained349

the task facts by translating the bAbI dataset (We-350

ston et al., 2016), while the background texts were351

sampled using books from Librusec.352

LibrusecHistory This dataset was created in353

question-answering (QA) format using Librusec21.354

Each sample in the LibrusecHistory dataset in-355

cludes a text paragraph and a corresponding ques-356

tion. To create tasks with different input lengths,357

we initially selected large texts from various books358

in different domains and styles, divided them into359

fragments of several thousand tokens, and cre-360

ated the annotation (see Appendix A). These frag-361

ments and their respective questions and answers362

became the dataset’s samples. Longer samples,363

with lengths up to 64,000 tokens, were created by364

supplementing these fragments with neighboring365

paragraphs from the original large text on both366

sides, resulting in longer inputs for the task.367

LibrusecMHQA This dataset was created in multi-368

hop Question Answering (QA) format, also us-369

ing Librusec as a LibrusecHistory. The main dif-370

ference between these datasets is that in the Li-371

brusecMHQA dataset, the necessary information372

for the answer is distributed in several parts of373

the context, making the task more difficult and al-374

lowing us to evaluate the model’s reasoning skills375

better. The generation procedure for samples of376

different lengths remains the same.377

ruSciAbstractRetrieval The ruSciAbstractRe-378

trieval is a QA dataset ideologically similiar to the379

PassageRetrieval (Bai et al., 2023)22 dataset from380

LongBench, that aims to evaluate model’s reason-381

ing skills. Each element of the dataset consists of382

a summary description of the topic and a set text383

paragraphs created from abstracts of scientific arti-384

21https://huggingface.co/datasets/IlyaGusev/librusec
22https://huggingface.co/datasets/THUDM/LongBench/

viewer/passage_retrieval_en

cles from ruSciBench23. The goal is to identify the 385

paragraph where the specified topic is discussed. 386

To create this dataset, we randomly choose some 387

abstracts and generate descriptions of their topics 388

using human annotators to acquire targets. 389

ruSciPassageCount The ruSciPassageCount 390

dataset uses the basic idea of the original Pas- 391

sageCount24 from LongBench. This QA dataset 392

requires the model to use the full context to solve 393

the problem. To generate the data, we randomly 394

select abstracts from the ruSciBench dataset. We 395

then choose a number of repeats and an ID for the 396

paragraph to repeat. Next, we add the remaining 397

non-repeated paragraphs to the repeated paragraph 398

until we reach the desired context length. The 399

resulting sequence of paragraphs is randomly 400

shuffled. The ground truth for each sample is the 401

number of unique paragraphs. 402

4 Evaluation Methodology 403

4.1 Baseline models 404

We evaluate 12 popular LLMs that feature long 405

context capability, including GPT-4o25, GLM4- 406

9B-Chat (Zeng et al., 2022)26, ChatGLM2-6B- 407

32k (Zeng et al., 2022)27, Saiga-LLaMA-3-8B28, 408

LLaMA-3-8B29, LLaMA-3-8B-Instruct30, 409

LLaMA-2-7B-32K31, LongAlpaca-7B32, 410

LongChat-7B-v1.5-32k, Mistral-7B-v0.133, 411

Mistral-7B-v0.334, Mistral-7B-Instruct-v0.335. A 412

detailed information about the baseline models is 413

given in Appendix C. 414

4.2 Experimental setup 415

Since the tasks themselves are long, in order not to 416

go beyond the context window we fixed the evalua- 417

23https://huggingface.co/datasets/mlsa-iai-msu-
lab/ru_sci_bench

24https://huggingface.co/datasets/THUDM/LongBench/
viewer/passage_count

25Due to resource constraints, we evaluated GPT-4o on only
10% of each dataset of our benchmark, including each context
length. Therefore, the results may not be precise.

26https://huggingface.co/THUDM/glm-4-9b-chat
27https://huggingface.co/THUDM/chatglm2-6b-32k
28https://huggingface.co/IlyaGusev/saiga_llama3_8b
29https://huggingface.co/meta-llama/Meta-Llama-3-8B
30https://huggingface.co/meta-llama/Meta-Llama-3-8B-

Instruct
31https://huggingface.co/togethercomputer/LLaMA-2-7B-

32K
32https://huggingface.co/Yukang/LongAlpaca-7B
33https://huggingface.co/mistralai/Mistral-7B-v0.1
34https://huggingface.co/mistralai/Mistral-7B-v0.3
35https://huggingface.co/mistralai/Mistral-7B-Instruct-

v0.3
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tion of tasks in zero-shot, except for tasks ruTREC418

and ruGSM100 in which the few-shot examples419

provided as a part of long context input. When420

the input length of the sample surpasses the max-421

imum model context length, we truncate the in-422

put sequence from the right. The baselines were423

evaluated with greedy decoding (temperature= 1.0,424

num_beams = 1, do_sample = False) for repro-425

ducibility.426

For each task, we fixed a natural language427

prompt unified for all the models (see Appendix B428

for the exact formulation). The prompts were es-429

timated from an empirical analysis of the tasks430

through a series of experiments. However, it should431

be noted that further study of this subject is still432

required.433

We run all the experiments on a double NVIDIA434

A100 GPU.435

5 Results436

The baseline results with respect to context length437

are shown in Table 4 and with respect to tasks438

are shown in Tables 5, 6, 7. Detailed results for439

each model are given in Appendix D. Based on440

the obtained results we can draw the following441

conclusions for each group of tasks.442

Group I The tasks from this group are rela-443

tively simple, and almost all models pass them444

well within their maximum input length. The only445

exception is the LongAlpaca-7B model.446

Group II MatreshkaYesNo, turns out to be the447

most straightforward task in the group, which448

all models cope with naturally. The ruTPO and449

ruQuALITY tasks are of medium complexity; sev-450

eral models achieved good scores in them.451

The classic QA task LibrusecHistory is effec-452

tively handled by modern models; however, the453

quality decreases with the input length increase454

(e.g. for ruSciAbstractRetrieval). Nevertheless, in455

some cases, a larger context is advantageous, as456

seen in ruTREC, where increasing the input length457

helps the model handle the task better because this458

task is designed in a few-shot format.459

The most complex tasks in this group can be con-460

sidered MatreshkaNames and ruSciFi. For the first,461

several models (e.g., ChatGLM2-6B-32k, LLaMA-462

2-7B-32K, and LongAlpaca-7B) show low results463

for any input length. ruSciFi with a 64K con-464

text is beyond the capabilities of most models. At465

the same time, the strongest models (GPT-4o and466

GLM4-9B-Chat) not only show promising results467

but also improve the score with the length increase. 468

Group III For tasks from ruBABILong, an in- 469

crease in context leads to worse results. ruBABI- 470

LongQA2 and ruBABILongQA3 turn out to be 471

significantly more complex than others, which co- 472

incides with results from (Kuratov et al., 2024). 473

The length of the context plays a significant role; 474

with its growth, the quality immediately begins to 475

decline for all but the strongest models. 476

LibrusecMHQA turns out to be a complex 477

dataset; the maximum quality of the models for 478

solving this problem is only 50 for 8k tokens. 479

Group IV ruSciPassageCount is the most diffi- 480

cult task created from scratch. All models except 481

GPT-4o handle it poorly, even with a 4K input 482

length; the result’s sensitivity to the context’s size 483

is high. Besides, all open models fail to cope with 484

ruQasper for complex tasks and domains. A sim- 485

ilar result is obtained when measuring the qual- 486

ity of solutions to mathematical problems from 487

ruGSM100. Our conclusions are similar to those 488

obtained in (An et al., 2023); the only exception is 489

the LLaMA-2 family of models, which performs 490

worse in our experiments, most likely due to trans- 491

lating tasks into the less familiar Russian language. 492

Overlall, SFT models perform better than the 493

pretrain once. In most cases, an increase in the 494

input length negatively affects the capabilities of all 495

models. The results indicate that our prior division 496

of tasks into groups is highly correlated with their 497

complexity. 498

6 Conclusion 499

The rapid development of LLMs has posed new 500

challenges for evaluating their ability to process 501

long texts. To address this problem, we have intro- 502

duced LIBRA (Long Input Benchmark for Russian 503

Analysis). This benchmark evaluates LLM long 504

context understanding abilities through 21 long- 505

context textual tasks. The tasks enable model eval- 506

uation across various context lengths ranging from 507

4k to 128k tokens based on the analysis of dataset 508

context lengths of the models’ tokenizers. Our 509

contribution encompasses a benchmark methodol- 510

ogy with open-sourced datasets of different lengths 511

and domains, a codebase for model evaluation, and 512

baseline solution scoring. The datasets are pub- 513

lished under the MIT license, and the leaderboard 514

is publicly accessible on HuggingFace36. 515

36The link has been removed to maintain anonymity during
the review period.
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Model Name 4k 8k 16k 32k 64k 128k Overall

GPT-4o 73.3 73.1 73.5 62.0 65.3 54.8 70.2
GLM4-9B-Chat 61.5 59.8 53.4 50.6 48.7 43.8 52.3
Mistral-7B-Instruct-v0.3 48.3 44.7 37.3 32.3 - - 29.9
Mistral-7B-v0.3 46.6 42.9 37.9 32.8 - - 27.4
LLaMA-2-7B-32K 45.2 43.7 36.6 33.0 - - 27.1
LongChat-7B-v1.5-32k 38.7 36.0 30.4 24.5 - - 22.1
ChatGLM2-6B-32k 28.6 24.9 22.5 14.5 - - 15.7
LongAlpaca 26.0 22.3 18.8 13.8 - - 13.7
LLaMA-3-8B-Instruct 58.1 56.9 - - - - 21.9
Saiga-LLaMA-3-8B 58.7 55.0 - - - - 21.0
LLaMA-3-8B 54.6 49.4 - - - - 18.4
Mistral-7B-v0.1 47.2 42.8 - - - - 17.3

Table 4: The table presents the model evaluation scores for different context lengths. Model Name shows the name
of the model. The columns 4k, 8k, 16k, 32k, 64k, 128k present evaluation scores averaged over all tasks. The
Overall score is obtained by averaging the results over all lengths. The best score is put in bold, the second best is
underlined.

Model Name Passkey MatreshkaYesNo MatreshkaNames PasskeyWithLibrusec LibrusecHistory ruGSM100 ruSciPassageCount ru2WikiMultihopQA

GPT-4o 100.0 80.0 51.7 100.0 97.5 100.0 35.0 76.7
GLM4-9B-Chat 100.0 68.0 47.3 100.0 82.0 8.0 7.5 48.8
Mistral-7B-Instruct-v0.3 66.7 35.3 16.3 66.6 50.8 11.0 8.2 43.2
Mistral-7B-v0.3 66.7 32.0 10.0 66.7 68.0 9.0 0.0 41.0
LLaMA-2-7B-32K 66.7 33.4 3.4 65.5 40.6 7.0 4.7 37.2
LongChat-7B-v1.5-32k 66.5 33.4 5.9 66.0 26.6 5.0 4.8 35.2
ChatGLM2-6B-32k 63.7 33.4 1.3 65.0 8.6 5.0 3.7 17.5
LongAlpaca 42.4 30.5 0.4 40.6 13.3 2.0 3.8 30.3
LLaMA-3-8B-Instruct 33.3 27.3 16.6 33.3 22.7 0.0 6.5 17.7
Saiga-LLaMA-3-8B 33.3 28.0 15.6 33.2 24.2 0.0 3.8 17.7
LLaMA-3-8B 33.3 20.2 10.0 33.3 22.7 0.0 3.3 18.4
Mistral-7B-v0.1 35.0 16.8 8.1 38.3 23.4 13.0 1.3 23.0

Table 5: The table presents the evaluation results. Model Name shows the name of the model. The score for each
task is averaged by the context length. The best score is put in bold, the second best is underlined.

Model Name LongContextMultiQ ruSciAbstractRetrieval ruTREC ruSciFi LibrusecMHQA ruBABILongQA1 ruBABILongQA2 ruBABILongQA3

GPT-4o 36.7 76.9 75.0 75.0 50.0 78.3 36.7 21.4
GLM4-9B-Chat 7.8 77.8 69.9 40.9 44.5 54.1 29.8 22.3
Mistral-7B-Instruct-v0.3 4.8 43.6 42.5 15.3 33.6 14.3 2.8 6.0
Mistral-7B-v0.3 5.2 30.5 5.4 0.0 39.1 37.3 16.7 15.7
LLaMA-2-7B-32K 7.9 39.1 23.8 5.6 27.6 40.3 16.6 16.3
LongChat-7B-v1.5-32k 3.2 41.1 7.4 2.8 24.7 17.5 7.2 4.0
ChatGLM2-6B-32k 1.2 13.6 4.5 0.0 6.8 12.2 1.5 2.5
LongAlpaca 0.8 23.5 0.5 1.4 7.8 3.8 0.3 3.5
LLaMA-3-8B-Instruct 4.9 31.4 27.4 0.0 46.1 23.7 4.1 4.5
Saiga-LLaMA-3-8B 4.8 31.7 26.3 0.0 45.1 25.4 4.4 6.1
LLaMA-3-8B 7.0 30.9 19.0 0.0 41.4 20.8 7.7 9.1
Mistral-7B-v0.1 4.4 28.5 4.0 1.4 34.1 21.0 7.7 9.0

Table 6: The table presents the evaluation results. Model Name shows the name of the model. The score for each
task is averaged by the context length. The best score is bold, the second best is underlined.

Model Name ruBABILongQA4 ruBABILongQA5 ruQuALITY ruTPO ruQasper Overall

GPT-4o 79.0 90.0 83.3 100.0 31.7 70.2
GLM4-9B-Chat 52.8 70.3 74.1 86.9 5.0 52.3
Mistral-7B-Instruct-v0.3 27.6 37.6 30.6 66.4 5.4 29.9
Mistral-7B-v0.3 23.6 47.1 15.2 39.7 5.8 27.4
LLaMA-2-7B-32K 16.7 43.0 15.5 54.3 4.7 27.1
LongChat-7B-v1.5-32k 12.7 33.3 23.1 39.6 5.0 22.1
ChatGLM2-6B-32k 0.6 8.8 49.2 29.0 2.6 15.7
LongAlpaca 0.2 29.4 44.0 6.8 2.0 13.7
LLaMA-3-8B-Instruct 19.6 25.3 34.6 78.1 2.2 21.9
Saiga-LLaMA-3-8B 20.3 25.2 17.9 75.7 2.5 21.0
LLaMA-3-8B 19.1 22.6 8.5 58.2 2.2 18.5
Mistral-7B-v0.1 12.4 23.2 17.3 39.6 2.5 17.3

Table 7: The table presents the evaluation results. Model Name shows the name of the model. The score for each
task is averaged by the context length. The Overall score is obtained by averaging the results over each task. The
best score is put in bold, the second best is underlined.
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Limitations516

Although the LIBRA was created to solve the ab-517

sence of the long context benchmark for Russian518

and provides significant advancements in evaluat-519

ing language models with long contexts, it still has520

a number of limitations that need to be acknowl-521

edged.522

Data Representation. The texts included in the523

benchmark are gathered from specific domains,524

which might not cover the full range of Russian525

language usage. This can raise concerns about data526

privacy, representation, and potential biases within527

the benchmark. It is important to consider that di-528

alects, regional variations, and sociolects may not529

be adequately represented, potentially leading to bi-530

ased performance metrics. As a result, models may531

excel in benchmark tasks but struggle with texts532

outside these domains, limiting their generalization533

ability. The corpus used for the benchmark may be-534

come outdated over time. New words, phrases, and535

usage patterns could emerge, making the bench-536

mark less relevant for future model evaluations.537

Methodology limitations. When creating the538

datasets, we hypothesized that synthetically aug-539

mentation of the context length of the datasets,540

such as LibrusecHistory, would not affect the re-541

sults. Our experiments show that these tasks are542

pretty challenging for many models. We made this543

methodological assumption due to the limitations544

of human data annotation; it is difficult for peo-545

ple to read large texts and concentrate enough to546

create questions and search for information within547

them. This data creation method may result in548

task errors, particularly when a newly extended549

text fragment contains conflicting information that550

could impact the answer. However, we found this551

approach acceptable due to the increased speed and552

cost-effectiveness.553

The current methodology also restricts the num-554

ber of tasks, and many of them are translated only555

due to the high cost of data creation.556

Length context. The benchmark focuses on eval-557

uating long contexts, but the definition of “long558

context” can differ based on the application and559

the model. The chosen context lengths may not560

be ideal for all usage scenarios, and models could561

exhibit varying performance. In this paper, we have562

measured the average fertility of baseline model563

tokenizers on a full list of datasets from our bench-564

mark to sample different contexts and analyzed the565

models’ results on our datasets across various con- 566

text lengths. LMs with more parameters may inher- 567

ently perform better, but this does not necessarily 568

reflect improvements in long context understand- 569

ing. 570

Data leakage is a critical concern for modern 571

benchmarks because current models are trained on 572

a significant amount of text from the Internet. Long 573

context benchmarks are particularly risky, as their 574

texts are based on web sources and books. This 575

could potentially lead to data leakage and inaccu- 576

rate evaluation. However, creating original long 577

texts from scratch not found on the web is excep- 578

tionally costly. As a result, we use open sources to 579

develop our benchmark, acknowledging the poten- 580

tial risks. Nevertheless, we firmly believe this will 581

make a valuable contribution to the Russian com- 582

munity, as no long context datasets are currently 583

available. 584

Ethical Considerations. The data used in the 585

benchmark was created from open data sources. 586

When annotating the data, we obtained transparent 587

permission from all users and made efforts to main- 588

tain the confidentiality and anonymity of partici- 589

pants. As the benchmark develops, ongoing efforts 590

are required to identify and minimize biases in the 591

benchmark datasets and evaluation metrics. The 592

benchmark does not currently contain the datasets 593

covering the ethical or AI safety skill evaluation, 594

but this is a space for future work. 595
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Appendix741

A Data Annotation Details742

The datasets LibrusecHistory, LibrusecMHQA, and743

ruSciAbstractRetrieval were created via the crowd-744

sourced platform.745

In the LibrusecHistory, annotators were in-746

structed to read a lengthy text and generate four747

questions based on the text and answer them.748

Guidelines were provided regarding the type of749

questions to ask: 1) Questions should be answer-750

able using information present in the text 2) The751

questions must not be about widely known infor-752

mation but should be related to the text 3) Ques-753

tions can cover various aspects such as character754

actions, appearance, thoughts, events, and scene755

descriptions 4) Logical deductions are not required756

to answer the questions 5) Each question should757

have a single, clear, unambiguous answer from the758

text.759

The design of the dataset LibrusecMHQA760

project follows a similar structure to LibrusecHis-761

tory, but the question criteria were more complex.762

In this dataset, the questions were answered by763

expert editors rather than through crowd-sourcing.764

The main distinction in the criteria for annotators765

is the multi-hop questions, where simply reading766

the sentence containing the answer is insufficient.767

Instead, reading at least a paragraph of 2-5 sen-768

tences, or the entire relevant fragment, is necessary769

to gather information and generate a complete an-770

swer.771

The ruSciAbstractRetrieval was collected by772

crowd-sourced annotators. These annotators were773

asked to read a long text annotation and briefly774

describe the contents. The criteria for the descrip-775

tion were as follows: 1) The description must start776

with the word “Describes”. 2) It must be a single 777

sentence, which can be complex. 3) The descrip- 778

tion should not exceed 30 words, including con- 779

junctions, particles, and prepositions. 4) It should 780

include the main general ideas identified in the ab- 781

stract but should not include details. 782

Training examples were available for all projects. 783

The contributions of human annotators are amassed 784

and stored in a manner that ensures anonymity. 785

The average hourly compensation exceeds the min- 786

imum wage per hour in Russia. Each annotator is 787

informed about topics that may be sensitive in the 788

data, such as politics, societal minorities, and reli- 789

gion. Table 8 summarizes general details concern- 790

ing the creation of the datasets via crowd-source 791

on ABC37 data labeling platform. 792

B Dataset Examples 793

This section provides examples of the task format 794

for the benchmark datasets. The exact prompts 795

for the benchmark are not fixed. Here we provide 796

prompts used in our experiments38. 797

798

Passkey: You are provided with a long text 799

that contains the access key. Just remember the 800

access key. 801

Context: {context} 802

You only need to specify the access key in the 803

response. 804

Question: {input} 805

Answer: 806

807

PasskeyWithLibrusec: You are provided 808

with a long text that contains the access key. Just 809

remember the access key. 810

Context: {context} 811

You only need to specify the access key in the 812

response. 813

Question: {input} 814

Answer: 815

816

MatreshkaNames: You are provided with 817

several dialogues. Remember the names of the 818

people and the topics they talked about. 819

Context: {context} 820

37https://elementary.activebc.ru
38All examples are presented in English for transparency

and are given and are for illustrative purposes only to clarify
the idea of a given task. The examples are not necessarily a
direct translation of specific examples from the dataset. The
exact prompts in their original formulation in Russian can
be found in our repository [The link has been removed to
preserve anonymity during the review period].
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Task Name Total Pay Rate Example Number Overlap

LibrusecHistory 84$ 6.25$/hr 32 1
LibrusecMHQA 458$ 6.25$/hr 40 3
ruSciAbstractRetrieval 290$ 6.25$/hr 100 3

Table 8: The details of datasets collection. Total is the budget spent to annotate the tasks employed for metric
evaluation. Pay Rate is the hourly rate computed as a simple average of pay rates based on time spent annotating
one row and the reward for this row. Example Number refers to the total number of samples processed while
collecting or verifying the dataset. Overlap is the median number of votes per dataset sample averaged across all
annotation tasks for the same dataset (if more than 1 task is provided).

In the answer, specify only the name of the821

interlocutor who spoke on the topic from the next822

question.823

Question: {input}824

Answer:825

826

MatreshkaYesNo: You are provided with827

several dialogues. Remember the names of the828

topics that the interlocutors talked about.829

Context: {context}830

In the answer, you only need to specify ’Yes’ if831

there was such a topic and ’No’ if there was no832

such topic in the dialogues.833

Question: {input}834

Answer:835

836

LibrusecHistory: You are given a long text837

in which you need to find the answer to the838

question.839

Context: {context}840

Find the answer in the text to the following841

question.842

Question: {input}843

Answer:844

845

ruTREC: Define the type of question below.846

Here are some examples:847

Context: {context}848

Define the type of question below.849

Question: {input}850

Answer:851

852

ruSciFi: You are given a long text in which853

you need to find the answer to the question.854

Context: {context}855

You need to answer the following question with one856

of the options: ’False [in the real world: False]’,857

’True [in the real world: False]’, ’True [in the real858

world: True]’ or ’False [in the real world: True]’.859

Question: {input}860

Answer: 861

862

ruSciAbstractRetrieval: Below are a few 863

paragraphs. Determine which paragraph the short 864

description corresponds to. 865

Context: {context} 866

Determine which paragraph the short description 867

corresponds to. The response must contain the 868

paragraph number. 869

Question: {input} 870

Answer: 871

872

ruTPO: You are given a long text in which 873

you need to find the answer to the question. 874

Context: {context} 875

You will be given several answers to the question 876

in the text; choose only one correct one and specify 877

the letter A, B, C, or D. 878

Question: {input} 879

Answer: 880

881

ruQuALITY: You are given a long text in 882

which you need to find the answer to the question. 883

Context: {context} 884

You will be given several answers to the question 885

in the text; choose only one correct one. 886

Question: {input} 887

Answer: 888

889

LongContextMultiQ: You are given a long 890

text where you need to find the answer to the 891

question. 892

Context: {context} 893

Find the answer in the text to the following 894

question. 895

Question: {input} 896

Answer: 897

898

LibrusecMHQA: You are given a long text 899

where you need to find the answer. 900

12



Context: {context}901

Find the answer in the text to the following902

question.903

Question: {input}904

Answer:905

906

ru2WikiMultihopQA: The answer to the907

question is based on the above excerpts.908

Context: {context}909

Answer the question briefly, based on the above910

excerpts.911

Question: {input}912

Answer:913

914

ruBABILongQA1: I’m giving you a con-915

text with facts about the location of different916

people. You need to answer the question based917

only on information obtained from the facts. If the918

person was in different places, use the last location919

to answer the question.920

Context: {context}921

Answer the question as briefly as possible.922

Question: {input}923

Answer:924

925

ruBABILongQA2: I’m giving you a con-926

text with facts about the location and actions of927

different people. You need to answer the question928

based only on factual information. If a person took929

an item in one place and went to another, that item930

is also in the second place. If a person leaves an931

item in the first place and moves to the second932

place, the item remains in the first place.933

Context: {context}934

Answer the question as briefly as possible.935

Question: {input}936

Answer:937

938

ruBABILongQA3: I’m giving you a con-939

text with facts about the location and actions of940

different people. You need to answer the question941

based only on factual information. If a person942

took an item in one place and went to another, that943

item is also in the second place. If a person leaves944

an item in the first mets and moves to the second945

place, the item remains in the first place.946

Context: {context}947

Answer the question as briefly as possible.948

Question: {input}949

Answer:950

951

ruBABILongQA4: I’m giving you a con-952

text with facts about the location and actions of 953

different people. You need to answer the question 954

based only on factual information. 955

Context: {context} 956

Answer the question as briefly as possible. 957

Question: {input} 958

Answer: 959

960

ruBABILongQA5: I’m giving you a con- 961

text with facts about the location and actions of 962

different people. You need to answer the question 963

based only on factual information. 964

Context: {context} 965

Answer the question as briefly as possible. 966

Question: {input} 967

Answer: 968

969

ruSciPassageCount: Below are a few para- 970

graphs. Read them and determine the number of 971

unique paragraphs. 972

Context: {context} 973

Determine the number of unique paragraphs. The 974

answer must contain only one number. 975

Question: {input} 976

Answer: 977

978

ruQasper: You are provided with a scien- 979

tific article and a question. 980

Context: {context} 981

Answer the question as briefly as possible, using a 982

single phrase or sentence if possible. Don’t give 983

any explanations. 984

Question: {input} 985

Answer: 986

987

ruGSM100: Examples of mathematical problems 988

are given below. Think step by step and answer the 989

question. 990

Context: {context} 991

Think step by step and answer the question. 992

Question: {input} 993

Answer: 994

C Detailed Model Information 995

The baseline model specifics are presented in Ta- 996

ble 9. 997

D Detailed Model Results 998

This section presents the detailed results of model 999

evaluation. The results are shown for the follow- 1000

ing models: GPT-4o (Table 10), GLM4-9B-Chat 1001
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Model Name Type Parameters Max Context Length

GPT-4o Commercial - 128k
GLM4-9B-Chat Open-source 9B 128k
Mistral-7B-Instruct-v0.3 Open-source 7B 32k
Mistral-7B-v0.3 Open-source 7B 32k
LLaMA-2-7B-32K Open-source 7B 32k
LongChat-7B-v1.5-32k Open-source 7B 32k
ChatGLM2-6B-32k Open-source 6B 32k
LongAlpaca-7B Open-source 7B 32k
LLaMA-3-8B-Instruct Open-source 8B 8k
Saiga-LLaMA-3-8B Open-source 8B 8k
LLaMA-3-8B Open-source 8B 8k
Mistral-7B-v0.1 Open-source 7B 8k

Table 9: The models evaluated as baselines. Model Name shows the name of the model. The Max Context Length
shows maximal context lengths.

(Table 11), Mistral-7B-Instruct-v0.3 (Table 12),1002

Mistral-7B-v0.3 (Table 13), LLaMA-2-7B-32K1003

(Table 14), LongChat-7B-v1.5-32k (Table 15),1004

ChatGLM2-6B-32K (Table 16), LongAlpaca (Ta-1005

ble 17), LLaMA-3-8B-Instruct (Table 18), Saiga-1006

LLaMA-3-8B (Table 19), LLaMA-3-8B (Table1007

20) and Mistral-7B-v0.1 (Table 21).1008
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Dataset Name 4k 8k 16k 32k 64k 128k Overall

I Passkey 100.0 100.0 100.0 100.0 100.0 100.0 100.0
PasskeyWithLibrusec 100.0 100.0 100.0 100.0 100.0 100.0 100.0

II

MatreshkaNames 60.0 60.0 50.0 40.0 50.0 50.0 51.7
MatreshkaYesNo 80.0 60.0 100.0 80.0 70.0 90.0 80.0
LibrusecHistory - 100.0 100.0 100.0 90.0 - 97.5
ruTREC 60.0 80.0 90.0 70.0 - - 75.0
ruSciFi - - - 60.0 90.0 - 75.0
ruSciAbstractRetrieval 99.0 95.4 92.5 95.6 59.1 19.8 76.9
ruTPO - 100.0 - - - - 100.0
ruQuALITY - 80.0 86.7 - - - 83.3

II
I

LongContextMultiQ 30.0 100.0 70.0 0.0 10.0 10.0 36.7
LibrusecMHQA - 50.0 - - - - 50.0
ru2WikiMultihopQA - 80.0 80.0 70.0 - - 76.7
ruBABILongQA1 90.0 80.0 70.0 90.0 80.0 60.0 78.3
ruBABILongQA2 40.0 30.0 40.0 40.0 50.0 20.0 36.7
ruBABILongQA3 20.0 30.0 10.0 20.0 20.0 28.7 21.4
ruBABILongQA4 88.0 80.0 80.0 57.1 88.6 80.0 79.0
ruBABILongQA5 86.7 86.7 93.3 96.7 86.7 90.0 90.0

IV

ruSciPassageCount 100.0 50.0 30.0 0.0 20.0 10.0 35.0
ruQasper - 28.7 31.8 34.7 - - 31.7
ruGSM100 - - 100.0 - - - 100.0

Table 10: The table presents the evaluation results of GPT-4o. Dataset Name shows the name of the dataset. The
rows 4k, 8k, 16k, 32k, 64k, 128k show evaluation scores of datasets for each context length, respectively. The
Overall score is obtained by averaging the results over each length.

Dataset Name 4k 8k 16k 32k 64k 128k Overall

I Passkey 100.0 100.0 100.0 100.0 100.0 100.0 100.0
PasskeyWithLibrusec 100.0 100.0 100.0 100.0 100.0 100.0 100.0

II

MatreshkaNames 64.7 50.7 52.0 47.3 37.3 32.0 47.3
MatreshkaYesNo 79.3 75.0 71.3 67.0 59.7 56.0 68.0
LibrusecHistory - 84.4 84.4 84.4 75.0 - 82.0
ruTREC 56.8 70.0 75.8 77.0 - - 69.9
ruSciFi - - - 38.9 42.9 - 40.9
ruSciAbstractRetrieval 98.2 92.3 91.2 81.9 64.1 39.1 77.8
ruTPO - 86.9 - - - - 86.9
ruQuALITY - 82.9 65.2 - - - 74.1

II
I

LongContextMultiQ 5.5 26.5 3.5 0.5 0.5 10.0 7.8
LibrusecMHQA - 44.5 - - - - 44.5
ru2WikiMultihopQA - 55.1 55.5 35.8 - - 48.8
ruBABILongQA1 69.9 59.0 60.0 50.8 42.9 42.0 54.1
ruBABILongQA2 38.9 33.0 29.9 26.9 26.8 23.5 29.8
ruBABILongQA3 24.6 27.9 21.4 22.6 18.7 18.5 22.3
ruBABILongQA4 62.1 59.6 56.6 58.0 43.0 37.7 52.8
ruBABILongQA5 73.0 73.5 72.0 66.8 69.7 67.0 70.3

IV

ruSciPassageCount 27.0 8.0 9.0 0.0 1.0 0.0 7.5
ruQasper - 6.5 5.9 2.6 - - 5.0
ruGSM100 - - 8.0 - - - 8.0

Table 11: The table presents the evaluation results of GLM4-9B. Dataset Name shows the name of the dataset. The
rows 4k, 8k, 16k, 32k, 64k, 128k show evaluation scores of datasets for each context length, respectively. The
Overall score is obtained by averaging the results over each length.
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Dataset Name 4k 8k 16k 32k 64k 128k Overall

I Passkey 100.0 100.0 100.0 100.0 0.0 0.0 66.7
PasskeyWithLibrusec 100.0 100.0 100.0 99.5 0.0 0.0 66.6

II

MatreshkaNames 38.0 32.0 16.7 11.3 0.0 0.0 16.3
MatreshkaYesNo 56.5 50.7 54.7 50.0 0.0 0.0 35.3
LibrusecHistory - 71.9 62.5 68.8 0.0 - 50.8
ruTREC 56.8 38.0 40.7 34.4 - - 42.5
ruSciFi - - - 30.6 0.0 - 15.3
ruSciAbstractRetrieval 98.2 86.9 71.1 5.1 0.0 0.0 43.6
ruTPO - 66.4 - - - - 66.4
ruQuALITY - 38.2 23.0 - - - 30.6

II
I

LongContextMultiQ 3.5 22.0 3.5 0.0 0.0 0.0 4.8
LibrusecMHQA - 33.6 - - - - 33.6
ru2WikiMultihopQA - 55.1 46.9 27.6 - - 43.2
ruBABILongQA1 25.0 15.0 22.0 24.0 0.0 0.0 14.3
ruBABILongQA2 8.0 5.0 2.0 2.0 0.0 0.0 2.8
ruBABILongQA3 10.0 8.0 10.0 8.0 0.0 0.0 6.0
ruBABILongQA4 51.8 44.3 39.3 30.3 0.0 0.0 27.6
ruBABILongQA5 54.7 62.0 55.3 53.3 0.0 0.0 37.6

IV

ruSciPassageCount 26.0 14.0 7.0 2.0 0.0 0.0 8.2
ruQasper - 6.6 6.6 2.9 - - 5.4
ruGSM100 - - 11.0 - - - 11.0

Table 12: The table presents the evaluation results of Mistral-7B-v0.3-Instruct. Dataset Name shows the name
of the dataset. The rows 4k, 8k, 16k, 32k, 64k, 128k show evaluation scores of datasets for each context length,
respectively. The Overall score is obtained by averaging the results over each length.

Dataset Name 4k 8k 16k 32k 64k 128k Overall

I Passkey 100.0 100.0 100.0 100.0 0.0 0.0 66.7
PasskeyWithLibrusec 100.0 100.0 100.0 100.0 0.0 0.0 66.7

II

MatreshkaNames 28.7 16.0 10.7 4.7 0.0 0.0 10.0
MatreshkaYesNo 44.8 47.0 50.0 50.0 0.0 0.0 32.0
LibrusecHistory - 93.8 93.8 84.4 0.0 - 68.0
ruTREC 0.0 8.0 4.4 9.0 - - 5.4
ruSciFi - - - 0.0 0.0 - 0.0
ruSciAbstractRetrieval 87.4 56.6 36.9 1.9 0.0 0.0 30.5
ruTPO - 39.7 - - - - 39.7
ruQuALITY - 23.6 6.8 - - - 15.2

II
I

LongContextMultiQ 4.0 24.0 3.5 0.0 0.0 0.0 5.2
LibrusecMHQA - 39.1 - - - - 39.1
ru2WikiMultihopQA - 46.9 49.2 26.8 - - 41.0
ruBABILongQA1 60.0 63.0 58.0 43.0 0.0 0.0 37.3
ruBABILongQA2 35.0 23.0 18.0 24.0 0.0 0.0 16.7
ruBABILongQA3 29.0 23.0 23.0 19.0 0.0 0.0 15.7
ruBABILongQA4 46.3 34.4 36.2 24.9 0.0 0.0 23.6
ruBABILongQA5 70.3 68.7 75.3 68.3 0.0 0.0 47.1

IV

ruSciPassageCount 0.0 0.0 0.0 0.0 0.0 0.0 0.0
ruQasper - 8.9 6.5 1.9 - - 5.8
ruGSM100 - - 9.0 - - - 9.0

Table 13: The table presents the evaluation results of Mistral-7B-v0.3. Dataset Name shows the name of the dataset.
The rows 4k, 8k, 16k, 32k, 64k, 128k show evaluation scores of datasets for each context length, respectively. The
Overall score is obtained by averaging the results over each length.

16



Dataset Name 4k 8k 16k 32k 64k 128k Overall

I Passkey 100.0 100.0 100.0 100.0 0.0 0.0 66.7
PasskeyWithLibrusec 100.0 97.5 98.5 97.0 0.0 0.0 65.5

II

MatreshkaNames 8.0 6.7 2.0 4.0 0.0 0.0 3.4
MatreshkaYesNo 50.2 50.0 50.0 50.0 0.0 0.0 33.4
LibrusecHistory - 68.8 50.0 43.8 0.0 - 40.6
ruTREC 24.3 18.0 24.2 28.7 - - 23.8
ruSciFi - - - 11.1 0.0 - 5.6
ruSciAbstractRetrieval 85.2 76.1 46.8 26.7 0.0 0.0 39.1
ruTPO - 54.3 - - - - 54.3
ruQuALITY - 17.1 13.9 - - - 15.5

II
I

LongContextMultiQ 4.5 33.0 10.0 0.0 0.0 0.0 7.9
LibrusecMHQA - 27.6 - - - - 27.6
ru2WikiMultihopQA - 44.9 39.8 26.8 - - 37.2
ruBABILongQA1 60.0 66.0 66.0 50.0 0.0 0.0 40.3
ruBABILongQA2 25.0 30.0 25.9 19.0 0.0 0.0 16.6
ruBABILongQA3 22.9 28.9 26.0 20.0 0.0 0.0 16.3
ruBABILongQA4 31.0 34.0 23.0 12.0 0.0 0.0 16.7
ruBABILongQA5 59.0 66.0 64.0 69.0 0.0 0.0 43.0

IV

ruSciPassageCount 18.0 5.0 5.0 0.5 0.0 0.0 4.7
ruQasper - 5.8 6.0 2.2 - - 4.7
ruGSM100 - - 7.0 - - - 7.0

Table 14: The table presents the evaluation results of LLaMA-2-32K. Dataset Name shows the name of the dataset.
The rows 4k, 8k, 16k, 32k, 64k, 128k show evaluation scores of datasets for each context length, respectively. The
Overall score is obtained by averaging the results over each length.

Dataset Name 4k 8k 16k 32k 64k 128k Overall

I Passkey 99.5 100.0 100.0 99.5 0.0 0.0 66.5
PasskeyWithLibrusec 100.0 100.0 98.5 97.5 0.0 0.0 66.0

II

MatreshkaNames 17.3 6.7 8.0 3.3 0.0 0.0 5.9
MatreshkaYesNo 50.2 50.0 50.0 50.0 0.0 0.0 33.4
LibrusecHistory - 56.2 34.4 15.6 0.0 - 26.6
ruTREC 5.4 10.0 7.7 6.6 - - 7.4
ruSciFi - - - 5.6 0.0 - 2.8
ruSciAbstractRetrieval 87.4 76.2 60.6 22.2 0.0 0.0 41.1
ruTPO - 39.6 - - - - 39.6
ruQuALITY - 28.5 17.8 - - - 23.1

II
I

LongContextMultiQ 2.5 14.0 2.5 0.0 0.0 0.0 3.2
LibrusecMHQA - 24.7 - - - - 24.7
ru2WikiMultihopQA - 42.9 39.8 22.8 - - 35.2
ruBABILongQA1 26.0 29.0 31.0 19.0 0.0 0.0 17.5
ruBABILongQA2 11.0 8.0 16.0 8.0 0.0 0.0 7.2
ruBABILongQA3 9.0 5.0 4.0 6.0 0.0 0.0 4.0
ruBABILongQA4 25.2 29.2 15.6 5.9 0.0 0.0 12.7
ruBABILongQA5 51.3 50.0 48.3 50.0 0.0 0.0 33.3

IV

ruSciPassageCount 18.0 8.0 1.0 2.0 0.0 0.0 4.8
ruQasper - 6.1 6.5 2.4 - - 5.0
ruGSM100 - - 5.0 - - - 5.0

Table 15: The table presents the evaluation results of LongChat. Dataset Name shows the name of the dataset. The
rows 4k, 8k, 16k, 32k, 64k, 128k show evaluation scores of datasets for each context length, respectively. The
Overall score is obtained by averaging the results over each length.
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Dataset Name 4k 8k 16k 32k 64k 128k Overall

I Passkey 100.0 100.0 100.0 82.0 0.0 0.0 63.7
PasskeyWithLibrusec 99.0 99.5 98.5 93.0 0.0 0.0 65.0

II

MatreshkaNames 4.7 2.7 0.7 0.0 0.0 0.0 1.3
MatreshkaYesNo 50.2 50.0 50.0 50.0 0.0 0.0 33.4
LibrusecHistory - 21.9 9.4 3.1 0.0 - 8.6
ruTREC 5.4 4.0 4.4 4.1 - - 4.5
ruSciFi - - - 0.0 0.0 - 0.0
ruSciAbstractRetrieval 41.7 21.9 18.1 0.0 0.0 0.0 13.6
ruTPO - 29.0 - - - - 29.0
ruQuALITY - 54.5 43.9 - - - 49.2

II
I

LongContextMultiQ 0.5 5.0 1.5 0.0 0.0 0.0 1.2
LibrusecMHQA - 6.8 - - - - 6.8
ru2WikiMultihopQA - 18.4 21.9 12.2 - - 17.5
ruBABILongQA1 27.0 23.0 23.0 0.0 0.0 0.0 12.2
ruBABILongQA2 5.0 4.0 0.0 0.0 0.0 0.0 1.5
ruBABILongQA3 7.0 3.0 4.0 1.0 0.0 0.0 2.5
ruBABILongQA4 2.0 1.8 0.0 0.0 0.0 0.0 0.6
ruBABILongQA5 20.0 18.0 15.0 0.0 0.0 0.0 8.8

IV

ruSciPassageCount 9.0 6.0 7.0 0.0 0.0 0.0 3.7
ruQasper - 3.5 3.3 0.9 - - 2.6
ruGSM100 - - 5.0 - - - 5.0

Table 16: The table presents the evaluation results of GLM2-6B-32K. Dataset Name shows the name of the dataset.
The rows 4k, 8k, 16k, 32k, 64k, 128k show evaluation scores of datasets for each context length, respectively. The
Overall score is obtained by averaging the results over each length.

Dataset Name 4k 8k 16k 32k 64k 128k Overall

I Passkey 77.5 82.5 57.5 37.0 0.0 0.0 42.4
PasskeyWithLibrusec 71.0 70.0 56.0 46.5 0.0 0.0 40.6

II

MatreshkaNames 1.3 0.7 0.7 0.0 0.0 0.0 0.4
MatreshkaYesNo 47.8 39.3 48.0 47.7 0.0 0.0 30.5
LibrusecHistory - 18.8 15.6 18.8 0.0 - 13.3
ruTREC 0.0 2.0 0.0 0.0 - - 0.5
ruSciFi - - - 2.8 0.0 - 1.4
ruSciAbstractRetrieval 65.0 44.7 20.4 11.2 0.0 0.0 23.5
ruTPO - 6.8 - - - - 6.8
ruQuALITY - 39.8 48.2 - - - 44.0

II
I

LongContextMultiQ 3.0 1.5 0.0 0.0 0.0 0.0 0.8
LibrusecMHQA - 7.8 - - - - 7.8
ru2WikiMultihopQA - 40.8 28.9 21.1 - - 30.3
ruBABILongQA1 9.0 6.0 6.0 2.0 0.0 0.0 3.8
ruBABILongQA2 1.0 1.0 0.0 0.0 0.0 0.0 0.3
ruBABILongQA3 5.0 9.0 4.0 2.9 0.0 0.0 3.5
ruBABILongQA4 0.0 1.0 0.0 0.0 0.0 0.0 0.2
ruBABILongQA5 44.2 44.0 47.5 40.7 0.0 0.0 29.4

IV

ruSciPassageCount 13.0 5.0 2.0 3.0 0.0 0.0 3.8
ruQasper - 2.3 2.2 1.6 - - 2.0
ruGSM100 - - 2.0 - - - 2.0

Table 17: The table presents the evaluation results of LongAlpaca. Dataset Name shows the name of the dataset.
The rows 4k, 8k, 16k, 32k, 64k, 128k show evaluation scores of datasets for each context length, respectively. The
Overall score is obtained by averaging the results over each length.
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Dataset Name 4k 8k 16k 32k 64k 128k Overall

I Passkey 100.0 100.0 0.0 0.0 0.0 0.0 33.3
PasskeyWithLibrusec 100.0 100.0 0.0 0.0 0.0 0.0 33.3

II
MatreshkaNames 53.3 46.0 0.0 0.0 0.0 0.0 16.6
MatreshkaYesNo 83.9 80.0 0.0 0.0 0.0 0.0 27.3
LibrusecHistory - 90.6 0.0 0.0 0.0 - 22.7
ruTREC 59.5 50.0 0.0 0.0 - - 27.4
ruSciFi - - - 0.0 0.0 - 0.0
ruSciAbstractRetrieval 96.6 91.5 0.0 0.0 0.0 0.0 31.4
ruTPO - 78.1 - - - - 78.1
ruQuALITY - 69.1 0.0 - - - 34.6

II
I

LongContextMultiQ 5.0 24.5 0.0 0.0 0.0 0.0 4.9
LibrusecMHQA - 46.1 - - - - 46.1
ru2WikiMultihopQA - 53.1 0.0 0.0 - - 17.7
ruBABILongQA1 68.6 73.4 0.0 0.0 0.0 0.0 23.7
ruBABILongQA2 14.0 10.9 0.0 0.0 0.0 0.0 4.1
ruBABILongQA3 9.0 18.0 0.0 0.0 0.0 0.0 4.5
ruBABILongQA4 57.3 60.3 0.0 0.0 0.0 0.0 19.6
ruBABILongQA5 76.7 75.2 0.0 0.0 0.0 0.0 25.3

IV

ruSciPassageCount 31.0 8.0 0.0 0.0 0.0 0.0 6.5
ruQasper - 6.5 0.0 0.0 - - 2.2
ruGSM100 - - 0.0 - - - 0.0

Table 18: The table presents the evaluation results of LLaMA-3-8B-Instruct. Dataset Name shows the name of
the dataset. The rows 4k, 8k, 16k, 32k, 64k, 128k show evaluation scores of datasets for each context length,
respectively. The Overall score is obtained by averaging the results over each length.

Dataset Name 4k 8k 16k 32k 64k 128k Overall

I Passkey 100.0 100.0 0.0 0.0 0.0 0.0 33.3
PasskeyWithLibrusec 100.0 99.5 0.0 0.0 0.0 0.0 33.2

II

MatreshkaNames 53.3 40.0 0.0 0.0 0.0 0.0 15.6
MatreshkaYesNo 87.3 81.0 0.0 0.0 0.0 0.0 28.0
LibrusecHistory - 96.9 0.0 0.0 0.0 - 24.2
ruTREC 51.4 54.0 0.0 0.0 - - 26.3
ruSciFi - - - 0.0 0.0 - 0.0
ruSciAbstractRetrieval 97.7 92.6 0.0 0.0 0.0 0.0 31.7
ruTPO - 75.7 - - - - 75.7
ruQuALITY - 35.8 0.0 - - - 17.9

II
I

LongContextMultiQ 5.5 23.5 0.0 0.0 0.0 0.0 4.8
LibrusecMHQA - 45.1 - - - - 45.1
ru2WikiMultihopQA - 53.1 0.0 0.0 - - 17.7
ruBABILongQA1 76.3 75.8 0.0 0.0 0.0 0.0 25.4
ruBABILongQA2 19.6 6.9 0.0 0.0 0.0 0.0 4.4
ruBABILongQA3 14.7 21.6 0.0 0.0 0.0 0.0 6.1
ruBABILongQA4 63.5 58.2 0.0 0.0 0.0 0.0 20.3
ruBABILongQA5 74.7 76.3 0.0 0.0 0.0 0.0 25.2

IV

ruSciPassageCount 19.5 3.5 0.0 0.0 0.0 0.0 3.8
ruQasper - 7.4 0.0 0.0 - - 2.5
ruGSM100 - - 0.0 - - - 0.0

Table 19: The table presents the evaluation results of Saiga-LLaMA-3. Dataset Name shows the name of the dataset.
The rows 4k, 8k, 16k, 32k, 64k, 128k show evaluation scores of datasets for each context length, respectively. The
Overall score is obtained by averaging the results over each length.
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Dataset Name 4k 8k 16k 32k 64k 128k Overall

I Passkey 100.0 100.0 0.0 0.0 0.0 0.0 33.3
PasskeyWithLibrusec 100.0 100.0 0.0 0.0 0.0 0.0 33.3

II
MatreshkaNames 40.0 20.0 0.0 0.0 0.0 0.0 10.0
MatreshkaYesNo 62.2 59.0 0.0 0.0 0.0 0.0 20.2
LibrusecHistory - 90.6 0.0 0.0 0.0 - 22.7
ruTREC 37.8 38.0 0.0 0.0 - - 19.0
ruSciFi - - - 0.0 0.0 - 0.0
ruSciAbstractRetrieval 97.1 88.1 0.0 0.0 0.0 0.0 30.9
ruTPO - 58.2 - - - - 58.2
ruQuALITY - 17.1 0.0 - - - 8.5

II
I

LongContextMultiQ 9.5 32.5 0.0 0.0 0.0 0.0 7.0
LibrusecMHQA - 41.4 - - - - 41.4
ru2WikiMultihopQA - 55.1 0.0 0.0 - - 18.4
ruBABILongQA1 68.0 57.0 0.0 0.0 0.0 0.0 20.8
ruBABILongQA2 27.0 19.0 0.0 0.0 0.0 0.0 7.7
ruBABILongQA3 28.5 25.9 0.0 0.0 0.0 0.0 9.1
ruBABILongQA4 58.4 56.4 0.0 0.0 0.0 0.0 19.1
ruBABILongQA5 67.2 68.7 0.0 0.0 0.0 0.0 22.6

IV

ruSciPassageCount 15.0 5.0 0.0 0.0 0.0 0.0 3.3
ruQasper - 6.5 0.0 0.0 - - 2.2
ruGSM100 - - 0.0 - - - 0.0

Table 20: The table presents the evaluation results of LLaMA-3-3B. Dataset Name shows the name of the dataset.
The rows 4k, 8k, 16k, 32k, 64k, 128k show evaluation scores of datasets for each context length, respectively. The
Overall score is obtained by averaging the results over each length.

Dataset Name 4k 8k 16k 32k 64k 128k Overall

I Passkey 100.0 97.5 12.5 0.0 0.0 0.0 35.0
PasskeyWithLibrusec 100.0 100.0 30.0 0.0 0.0 0.0 38.3

II

MatreshkaNames 32.7 16.0 0.0 0.0 0.0 0.0 8.1
MatreshkaYesNo 50.2 50.0 0.3 0.0 0.0 0.0 16.8
LibrusecHistory - 78.1 15.6 0.0 0.0 - 23.4
ruTREC 2.7 10.0 3.3 0.0 - - 4.0
ruSciFi - - - 2.8 0.0 - 1.4
ruSciAbstractRetrieval 94.8 76.1 0.0 0.0 0.0 0.0 28.5
ruTPO - 39.6 - - - - 39.6
ruQuALITY - 22.8 11.8 - - - 17.3

II
I

LongContextMultiQ 4.0 22.0 0.5 0.0 0.0 0.0 4.4
LibrusecMHQA - 34.1 - - - - 34.1
ru2WikiMultihopQA - 42.9 18.0 8.1 - - 23.0
ruBABILongQA1 63.0 63.0 0.0 0.0 0.0 0.0 21.0
ruBABILongQA2 21.0 25.0 0.0 0.0 0.0 0.0 7.7
ruBABILongQA3 29.0 25.0 0.0 0.0 0.0 0.0 9.0
ruBABILongQA4 42.9 31.6 0.0 0.0 0.0 0.0 12.4
ruBABILongQA5 70.0 69.3 0.0 0.0 0.0 0.0 23.2

IV

ruSciPassageCount 4.0 4.0 0.0 0.0 0.0 0.0 1.3
ruQasper - 6.3 1.1 0.1 - - 2.5
ruGSM100 - - 13.0 - - - 13.0

Table 21: The table presents the evaluation results of Mistral-7B-V0.1. Dataset Name shows the name of the dataset.
The rows 4k, 8k, 16k, 32k, 64k, 128k show evaluation scores of datasets for each context length, respectively. The
Overall score is obtained by averaging the results over each length.
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