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Abstract

In-context learning (ICL) using large pre-trained autoregressive language models (LLMs, e.g. GPT-3) has demonstrated effective classification performance at a variety of natural language tasks. Using LLMs for intent detection is challenging due to the large label space and limited context window, such that it is difficult to fit a sufficient number of examples in the prompt to allow the use of in-context learning. In this paper, dense retrieval is used to bypass this limitation, giving the model only a partial view of the full label space. We show that retriever-augmented large language models are an effective way to tackle intent detection, bypassing context window limitations effectively through the retrieval mechanism. Comparing the LLaMA and OPT model families at different scales, we set new state of the art performance in the few-shot setting with zero training for two of the three intent classification datasets that we consider, while achieving competitive results on the third one. This work demonstrates that the Retriever+ICL framework is a strong zero-training competitor to fine-tuned intent detection approaches. In addition, a small study on the number of examples provided at different model scales is done, showing that larger models are needed to make effective use of more examples in-prompt.

1 Introduction

In-context learning using large autoregressive natural language has recently exploded in popularity. Models pre-trained on massive amounts of textual data are able to reach reasonable performance on a wide variety of tasks with only a few examples of input and output for a given task provided in the model’s input prompt in natural language (Brown et al., 2020) (Rae et al., 2022) (Chowdhery et al., 2022). In this work, we seek to push ICL to its limits as we tackle the problem of intent classification, to which ICL has not been directly applied before. Under ordinary ICL with a static set of examples, intent classification would not be possible, as the limited context window of these models would result in overflowing the context window if it were attempted to put at least one example from every class in the prompt. By augmenting the LLM with a dense retrieval model (Reimers and Gurevych, 2019) (Karpukhin et al., 2020) that retrieves the K nearest examples to the given input at a time, intent detection becomes possible to tackle directly with ICL. We evaluate LLMs in this setting with three intent classification datasets: BANKING77 (Casanueva et al., 2020), HWU64 (Liu et al., 2021), and CLINC150 (Larson et al., 2019). Experiments are done using the LLaMA models (Touvron et al., 2023) and the OPT models (Zhang et al., 2022). We compare the performance achieved against adapter-based fine-tuning of MLM models (DeBERTa-v2-XXLarge with the “Pfeiffer” adapter (Pfeiffer et al., 2020b) implemented with Adapter-Hub (Pfeiffer et al., 2020a)) and the previous SoTA for intent detection.

The contributions of this work are:

1. Showing that Retrieval-Augmented ICL is an effective way to tackle intent detection with zero training, either matching or outperforming fine-tuned adapter-based and contrastive-pre-training-based methods,

2. Analyzing ICL performance with different models and different numbers of examples, as well as performing a small ablation study based on resampling examples to determine what aspects of the inputs and outputs the model is using for ICL.
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2 Related Work

2.1 Nearest neighbor selection of in-context examples

One of the earliest studies of the role of example selection in ICL is “KATE” (Liu et al., 2022). In this paper, the authors probe the performance of GPT-3 on NLP tasks using KNN retrieval (RoBERTa) for example selection. They compare this method against random selection and using the retrieval model directly (plain KNN). They also examine the effect of example ordering on performance and conclude that the most performant ordering (least-to-most and most-to-least similar orderings are tested) depends on the dataset. In our work, we also experiment with example ordering, and conclude that least-to-most ordering is the most effective on all intent detection datasets tested.

Another paper examining the effect of example ordering with regards to in-context learning is (Lu et al., 2022). The authors show that GPT-3 is extremely sensitive to example ordering, to the extent that certain permutations bring near SoTA performance on certain tasks while others perform at near random guessing.

2.2 Few-shot intent detection

The current state of the art in few-shot intent detection is the ConvFit method (Vulić et al., 2021). ConvFit uses a pre-trained LM in a dual-encoder configuration (e.g. BERT or RoBERTa) with two training stages. The first stage is a conversational fine-tuning stage using a generic conversational corpus with a retrieval task (using tuples of (context, response) retrieve the correct response for each context). The second stage is fine-tuning on the specific intent classification dataset with a contrastive loss, allowing the resulting LM to be used in a KNN fashion.

Another way LLMs have been used for intent detection is for data augmentation (Sahu et al., 2022). In this regime, LLMs are used to augment the few-shot datasets to train stronger traditional fine-tuned models (e.g. BERT).

3 Experimental Setup

For our sentence encoder/retriever, we use the SentenceTransformers library (Reimers and Gurevych, 2019), and use the pre-trained “all-mpnet-base-v2” model (pre-trained on over 1 billion training pairs) in frozen mode so that the entire pipeline is training-free. Experiments with contrastively fine-tuning the retriever model are also done.

All experiments were performed on a single A100 80GB GPU. For LLaMA 33B and 65B Huggingface 8-bit quantization was used. The main difference between the OPT and LLaMA models is the amount of pre-training data used. The LLaMA models were trained on 1T-1.4T tokens, while the OPT models were only trained on 180B tokens (see (Zhang et al., 2022) and (Touvron et al., 2023) for more details).

To reduce computational load and make inference easier, instead of using the logits of the LLM to rank our many classes (requiring multiple forward passes), we let the LLM generate freely, and encode the output to compare with our classes via our dense retriever model (SBERT). This allows us to restrict the model output to the set of classes we want without incurring additional inference cost.

4 Results

For direct comparison with previous works, especially ConvFit, we use the same 5-shot and 10-shot sets as DialoGLUE (Mehri et al., 2020). Experiments are run 3 times and the accuracies are averaged, except the zero-training LLM setups, which are deterministic. The contrastively fine-tuned retriever was trained for one epoch to avoid overfitting, using three times as many negative pairs as positive pairs (roughly 5-10 mins depending on the dataset). Otherwise default library parameters were used. The baseline “Pre-trained SBERT KNN” refers to using only the dense retriever to make predictions using 1-nearest-neighbor.

We provide a brief study regarding how to order examples in-prompt by similarity, since previous work has been inconclusive on this front. A brief analysis of ordering is provided in Appendix A.

Table 1 shows the performance comparison of all methods. Performance of the Retriever+ICL pipeline on BANKING and HWU is state of the art in the 10-shot setting. Not only this, but to match or surpass the previous state of the art for these datasets only LLaMA 7B is necessary, which with 8-bit quantization can be run on consumer hardware. In the case of CLINC, the DeBERTa baseline is slightly stronger than the Retriever+ICL. In the most challenging evaluation setting (the highly-specialized intent classes of the BANKING dataset in the most data-scarce 5-shot setting), the margin between DeBERTa and LLaMA 65B is 6.26%. In
Table 1: Performance comparison between all methods.

<table>
<thead>
<tr>
<th>Model</th>
<th>BANKING 77</th>
<th>HWU 64</th>
<th>CLINC 150</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>5-shot</td>
<td>10-shot</td>
<td>5-shot</td>
</tr>
<tr>
<td>Pre-trained SBERT KNN</td>
<td>78.41</td>
<td>85.39</td>
<td></td>
</tr>
<tr>
<td>ConvFit (reported)</td>
<td></td>
<td>87.38</td>
<td></td>
</tr>
<tr>
<td>DeBERTa (Pfeiffer)</td>
<td>81.47 ± 1.6</td>
<td>88.41 ± 0.19</td>
<td>79.80 ± 0.81</td>
</tr>
<tr>
<td>OPT 13B (20-ex)</td>
<td>81.23</td>
<td>85.65</td>
<td></td>
</tr>
<tr>
<td>OPT 175B (20-ex)</td>
<td>81.30</td>
<td>86.14</td>
<td></td>
</tr>
<tr>
<td>LLaMA 7B (20-ex)</td>
<td>84.42</td>
<td>87.63</td>
<td></td>
</tr>
<tr>
<td>LLaMA 13B (20-ex)</td>
<td>85.39</td>
<td>88.93</td>
<td></td>
</tr>
<tr>
<td>LLaMA 33B (20-ex)</td>
<td>87.37</td>
<td>90.52</td>
<td></td>
</tr>
<tr>
<td>LLaMA 65B (20-ex)</td>
<td>87.73</td>
<td>90.71</td>
<td>89.03</td>
</tr>
</tbody>
</table>

Table 2: Comparison of Models with Fine-tuned Retriever (20 examples in prompt), compared against non-fine-tuned performance

<table>
<thead>
<tr>
<th>Model</th>
<th>BANKING</th>
<th>HWU</th>
<th>CLINC</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>10-shot</td>
<td>10-shot</td>
<td>10-shot</td>
</tr>
<tr>
<td>SBERT KNN</td>
<td>87.40 ± 0.21</td>
<td>83.05 ± 0.47</td>
<td>91.48 ± 0.13</td>
</tr>
<tr>
<td>vs. frozen</td>
<td>+ 2.0%</td>
<td>+ 7.6%</td>
<td>+ 6.64%</td>
</tr>
<tr>
<td>OPT 13B</td>
<td>87.71 ± 0.18</td>
<td>83.83 ± 0.83</td>
<td>91.83 ± 0.22</td>
</tr>
<tr>
<td>vs. frozen</td>
<td>+ 2.06%</td>
<td>+ 0.19%</td>
<td>+ 2.59%</td>
</tr>
<tr>
<td>LLaMA 7B</td>
<td>87.39 ± 0.081</td>
<td>87.98 ± 0.75</td>
<td>94.17 ± 0.32</td>
</tr>
<tr>
<td>vs. frozen</td>
<td>- 0.24%</td>
<td>+ 0.43%</td>
<td>+ 2.44%</td>
</tr>
<tr>
<td>LLaMA 65B</td>
<td>88.93 ± 0.056</td>
<td>90.12 ± 0.51</td>
<td>95.62 ± 0.17</td>
</tr>
<tr>
<td>vs. frozen</td>
<td>- 1.79%</td>
<td>+ 0.062%</td>
<td>+ 1.16%</td>
</tr>
</tbody>
</table>

In general, the DeBERTa model struggled in the 5-shot scenarios, likely due to the extremely limited data.

We also provide a study of how performance changes given the number of examples provided in-context. Figures 1 and 2 show this performance. The x-axis value of 110 indicates a fully saturated context window, which is on average this number of examples.

A small ablation study is done to test if the nearest examples are actually necessary for effective performance, or if the LLMs are primarily using distributional information (e.g. the most frequent label in the prompt) or just the class label subset to perform well. By resampling from the classes initially retrieved by the retriever model, we preserve the distribution of labels but change the input examples themselves so that they are no longer the nearest in the embedding space. The result is shown in Figure 3. The ablation study was done on a different split (selected randomly) than the DialoGLUE split for each dataset.
5 Discussion

5.1 ICL at different scales

One trend noticeable from the performance graph as a function of the number of examples for BANKING and HWU (see Figures 1 and 2) is that there seems to be a difference in how effectively the models can use additional examples in relation to their size. The smaller OPT model is unable to effectively make use of the entire context window when it is filled (around 110 demonstrations) and remains at relatively low performance. In contrast, OPT 175B starts at a similar performance as OPT 13B at 10 demonstrations, but shows drastic improvement with more examples. With more examples, OPT 175B is able to match the performance of LLaMA 7B despite being trained on the same amount of data as OPT 13B (however is still unable to match LLaMA 65B). This seems to indicate a difference in ICL ability tied to scale. A similar trend is visible for the LLaMA models, where the performance of the 7B model does not change significantly (see 2), but the 65B model is able to continuously improve, especially when going from 20 to 50 examples. All large models show non-negligible improvement from the 20 to 50 example regime, while none of the small models do. In general the LLaMA models have much stronger performance than the OPT models, which lines up with what we expect from LLaMA’s stronger semantic priors/additional training data.

5.2 Fine-tuned Retriever

We note large improvements in the pure KNN mode accuracy, as expected, as we are optimizing a metric that is directly correlated with KNN performance. With fine-tuning, the pure KNN setup becomes near-competitive with ConvFit, the previous SoTA. In terms of Retriever+ICL performance, we see mixed results. In general the performance delta is quite small, suggesting that there is no significant retrieval quality bottleneck. LLaMA 65B with the fine-tuned retriever becomes the highest 10-shot CLINC score. In general, the fine-tuned CLINC retriever provides the most boost, which is also the least data-scarce scenario (retriever fine-tuning is expected to be more effective with more data).

5.3 Resampling Ablation

In the resampling ablation (see Figure 3) we see that resampling from the initial class distribution provided by the retriever model greatly hurts the performance across both OPT 175B and LLaMA 7B. This supports the strong performance numbers of the LLMs, showing that they are doing more than just selecting the most common class, using other distributional information, or just using the shortlist of class labels from the full set of classes to select in a more zero-shot fashion.

6 Conclusion

In this work, retriever-augmented in-context learning is shown to be a strong performer in the space of intent detection. State of the art accuracy is achieved in two of three datasets tested, and competitive accuracy is shown in the third. A frozen retriever is used to achieve this SoTA accuracy, making this pipeline as a whole training-free. A briefly fine-tuned retriever leads to somewhat stronger performance in certain cases. We also show how model performance changes as a function of the number of examples provided in-prompt, providing evidence that larger models are able to more effectively make use of many examples. Through a small ablation study, we demonstrate that the LLMs specifically make use of the most similar examples, rather than using the distributional information or just the class label set.

7 Limitations

One limitation of the research in this paper is that the experiments of this paper use the pre-existing
DialoGLUE few-shot splits for each dataset, following the example of prior works and to remain comparable to them (with the exception of the abstraction study, which uses a separate split). However, since experiments were done only on this split, it is not necessarily the case that the results/model rankings are transferable to other splits as well (although it is worth noting from Figure 3 that performance on the separate split is very similar to the DialoGLUE split, and the model ranking remains the same).

8 Risks

This work is based on the use of large autoregressive language models (LLMs). LLMs have been trained on massive amounts of text data taken from the internet, which contain many representations of human biases. As such, these models frequently encode these same biases in their parameters and their predictions. They can sometimes perpetuate these harmful biases and stereotypes. As well, the environmental footprint of running these large models is not insignificant.
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As expected, least-to-most similar was the most effective ordering across all three datasets. Larger models are less sensitive to ordering, with a smaller delta between the two orderings. See Table 3 for more details.

Table 3: Comparison of LLaMA 7B and OPT 13B model prompt orderings (20 examples in prompt, 10-shot)