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Abstract

Our study aims to utilize psychological risk fac-001
tors to detect articles on social media that are002
at high risk for suicidal content. We propose a003
two-stage model structure: the first stage labels004
each sentence in an article with risk factors,005
and the second stage uses this information as006
features to predict the crisis level of the arti-007
cle. Our models were trained using a dataset008
that we developed, which consists of social009
media posts from Dcard. These posts were010
labeled by psychological professionals and will011
be publicly released. Our approach achieved012
an accuracy and F1-score of 0.96 in classifying013
high-crisis-level articles. Our research facili-014
tates the automatic detection of high-crisis-level015
articles for further analysis of risk factors, en-016
hancing interdisciplinary collaboration between017
natural language processing, deep learning, and018
psychology.019

1 Introduction020

From a psychological perspective, traditional meth-021

ods of determining whether someone is at risk of022

suicide involve analyzing cases through question-023

naires or asking participants specific psychological024

questions, with further assessment based on their re-025

sponses. However, in this era of advanced informa-026

tion networks, such methods are highly inefficient.027

Moreover, online articles, unlike questionnaires,028

are mostly unstructured raw data. Therefore, it029

is challenging to use them for suicide prevention,030

especially on social media platforms like Facebook.031

Detecting high-risk articles using keywords has032

been implemented on various social platforms, yet033

many articles with high suicide risk do not explic-034

itly mention words like "suicide" or "death". The035

suicidal intent is often hidden in the semantics.036

Therefore, using deep learning for sentiment anal-037

ysis is particularly suitable for predicting the level038

of suicide risk in articles. Additionally, assessing039

suicidal risk is crucial for identifying both acute040

and chronic factors that can be treated, as well as 041

potential protective factors that could help manage 042

and mitigate future suicidal behaviors. However, 043

it’s important to note that such assessments do not 044

enable predictions of actual suicide events (?). 045

Historically, self-reported questionnaires iden- 046

tified high-risk populations for suicide, revealing 047

associations between depressive and anxiety symp- 048

toms, low social support, and increased suicide 049

risk (Scardera et al., 2020). However, traditional 050

methods fall short in accurately predicting suicide 051

from larger social media datasets. Recent machine 052

learning techniques have improved predictions by 053

analyzing big data from social media, detecting 054

suicide ideations more effectively than older meth- 055

ods and providing insights into psychopathologi- 056

cal, traumatic, and familial factors affecting youth 057

(Tadesse et al., 2019; Miche et al., 2020). Despite 058

the potential benefits, concerns remain about social 059

media’s role in promoting suicidal behavior among 060

adolescents (Pourmand et al., 2019). 061

The unique aspect of this research is the use 062

of manually annotated sentence labels in the 063

training data. These human-annotated sentences 064

are utilized to develop a sentence classification 065

model. The article classification model then 066

uses the results of each sentence classification 067

as input and training data to predict the final 068

target – the label indicating the article’s level 069

of suicide risk. The availability of sentence 070

classification labels adds interpretability to this 071

research. More importantly, it provides a valuable 072

resource for experts and scholars in psychol- 073

ogy, reducing the need for costly manual annotation. 074

075

In our research, we have successfully integrated 076

the sentence and article classification models into a 077

web front-end. This allows users to submit articles 078

for prediction, and displays the results of sentence 079

and article classifications along with relevant statis- 080

tics and visualizations, creating a comprehensive 081
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online crisis article detection system for psycholog-082

ical professions.083

2 Related Work084

Psychological issues are closely linked to NLP, as085

text is the primary medium through which peo-086

ple express emotions on social media. With the087

advent of Transformer and language models like088

BERT (Devlin et al., 2018), RoBERTa (Liu et al.,089

2019), GPT-4 (Achiam et al., 2023), Llama 2 (Tou-090

vron et al., 2023), and others, NLP tasks such as091

sentiment analysis (Tan et al., 2023) and text min-092

ing (Hickman et al., 2022) have seen significant093

improvements and rapid development.094

Current research using Deep Learning model095

and train or apply on social media in general tasks096

reaches incredible performance (Chen et al., 2020).097

Our work focuses on suicide detection and further098

analysis. Previous research has explored various099

aspects of suicide detection, employing machine100

learning approaches (Azim et al., 2022; Tadesse101

et al., 2019; Ji et al., 2020). Recent trends show102

a shift towards deep learning techniques such as103

LSTM (Azim et al., 2022; Tadesse et al., 2019),104

BERT (Ji et al., 2020; Castillo-Sánchez et al., 2020),105

GPT (Bernert et al., 2020), and LLM (Izmaylov106

et al., 2023; Tanaka and Fukazawa, 2024). A107

primary challenge in this research is data label-108

ing—professionally or psychologically classifying109

large volumes of sentences and articles is diffi-110

cult. Additionally, these detection models often111

lack transparency, a common issue in NLP known112

as the ’black-box’ phenomenon, which complicates113

their use in psychological analysis and research.114

Our research focuses on suicide detection through115

psychological feature engineering. We collaborate116

with psychology professionals to label sentences117

and articles. By creating sentence-level classifica-118

tions, we refine the performance of article classifi-119

cation models. Furthermore, these classifications120

allow psychologists to analyze content more deeply,121

tracing the intentions and logical reasoning behind122

suicidal ideation in articles. Our work integrates123

NLP, deep learning, and psychological expertise to124

advance suicide detection and support psychologi-125

cal research.126

3 Dataset Description127

3.1 Data source128

Our original data was collected from Dcard129

(https://www.dcard.tw), a popular social media plat-130

form among Taiwanese college students. We used 131

web crawlers to gather 55,989 posts from the 2019 132

Mood Diaries section, representing the young gen- 133

eration in Taiwan. Due to the large volume of data, 134

we initially assessed the mood intensity of these 135

posts by calculating an average mood score—total 136

score divided by the number of words. The score for 137

each post was derived from the frequency of certain 138

keywords, evaluated through statistical methods and 139

big data analysis using another dataset (NTUSD, 140

2018). This score reflects the positive or negative 141

mood of the keywords and the strength of these 142

moods. It is important to note that this mood score 143

is not an assessment of the post’s crisis level but 144

a preliminary step to identify relevant posts for 145

further analysis by our professionals. We selected 146

1,424 posts with average scores below -1.4 for hu- 147

man labeling, as these are likely to contain the 148

highest percentage of high-risk, potentially suicidal 149

messages. Our professionals also annotated the risk 150

factors for each sentence within these posts. The 151

rationale behind these labels will be defined and 152

detailed below. 153

Our initial dataset was sourced from Dcard 154

(https://www.dcard.tw), a social media platform 155

favored by Taiwanese college students. We em- 156

ployed web crawlers to extract 55,989 posts from 157

the 2019 Mood Diaries section to represent Taiwan’s 158

young generation. Given the extensive data volume, 159

we first gauged the mood intensity of these posts 160

by calculating an average mood score—derived by 161

dividing the total score by the number of words. 162

The scores, based on the frequency of specific 163

keywords, were analyzed using statistical methods 164

and big data techniques alongside another dataset 165

(NTUSD, 2018). These scores indicate the overall 166

positive or negative mood conveyed by the key- 167

words and their intensity, rather than measuring the 168

posts’ crisis levels. This step helped us to prelimi- 169

narily identify posts for more detailed analysis by 170

our professionals. 171

We selected 1,424 posts with average scores be- 172

low -1.4 for human evaluation (denoted by A1), as 173

these likely contained a high percentage of mes- 174

sages with potential suicidal risk. Our team further 175

annotated each sentence within these posts to iden- 176

tify and categorize risk factors. We also labeled the 177

crisis level of another 1240 posts (denoted by A2), 178

which have average scores between -1.4 and -1.2, 179

for the test data and augmentation. 180
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3.2 Article Description181

Crisis Level A1 article A2 article
level 3 95(7%) 72(6%)
level 2 200(14%) 118(9%)
level 1 457(32%) 312(25%)
level 0 672(47%) 738(60%)
total 1424(100%) 1240(100%)

Table 1: Article data statistics

The crisis level was divided into four groups182

from level 0 to level 3. Level 0 means people did183

not have any ideas about suicide and no problem at184

present; Level 1 means people subjectively report185

suicidal thoughts and some crisis events existed;186

however, the participants still could tolerance the187

bothering of suicidal thoughts; Level 2 means188

the participants reported suicidal thoughts and189

challenging to deal with the disturbance of suicidal190

thoughts; Level 3 means the participants reported191

vivid suicide thoughts and suicide attempts and192

they could not tolerate the suffering anymore.193

Among these annotated online articles, they can194

be divided into two types: A1 and A2 articles.195

Articles in A1 have undergone both article and196

sentence annotations, while those in A2 have only197

been annotated at the article level. The statistical198

data for the labels of A1 and A2 articles are as199

table 1.200

201

3.3 Sentence Description202

Sentence Label A1 sentences
Neutral 34599(74.3%)
Suicidal thoughts and depression(SD) 3443(7.4%)
Negative cognition (NC) 279(0.6%)
Positive emotion (PE) 209(0.5%)
Negative emotion (NE) 7362(15.7%)
Medical condition and treatments (MT) 557(1.2%)
Suicidal attempts (SA) 139(0.3%)
total 46588(100%)

Table 2: Sentences statistics

In the human annotated sentences of the training203

data, they are classified into seven psychological204

risk factors: Suicidal thoughts and depression(SD),205

Negative cognition (NC), Negative emotion (NE),206

Suicidal attempts (SA), Medical condition and207

treatments (MT), Positive emotion (PE) , Neutral.208

All the originally annotated sentences are labeled209

under one of these seven categories.210

Suicidal thoughts and Depression (SD): The211

posts mentioned any depressive symptoms, 212

including loss of energy, lower mood, lack of 213

confidence, inability to feel any positive emotion 214

or agitation, wanting to injure themselves, wishing 215

to leave alone, etc. Example: “I cannot hold on 216

without my family’s support now.” 217

Negative cognition (NC) (Hopelessness and 218

Helplessness): The contents of the posts mentioned 219

frustrations and a lack of motivation to act or 220

solve problems in the future. Example: “Recently, 221

negative things have exploded one by one. I feel 222

very pain but do not know what to do.” 223

Negative Emotion (NE): The posts mentioned 224

anxiety, agitation, loneliness, and other negative 225

emotions. Example: “A little messy and resentful; 226

be careful.” 227

Suicidal Attempts (SA): The contents of the posts 228

mentioned the behaviors of self-harm, self-injury, 229

killing themselves, etc. Example: “Overdose 230

makes me dizzy.” 231

Medical condition and Treatments (MT): The 232

contents of the posts mentioned the experiences of 233

somatic complaints, physical discomfort, seeking 234

help, psychotherapy, therapy, medicine, etc. 235

Example: “I feel my heart beating fast. 236

Positive emotion (PE): The contents of the posts 237

mentioned having the confidence to solve their 238

problem, never giving up, cheering or encouraging 239

themselves or Thanksgiving, etc. Example: “Just 240

wanna say it, make yourself feel better.” 241

Neutral: The sentences that are not categorized by 242

the categories above. 243

244

From Tables 1 and 2, it can be observed that the 245

training data, apart from being of a limited scale, 246

suffer from a severe imbalance. In the article data, 247

the number of articles decreases sharply with in- 248

creasing levels of crisis; in the sentence data, neutral 249

sentences account for over 70%, while intuitively, 250

sentences indicating suicide behavior, which should 251

be influential in predicting the level of suicide risk, 252

constitute only 0.3%. 253

Figure 1 presents statistics on the distribution of 254

risk factors across different crisis levels in articles. 255

It reveals that sentences associated with Suicidal 256

Thoughts and Depression (SD), as well as Negative 257

Emotion (NE), constitute a significant proportion, 258

particularly in articles classified under crisis levels 259

2 and 3. This notable increase suggests a strong cor- 260

relation between these risk factors and higher crisis 261

levels. Additionally, the proportion of Suicidal 262

Attempt (SA) sentences is markedly higher in crisis 263
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Figure 1: Distribution of Sentence Types Across Cri-
sis Levels. The bar chart illustrates the percentage
distribution of various non-neutral sentence categories
across four crisis levels. Each bar represents the rela-
tive frequency of sentence categories, including suicidal
ideation and depression (SD), feelings of helplessness
or hopelessness (NC), positive expressions (PE), other
negative expressions (NE), medical or physiological
responses (MT), and suicide-related actions (SA).

level 3 articles compared to those in levels 0, 1, and264

2. This observation underscores the importance of265

SA sentences as a critical risk factor in identifying266

high suicidal risk articles.267

The primary goal of extracting risk factor features268

is to enhance the article classification model’s abil-269

ity to identify critical sentence labels, thus enabling270

the effective prioritization of important sentence271

label types. Based on the observations in Figure 1,272

we identified the key risk factors for high suicidal273

risk articles as: Suicidal Thoughts and Depression274

(SD), Suicidal Attempts (SA), and Negative Emo-275

tion (NE). Given that Neutral sentences constitute276

the majority of content in articles, their consider-277

ation is crucial to preserve the article’s integrity.278

Consequently, we consolidated other risk factors279

into these principal categories. Negative Cognition280

(NC) and Medical Condition and Treatments (MT)281

were merged into Negative Emotion (NE), and Pos-282

itive Emotion (PE) was incorporated into Neutral283

sentences. After this consolidation, we extracted284

four main risk factor features: SD, SA, NE, and285

Neutral.286

4 Method287

4.1 Structure288

Figure 2 illustrates the structure of our research,289

which involves a two-stage model. The first stage290

(Stage 1) aims to predict risk factor labels for in-291

dividual sentences. In this stage, we employ a292

BERT-based model to obtain embeddings for the 293

sentences, which are then processed through a fully 294

connected layer to generate predictions of risk fac- 295

tors. Once sentences are labeled by the Stage 1 296

model, they are concatenated into paragraphs based 297

on their assigned risk factors. 298

Following the completion of Stage 1, each risk 299

factor is associated with a corresponding paragraph. 300

The second stage (Stage 2) of the model focuses 301

on extracting features from these paragraphs. Sub- 302

sequently, it utilizes these risk factor features to 303

classify the crisis level of the post. We utilize a 304

BERT-based model to derive features from the em- 305

beddings of the corresponding paragraphs. After 306

extracting these risk factor features, we employ a 307

convolutional neural network (CNN) (O’shea and 308

Nash, 2015) to determine the crisis level of the 309

post. CNN can help us effectively capture spatial 310

hierarchies and patterns within the text, allowing for 311

a deeper understanding of contextual relationships 312

that are critical for accurate crisis level assessment. 313

4.2 Data Augmentation 314

4.2.1 Sentence Augmentation 315

Due to the abundance of neutral sentences in the 316

sentence dataset, this study segments a portion of 317

these neutral sentences to create an augmentation 318

dataset. Then, the number of sentences in less 319

frequent categories is increased to match the size 320

of the augmentation dataset. Randomly selecting 321

5 characters from the neutral sentences in the aug- 322

mentation dataset, these are concatenated with the 323

original sentences to form new ones. This method 324

is based on the rationale that adding five neutral 325

characters to a sentence does not affect its emo- 326

tional label, whether judged by a human or AI. It’s 327

important to note that the data after augmentation 328

should only be used for training and not for testing. 329

Therefore, the test dataset should be kept separate 330

and independent. 331

4.2.2 Article Augmentation 332

Since the article dataset contains many articles of 333

type 0 (No Crisis) and C (Low Crisis), which still 334

include many ’Neutral’ and ’Suicide and Depres- 335

sion Emotion’ sentences, this study uses a portion 336

of these 0 and C articles to create an augmenta- 337

tion dataset. Then, ’Neutral’ and ’Suicide and 338

Depression Emotion’ sentences from these articles 339

are extracted and swapped with corresponding sen- 340

tences from other articles. The rationale for this 341

method is that swapping ’Neutral’ and ’Suicide 342
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Figure 2: Structure of the suicidal detection model: Stage 1 uses a BERT-based model to generate risk factor labels
for sentences, which are then grouped into paragraphs. Stage 2 extracts features from these paragraphs using a CNN
to classify the crisis level of the post.

and Depression Emotion’ sentences in an article343

shouldn’t affect the overall crisis level of the article,344

as the labels of the sentences remain the same.345

5 Experiments & Results346

5.1 Setup347

For both Stage 1 and Stage 2 models, we selected348

"hfl/chinese-bert-wwm-ext" (Cui et al., 2020, 2019)349

as the pre-trained model because it outperformed350

the other BERT-based models we tested, as shown351

in Table 4. This pre-trained model contains ap-352

proximately 1 million parameters. The parameter353

settings for our models are: 8 epochs, a batch size354

of 32, a learning rate of 2e-5, and a sequence length355

of 128. In the CNN model, the CNN section in-356

cludes two convolutional layer sequences: conv1357

and conv2.358

The hyperparameters for the conv1 layer se-359

quence are as follows: the input channels are set to360

1, output channels to 16, kernel size at 3x3, stride361

of 1, and padding of 1. This convolutional layer has362

a total of 160 parameters. The batch normalization363

layer features 16 channels, accounting for 32 param-364

eters. In total, the conv1 layer sequence contains365

192 parameters. For the conv2 layer sequence, the366

configuration includes input channels of 16, output367

channels of 4, kernel size of 2x2, stride of 1, and368

padding of 1. This convolutional layer contains 369

132 parameters. The batch normalization layer 370

features 4 channels, which adds up to 8 parameters. 371

Consequently, the conv2 layer sequence totals 140 372

parameters. 373

5.2 Sentence Classification 374

Table 3 displays the performance of the sentence 375

classification model, highlighting variations differ- 376

entiated by the use or absence of data augmentation. 377

We present sentence classification results for both 7- 378

class and 4-class risk factor models. Observations 379

from Table 3 indicate that augmentation signifi- 380

cantly improves the performance of the sentence 381

classification model. The data shows that the best 382

performance is achieved with data augmentation, 383

where the precision reaches 0.82 and the F1-score 384

approximately 0.76—a commendable achievement 385

for a 4-class classification task. 386

With the robust performance of the sentence 387

classification model, pooling the embedding vectors 388

of each sentence class can effectively represent 389

the original article, which in turn enhances the 390

performance of the subsequent article classification 391

model. However, it’s important to note that the 392

performance of the sentence classification model is 393

not our ultimate objective. 394
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Model Settings Accuracy Precision Recall F1-Score
7-class w/o Aug 56.951.20 78.600.30 56.961.20 63.100.96
7-class w/ Aug 68.900.69 80.420.28 68.880.69 72.240.63
4-class w/o Aug 68.040.83 80.340.20 68.060.83 71.800.64
4-class w/ Aug 75.820.38 82.020.34 75.840.38 77.720.33

Table 3: Performance of Sentence Classification.

Type of Sentences Labeling Model Settings Accuracy Precision Recall F1-Score

Type 1: Human Labeling

4-class w/o Aug 58.563.24 60.562.98 58.563.24 57.583.48
4-class w/ Aug 59.562.63 61.823.09 59.362.52 59.263.55
2-class(3/210) w/o Aug 96.960.92 96.821.02 96.960.92 96.781.07
2-class(3/210) w/ Aug 96.880.78 96.740.89 96.880.78 96.700.93
2-class(32/10) w/o Aug 83.922.20 87.541.37 84.861.88 84.861.88
2-class(32/10) w/ Aug 84.582.16 86.361.08 84.582.16 85.141.82

Type 2: Stage-1 model Labeling

4-class w/o Aug 55.344.35 62.482.24 55.344.35 56.703.46
4-class w/ Aug 58.102.43 64.443.09 58.102.43 59.562.29
2-class(3/210) w/o Aug 90.923.77 94.120.94 90.923.77 92.122.67
2-class(3/210) w/ Aug 93.042.54 94.521.32 93.042.54 93.642.01
2-class(32/10) w/o Aug 75.903.97 86.360.93 75.903.97 78.423.37
2-class(32/10) w/ Aug 82.581.36 85.621.43 82.581.36 83.521.13

No Sentence Labeling
4-class 59.841.69 63.283.19 59.841.69 60.461.59
2-class (3/210) 87.161.37 91.600.82 87.161.37 89.040.97
2-class (32/10) 84.221.39 84.621.21 84.221.39 84.321.22

Table 4: Performance comparison of models with sentences labeled by human psychologists, automated systems,
and no sentence label. Articles are categorized into crisis levels 0, 1, 2, and 3, with level 0 indicating the least severe
crisis and level 3 indicating the most severe.

5.3 Article Classification395

Table 4 outlines the performance of article classi-396

fication models trained with three different types397

of sentence labels. The first type utilizes models398

that are trained on risk factor features labeled by399

humans. The second type employs models trained400

on risk factor features labeled by the stage-1 model.401

The last type is used for an ablation study, which402

involves naive classification using entire original403

articles without utilizing any risk factor features.404

For each model, we established three classification405

methods. The first method categorizes according406

to the original four-class labeling of the articles.407

The second method is a binary classification that408

distinguishes between crisis levels 3 and 210. The409

third method differentiates between crisis levels 32410

and 10. We also applied data augmentation for the411

first two types of sentence label type to observe the412

impact of augmentation on model performance.413

The results from the 4-class model show that414

the best performance, reaching about 0.6 across415

all metrics with augmentation, is not particularly416

strong. This modest outcome is primarily due417

to the difficulty in distinguishing between crisis418

levels 1 and 2 in articles. We can also see that 419

naive classification performs better than the model 420

utilizing risk-factors. This result sounds frustrated 421

and may make us wonder: Are risk-factors really 422

helpful for article classification? However, since 423

our primary objective is to detect high-risk suicidal 424

articles, we now focus on the 2-class model with 425

the model settings of 3/210. 426

With the model settings of 3/210 2-class model, 427

both the F1-score and accuracy approximate 0.97, 428

demonstrating the model’s effectiveness in distin- 429

guishing whether an article pertains to crisis level 3. 430

This capability not only helps in identifying high- 431

risk suicidal articles but also efficiently filters out a 432

large volume of low-crisis and non-crisis articles, 433

significantly saving time in practical applications. 434

Ultimately, this allows for the subsequent tracing of 435

authors of high-risk articles, providing them with 436

counseling and support as part of mental health 437

interventions. 438

To explore the impact of sentence-level classi- 439

fications on article-level classifications, we refer 440

to second sentences label type, which displays 441

the performance of an article classification model 442

trained using risk factor features derived from stage- 443
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Model Settings Accuracy Precision Recall F1-Score
hfl/chinese-bert-wwm-ext 96.880.78 96.740.89 96.880.78 96.700.93
hfl/chinese-roberta-wwm-ext 93.263.99 95.540.91 93.263.99 93.922.79
bert-base-chinese 92.063.68 95.021.06 92.063.68 93.002.59

Table 5: Summary of mean and standard deviation performance metrics for the 2-class (A/BC0) settings with
augmentation across different models.

1 model. A comparison between the first type and444

second type reveals a decrease in performance. This445

observation demonstrates that sentence classifica-446

tion aids the article model in extracting information,447

thereby enhancing the performance of article clas-448

sification. This finding is pivotal to our research as449

it confirms the significant role of psychological risk450

factors in the detection and analysis of high-risk451

articles. Furthermore, the 2-class model with the452

settings of 3/210 achieves an F1-score and accuracy453

of 0.93, which closely aligns with real-world sce-454

narios where sentences are not labeled by humans455

on social media.456

6 Demonstration457

In demonstration of our model, we chose a four-458

category sentence classification model and a binary459

(3/210) article classification model. As shown in460

Figure 2, our system allows users to input articles461

on the left side. After pressing the "Submit for462

Detection" button, the sentence classification model463

first predicts and displays the results in the middle464

column, marking them with different colors to465

visualize the classification results. On the right466

side, the system displays the prediction results of the467

article classification model. In addition, it provides468

simple sentence classification data statistics and469

basic posting information, with some information470

not disclosed due to privacy concerns.471

Although the system currently operates by in-472

putting articles, it can also integrate web crawling to473

form an automatic labeling system for online crisis474

articles for professional use, aligning with actual475

needs and assisting more students. In the future, we476

do not rule out collaborating with external entities477

or application platforms to enhance the system’s478

effectiveness.479

7 Conclusion480

Our research has successfully integrated NLP, deep481

learning, and psychology across various aspects,482

including data labeling, feature engineering, result483

analysis, and demonstration. We have introduced484

public datasets that feature professional psychologi- 485

cal labeling of both sentences and articles. Utilizing 486

this dataset, we developed models for classifying 487

sentences and articles to detect suicide risk. Our 488

comprehensive methodology spans word, sentence, 489

and article levels, establishing a benchmark for the 490

dataset we proposed. Our human-labeled datasets 491

will be released to the public when the paper is 492

accepted. Among all models settings tested, the 493

2-class(3/210) model performed the best, achieving 494

high score in every metric, which is crucial for 495

practical applications. With risk factors labeled 496

within the articles, the results can be interpreted 497

and analyzed from a psychological perspective. 498

Future work will utilize transfer learning (Pan 499

and Yang, 2009) to enhance the performance of 500

article classification models. Additionally, label 501

propagation (Zhu and Ghahramani, 2002) will be 502

considered as part of the semi-supervised learning 503

process. We also plan to deploy this system to 504

automatically label high-crisis level articles while 505

continuing to collaborate with psychological pro- 506

fessionals and groups. On one hand, more human- 507

labeled data will assist in training and improving 508

our models. On the other hand, by leveraging this 509

system, we aim to potentially save lives by identi- 510

fying and addressing high-risk suicidal content on 511

the internet. 512

8 Limitations 513

The actual determination of a suicide crisis is a 514

complex task that should be carried out by qualified 515

mental health professionals. Our models serve pri- 516

marily as a warning system; they are not equipped 517

to make definitive diagnoses. The reliance on algo- 518

rithmic assessments without human expertise can 519

lead to misinterpretations or oversights. Therefore, 520

our models are intended to support, not substitute, 521

the critical judgments made by human experts in 522

clinical settings. This highlights the necessity of 523

integrating our tools with professional psycholog- 524

ical evaluation to ensure accuracy and safety in 525

high-stakes scenarios. 526
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Figure 3: Screenshot of the system.

9 Ethics527

We invited graduate students with backgrounds in528

psychology and counseling to annotate our data,529

compensating them as official part-time research530

assistants within our university.531

The annotators undergo comprehensive training532

and education prior to the annotation task, with reg-533

ular online discussions held throughout the process.534

As a result of this meticulous approach, consen-535

sus in annotation can be effectively achieved upon536

completion of the task.537

The data were gathered from an openly accessible538

and anonymous social media platform, devoid of539

any personal identifiers such as names, IDs, or540

photos. This situation is regarded as exempt from541

ethical review procedures.542

All data were gathered within the context of543

Taiwanese society, and our annotators also originate544

from this cultural milieu.545

Throughout the preparation of this manuscript,546

ChatGPT was utilized for writing support, with547

all content thoroughly examined by the authors for548

accuracy and coherence.549
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