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Abstract

The reranker and generator are two critical001
components in the Retrieval-Augmented Gen-002
eration (i.e., RAG) pipeline, responsible for003
ranking relevant documents and generating re-004
sponses. However, due to differences in pre-005
training data and objectives, there is an in-006
evitable misalignment between the documents007
ranked as relevant by the reranker and those008
required by the generator to support query-009
specific answers. To bridge this gap, we010
propose RADIO, a novel and practical pref-011
erence alignment framework with RAtionale012
DIstillatiOn. Specifically, we first propose a ra-013
tionale extraction method that leverages the rea-014
soning capabilities of Large Language Models015
(LLMs) to extract the rationales necessary for016
answering a query. Subsequently, a rationale-017
based alignment process is designed to rerank018
documents based on the extracted rationales019
and fine-tune the reranker to better align the020
preferences. Extensive experiments conducted021
on two tasks across three datasets demonstrate022
the effectiveness and transferability of our ap-023
proach. Our code is released online1.024

1 Introduction025

Large Language Models (LLMs), pretrained on026

massive datasets, have demonstrated exceptional027

reasoning and text generation capabilities, as evi-028

denced by prior research (Zhao et al., 2023). These029

models also adhere to the scaling laws, exhibiting030

improvements in performance and intelligence as031

the number of parameters increases (Kaplan et al.,032

2020). Retrieval-augmented generation (RAG)033

builds upon these capabilities by integrating in-034

formation retrieval mechanisms with generative035

models, such as LLMs. This approach not only036

mitigates the problem of hallucination in text gener-037

ation but also enhances the system’s adaptability to038

dynamically evolving information needs, making it039

1https://anonymous.4open.science/r/RADIO-9F25

a robust solution for tasks requiring both accuracy 040

and contextual relevance (Gao et al., 2023). 041

However, RAG pipelines typically assemble 042

components (e.g., the reranker and generator (Fan 043

et al., 2024)) that have been pretrained separately. 044

Due to differences in their pretraining data and 045

optimization objectives, these components often 046

exhibit varying preferences, which can impact the 047

overall effectiveness of the system. Specifically, 048

pretrained rerankers (Xiao et al., 2023) excel at 049

evaluating the relevance between queries and docu- 050

ments. However, the documents identified as “rele- 051

vant” under this criterion may not provide the nec- 052

essary support for reasoning to derive an accurate 053

answer to the query. Bridging this gap between the 054

reranker’s relevance measurement and the genera- 055

tor’s reasoning requirements presents a significant 056

challenge that must be addressed to improve the 057

RAG pipeline’s performance. 058

Recent studies try to address this gap by train- 059

ing a bridge model (Ke et al., 2024), using LLM- 060

based scores (Zhang et al., 2024) or combining both 061

LLM-based and retrieval-based scores (Dong et al., 062

2024) to fine-tune RAG components. Addition- 063

ally, while some other methods are not explicitly 064

designed for this problem, they can indirectly con- 065

tribute to bridging the gap. These approaches can 066

use response quality (Ma et al., 2023) or perplexity 067

distillation (Izacard et al., 2023; Shi et al., 2023) as 068

signals to fine-tune the reranker. Despite showing 069

promise, these approaches face critical limitations: 070

their alignment signals rely solely on the surface- 071

level connection between the query/answer and 072

document, failing to capture the deeper reasoning 073

processes or more complex relationships involved. 074

To address the above limitation, we propose RA- 075

DIO, a novel and practical preference alignment 076

framework with rationale distillation in RAG. RA- 077

DIO leverages rationale as a signal to bridge the 078

reranker’s relevance measurement with the gen- 079

erator’s reasoning requirements for response gen- 080
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eration. First, to efficiently extract the rationales081

needed to answer a query, we use the query and082

its ground truth answer as context and generate the083

rationales with LLMs. Second, to mitigate the pref-084

erence misalignment between the reranker and gen-085

erator while ensuring the solution remains practical,086

we rerank the documents based on the extracted087

rationales and fine-tune the reranker. This step dis-088

tillates rationales from generators to rerankers, and089

aligns the reranker with the generator’s information090

needs for answering the query effectively.091

RADIO effectively addresses the preference in-092

consistency between RAG components by first093

generating a comprehensive rationale and then094

fine-tuning the reranker based on the extracted095

rationale. This approach considers the deeper096

reasoning behind answers. We evaluate RADIO097

on two tasks across three datasets: Open-domain098

QA (NQ (Kwiatkowski et al., 2019) and Trivi-099

aQA (Joshi et al., 2017)) and Multi-choice ques-100

tions (MMLU (Hendrycks et al., 2020)). The re-101

sults validate the superiority of our method com-102

pared to other state-of-the-art baselines. Our con-103

tributions can be summarized as follows:104

• We propose RADIO, a novel and practical frame-105

work designed to address the preference misalign-106

ment of different components in RAG pipelines.107

• We introduce rationale distillation within the108

RAG framework, which is an effective approach109

that leverages explicit textual rationales as signals110

to align the preferences of different components111

in RAG.112

• Extensive experiments are conducted on two113

tasks across three datasets to demonstrate the114

effectiveness and transferability of RADIO.115

2 Related Work116

2.1 Retrieval-Augmented Generation117

Large language models (LLMs) have demon-118

strated groundbreaking performance across numer-119

ous NLP tasks but still face challenges such as120

hallucination and outdated knowledge (Gao et al.,121

2023). To address these issues, retrieval-augmented122

generation (RAG) has been introduced (Fan et al.,123

2024). RAG retrieves relevant information from ex-124

ternal knowledge bases and incorporates it as con-125

textual input to the generator (LLM), enhancing the126

accuracy and reliability of the generated responses.127

The typical RAG pipeline can be divided into sev-128

eral key components: query rewriter, retriever,129

reranker, and generator. The query rewriter (Wang 130

et al., 2023) modifies and expands the original 131

query to improve retrieval recall, ensuring more rel- 132

evant documents are retrieved. The retriever (Chen 133

et al., 2024) fetches relevant documents based on 134

the query. Dense retrievers generally outperform 135

sparse retrievers in this step. To integrate contex- 136

tual information more effectively and identify doc- 137

uments more relevant to the query, rerankers (Mor- 138

eira et al., 2024a) with larger models and greater 139

complexity are introduced to reorder the retrieved 140

documents compared to retrievers. Finally, the 141

generator—usually a powerful LLM such as GPT- 142

4 (Achiam et al., 2023) or Llama (Touvron et al., 143

2023)—uses the query and the top-k documents 144

from the reranker to generate the final response. 145

In this work, we address the issue of preference 146

misalignment among different components within 147

the RAG pipeline. We aim to leverage rationale as 148

a signal to align these preferences and enhance the 149

overall performance of the RAG system. 150

2.2 Preference Alignment 151

To further improve LLMs, preference alignment 152

is often performed after the initial pretraining 153

phase (Jiang et al., 2024). Approaches such 154

RLHF (Ouyang et al., 2022) and DPO (Rafailov 155

et al., 2024) are proposed to align the output 156

of LLMs more closely with human preferences. 157

DPO transforms tasks into classification problems, 158

achieving high computational efficiency and strong 159

performance. In the context of RAG, several 160

works (Ke et al., 2024) can be transformed to ad- 161

dress the challenge of preference alignment be- 162

tween RAG components. REPLUG (Shi et al., 163

2023) improves RAG pipelines involving black- 164

box LLMs by using the probability of the LLM 165

generating the correct answer as a signal to deter- 166

mine document importance. Similarly, RRR (Ma 167

et al., 2023) uses metrics based on the quality 168

of the LLM’s generated response as a signal to 169

evaluate a document’s utility. On the other hand, 170

ARL2 (Zhang et al., 2024) prompts LLMs to gen- 171

erate self-guided relevance labels for fine-tuning 172

retriever, and DPA-RAG (Dong et al., 2024) intro- 173

duces a bidirectional alignment strategy to mitigate 174

preference inconsistencies in RAG pipelines. In 175

this work, we focus on optimizing the reranker 176

within RAG. Our goal is to enable the reranker 177

to effectively identify supportive documents well- 178

suited for the generator, whether black-box or open- 179

source, facilitating the production of accurate out- 180
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puts. In addition, BGM (Ke et al., 2024) trains181

a bridge model between retriever and LLMs to182

transform the retrieved information into the format183

LLM’s prefer. Our method is theoretically compat-184

ible with BGM and could be combined to jointly185

enhance performance without any conflict.186

3 Methodology187

In this section, we detail rationale distillation in188

RAG. Specifically, we first demonstrate the task189

definition of RAG in Section 3.1. Then we give an190

overview of our proposed framework in Section 3.2,191

introduce the rationale extraction method in Sec-192

tion 3.3, and detail the rationale-based alignment193

in Section 3.4 and optimization in Section 3.5.194

3.1 Task Definition195

To address the hallucination problem and enhance196

adaptability to dynamic information of LLMs,197

RAG systems have been proposed. These systems198

enhance generative models by introducing addi-199

tional contextual information retrieved based on a200

given query q. Specifically, when a query q is input201

into the RAG pipeline, the retriever Rretriever first202

retrieves relevant documents by calculating similar-203

ity scores and top-k1 selection. The process can be204

formalized as follows:205

Dretriever = {di | di ∈ Top-k1(scoreretriever(q, d))}
(1)206

where q and d are the query and document,207

scoreretriever denotes the score function in retriever,208

di means the i-th document in corpus and Dretriever209

is the documents set output by retriever Rretriever.210

To eliminate contextually irrelevant noise and211

provide more precise contextual information, the212

initially filtered documents will be further reranked213

by the reranker:214

Dreranker = {dj | dj ∈ Top-k2(scorereranker(q, d))}
(2)

215

where Dreranker is the documents selected by216

reranker, scorereranker denotes the score function217

in reranker. Note that the jth document dj is in218

Dretriever (i.e., dj ∈ Dretriever) and k2 is the number219

of documents selected by reranker, which is smaller220

than k1 used by the retriever.221

Finally, the documents filtered by the reranker,222

along with the original query, will be fed into the223

generator as contextual information to help gener-224

ate the final response:225

ŷ = G(q,Dreranker) (3)226

where ŷ is the generated response and G denotes 227

the generator. 228

It is worth noting that the documents selected by 229

the reranker directly influence the generator’s input. 230

Therefore, in this work, we aim to align the prefer- 231

ences of the reranker and generator to enhance their 232

consistency. This alignment improves the overall 233

accuracy of the RAG system’s responses. 234

3.2 Framework Overview 235

The overview of RADIO is depicted in Figure 1. 236

RADIO is consisted of two phases: rationale extrac- 237

tion (Figure 1(a)) and rationale-based alignment 238

(Figure 1(b)). 239

In the rationale extraction process, we combine 240

the query with its ground truth answer and input 241

them into LLMs to generate precise rationales. Us- 242

ing the correct answer as context in the prompt im- 243

proves the accuracy of the LLM’s rationale genera- 244

tion, ensuring that the generated rationale closely 245

aligns with the requirements for deriving the cor- 246

rect answer. 247

In the rationale-based alignment process, our 248

goal is to use the generated rationale to guide the 249

reranker, enabling it to select documents that bet- 250

ter support the generator in answering the query. 251

Specifically, we leverage the generated rationale 252

as a signal to rerank documents. The reranked 253

documents will be used to fine-tune the reranker, 254

addressing the preference misalignment between 255

the reranker and the generator. By aligning these 256

components, the process ensures that the selected 257

documents are not only contextually relevant but 258

also optimally supportive for the generator’s rea- 259

soning and response generation. 260

3.3 Rationale Extraction 261

Rationales are critical components of LLM reason- 262

ing processes and have been shown to significantly 263

enhance the accuracy of LLM-generated responses. 264

This perspective is supported by existing works 265

such as Chain-of-Thoughts (CoT (Wei et al., 2022)) 266

and O1 (Zhong et al., 2024). Existing work (Shi 267

et al., 2023; Ma et al., 2023; Dong et al., 2024) 268

has primarily focused on the initial relationships 269

between queries and documents or indirect rela- 270

tionships between answers and documents, while 271

overlooking rationales, a crucial intermediary com- 272

ponent in the reasoning process. Motivated by this, 273

we aim to extract rationales as signals to align the 274

preferences of different components in the RAG 275

pipeline. 276
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Figure 1: Overview of RADIO.

To accurately extract the rationale necessary for277

answering a query and deriving the correct answer,278

we combine the query with the ground truth answer279

as contextual information of LLMs, as shown in280

Figure 1(a). The prompt template used for this pro-281

cess is as follows: "You are a professional QA assis-282

tant. Given a question and the ground truth answer,283

you can output the rationale why the ground truth284

answer is correct. Question: {question}. Answer:285

{answer}. Rationale: ". The generation process can286

be formalized as:287

r = LLM(q, a) (4)288

where q and a are the query and answer, r deontes289

the generated rationale.290

By doing so, we effectively bridge the gap be-291

tween the query and the answer by generating the292

necessary rationale. This rationale accurately sup-293

ports the reasoning process required to derive the294

correct answer from the query.295

3.4 Rationale-based Alignment296

Given the extracted rationale r, a key challenge lies297

in effectively and efficiently utilizing it to improve298

preference consistency within the RAG pipeline.299

In this section, we propose a rationale-based align-300

ment approach, where the rationale serves as a301

signal to fine-tune the reranker. This enables the302

reranker to identify and prioritize supportive doc-303

uments that facilitate the generator in producing304

accurate responses. Specifically, we first use the305

retriever Rretriever to retrieve k1 relevant documents306

based on the query:307

Dretriever = Rretriever(q, C) (5)308

where Dretriever is the document set retrieved309

by Rretriever based on query q and corpus C, and310

|Dretriever| = k1.311

Next, to facilitate the comparison of similarity312

between different documents and the rationale, we313

use a text encoder to convert both the documents 314

and the rationale into dense vectors. 315

edocument
i = Encoder(di) (6) 316

erationale = Encoder(r) (7) 317

where edocument
i and erationale denote the representa- 318

tions of ith document and rationale. di is the ith 319

document and r represents the extracted rationale. 320

Then, we calculate the semantic similarity be- 321

tween each document and the rationale. Here, we 322

use cosine similarity, denoted as sim(·). The cal- 323

culated scores indicate the degree to which each 324

document supports generating the correct answer, 325

with higher scores reflecting stronger support. We 326

also linearly interpolate the score of documents 327

with their retrieval score in the retrieval stage by 328

weighted score sum. 329

srationale
i = sim(edocument

i , erationale) (8) 330

sretriever
i = scoreretriever(q,di) (9) 331

s′i = αsrationale
i + (1− α)sretriever

i (10) 332

where srationale
i , sretriever

i , s′i represent the rationale 333

similarity score, retrieval score, and final score for 334

ith document. scoreretriever(·) is the score function 335

in retriever and α is a hyperparameter used for inte- 336

gration. Note that we apply min-max normalization 337

in this work to both rationale score and retrieval 338

score before integration. 339

Next, we rerank the documents based on their 340

scores. Following the previous sampling method 341

Top-k shifted by N (Moreira et al., 2024b), we se- 342

lect the top-ranked document as the positive sample 343

and then shift by n documents and sample m neg- 344

ative samples from the subsequent documents to 345

construct positive-negative pairs for fine-tuning the 346

reranker. This process can be represented as: 347

dpos = di,where i = argmax
i

s′i (11) 348

{dneg} = Samplem({di|rank(di) > n}) (12) 349
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where dpos and dneg are the sampling positive and350

negative documents, Samplem(·) denotes a sam-351

pling operation that selects m negative documents352

from the set of documents ranked lower than n.353

3.5 Optimization354

Following BGE embedding (Xiao et al., 2023) and355

QA Ranking Benchmark (Moreira et al., 2024a),356

we use InfoNCE as our optimization objectives to357

fine-tune reranker:358

f(q, d) = exp(ϕ(q, d)/τ) (13)359

L = −log
f(q, d+)

f(q, d+) +
∑N

i=1 f(q, d
−
i )

(14)360

where d+ and d− represent the positive and nega-361

tive document, τ is the temperature parameter, and362

N denotes the number of negative documents.363

4 Experiments364

4.1 Datasets and Metrics365

To evaluate RADIO with other methods, we366

conduct experiments on two tasks across three367

datasets: Open-domain QA (NQ (Kwiatkowski368

et al., 2019) and TriviaQA (Joshi et al., 2017)) and369

Multi-choice questions (MMLU (Hendrycks et al.,370

2020)). Deatiled dataset descriptions are given in371

Appendix A.1. Following previous work (Ma et al.,372

2023; Shi et al., 2023), we report EM and F1 scores373

for Open-domain QA datasets and EM for MMLU.374

4.2 Baselines375

To verify the effectiveness of RADIO, we conduct376

experiments with the following baseline methods:377

Base (Xiao et al., 2023), Atlas (Izacard et al.,378

2023), REPLUG (Shi et al., 2023), Trainable379

rewrite-retrieve-read (RRR) (Ma et al., 2023),380

ARL2 (Zhang et al., 2024), and DPA-RAG (Dong381

et al., 2024). The detailed introduction of baselines382

is given in Appendix A.2.383

4.3 Backbone Rerankers384

To validate the generality and adaptability of RA-385

DIO, we select three different rerankers as the back-386

bone models for our experiments: (1) gte-base (Li387

et al., 2023): a reranker model proposed by Alibaba388

DAMO Academy, with 109M parameters and 768389

embedding dimensions. (2) gte-large (Li et al.,390

2023): the larger version of gte-base, with 335M391

parameters and 1024 embedding dimensions. (3)392

bge-reranker-base (Xiao et al., 2023): a powerful393

cross-encoder architecture reranker proposed by 394

Beijing Academy of Artificial Intelligence, with 395

278M parameters. 396

4.4 Implementation Details 397

We implement RADIO on FlashRAG (Jin et al., 398

2024), a Python library for efficient RAG research. 399

In the RAG pipeline, we take e5-base-v2 (Wang 400

et al., 2022) as the retriever, and Meta-Llama-3.1- 401

8B-Instruct (Touvron et al., 2023) as the generator. 402

We sample 20,000 instances from NQ and Trivi- 403

aQA to construct the fine-tuning dataset and fine- 404

tune rerankers separately. For document sampling, 405

we set the shift n in Top-k shifted by N method as 3, 406

and sample 6 negative samples from the subsequent 407

documents. To ensure a fair comparison, the sam- 408

pling index is fixed and remains unchanged across 409

methods. In the RAG pipeline, we set the number 410

of documents selected by retriever and reranker 411

(i.e., k1 and k2) as 20 and 5. For fine-tuning the 412

reranker, we tune the training epochs from 1 to 5 413

and the integration hyperparameter α from 0.0 to 414

1.0. We use Adam (Kingma, 2014) optimizer with 415

a learning rate 6e-5 and a weight decay of 0.01. 416

The prompts we used in experiments are given in 417

Appendix A.5. 418

4.5 Main Results 419

4.5.1 Open-domain QA 420

To evaluate the effectiveness of RADIO and its 421

transferability across different rerankers, we con- 422

duct experiments on the NQ and TriviaQA datasets. 423

The results are presented in Table 1. From these 424

results, we can draw the following conclusions: 425

• Compared to the Base method, most experimen- 426

tal settings achieve better results, demonstrating 427

the necessity of preference alignment within the 428

RAG pipeline. 429

• Compared to other baseline methods, RA- 430

DIO consistently achieves superior performance 431

across all datasets and reranker backbone config- 432

urations. The results validate the effectiveness of 433

using rationales as signals for preference align- 434

ment in RAG pipeline. 435

• On TriviaQA, methods such as RRR and RE- 436

PLUG show performance declines relative to 437

the base method when using rerankers gte-large 438

and bge-reranker-base. This indicates that these 439

methods are sensitive, limiting their applicability. 440
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Table 1: Overall experiments. “*” indicates the statistically significant improvements (i.e., two-sided t-test with
p < 0.05) over the best baseline. For all metrics, higher is better. ∆ represents the relative improvement of RADIO
over Base method.

Method
NQ TriviaQA

gte-base gte-large bge-reranker-base gte-base gte-large bge-reranker-base

EM F1 EM F1 EM F1 EM F1 EM F1 EM F1

Base 0.2931 0.4046 0.2798 0.3935 0.3371 0.4603 0.5449 0.6374 0.5495 0.6414 0.6114 0.7120
Atlas 0.3338 0.4587 0.3418 0.4677 0.3521 0.4832 0.5823 0.6752 0.6004 0.6972 0.6083 0.7063

REPLUG 0.3257 0.4484 0.2607 0.3670 0.3427 0.4753 0.5679 0.6578 0.5248 0.6171 0.6032 0.7004
RRR 0.3374 0.4608 0.3299 0.4578 0.3438 0.4754 0.5801 0.6716 0.5358 0.6237 0.6099 0.7091
ARL2 0.3413 0.4688 0.3515 0.4804 0.3568 0.4885 0.6079 0.7086 0.6107 0.7120 0.6137 0.7149

DPA-RAG 0.3391 0.4674 0.3385 0.4710 0.3462 0.4793 0.6080 0.7076 0.6097 0.7119 0.6149 0.7169*
RADIO (Ours) 0.3512* 0.4790* 0.3565* 0.4850* 0.3665* 0.4917* 0.6084 0.7095* 0.6128* 0.7137* 0.6154 0.7151

∆ ↑ 19.82% ↑ 18.39% ↑27.41% ↑23.25% ↑8.72% ↑6.82% ↑11.55% ↑11.31% ↑11.52% ↑11.27% ↑0.65% ↑0.40%

Table 2: Experimental results on MMLU. EM is re-
ported as the evaluation metric. The source dataset used
to fine-tune rerankers is the Open-domain QA dataset
NQ. ∆ represents the relative improvement of RADIO
over Base method.

Method Humanities Social STEM Other ALL

Base 0.4089 0.6867 0.5147 0.6650 0.5502
Atlas 0.3985 0.6935 0.5074 0.6563 0.5447

REPLUG 0.4102 0.6854 0.5065 0.6590 0.5473
RRR 0.4079 0.6913 0.5116 0.6572 0.5484
ARL2 0.4147 0.7016 0.5106 0.6630 0.5540

DPA-RAG 0.4157 0.701 0.5078 0.6652 0.5541
RADIO (Ours) 0.4172 0.7013 0.5080 0.6717 0.5562

∆ ↑2.03% ↑2.13% ↓1.30% ↑1.01% ↑1.09%

In contrast, RADIO demonstrates robust adapt-441

ability to different rerankers, achieving signifi-442

cant performance improvements across all three443

rerankers.444

• As the reranker becomes larger or more powerful445

(e.g., progressing from gte-base to gte-large and446

further to bge-reranker-base), the performance447

ranking of models fine-tuned with RADIO aligns448

with the reranker’s inherent capabilities. This449

suggests that RADIO’s performance gains are450

sustainable and scalable with stronger rerankers,451

providing an avenue to further explore the upper452

performance limits of RAG pipelines.453

4.5.2 MMLU454

We also conduct experiments on MMLU. Since455

MMLU is a multiple-choice dataset, we report the456

EM metric (Ma et al., 2023). Additionally, follow-457

ing previous work (Yu et al., 2023), we fine-tune the458

reranker using open-domain QA as the source task459

and evaluate its performance on the MMLU dataset.460

Table 2 shows the results of fine-tuning reranker461

with NQ dataset. The results of fine-tuning reranker462

with TriviaQA are given in Appendix 5. We can463

draw the following conclusions:464

• From the metrics corresponding to the ALL cate- 465

gory, RADIO demonstrates consistent improve- 466

ments over Base. This highlights the effective- 467

ness and transferability of RADIO, as it success- 468

fully adapts to multi-choice question tasks even 469

when fine-tuned on the Open-domain QA tasks. 470

• Analyzing the results by question category, RA- 471

DIO shows more significant improvements over 472

the Base method in the Humanities and Social 473

Sciences categories, with average gains of 2.03% 474

and 2.13%, respectively. However, it exhibits a 475

slight negative effect in the STEM category. This 476

may be due to the fine-tuning datasets (NQ and 477

TriviaQA), which are Open-domain QA datasets 478

with distributions more similar to humanities 479

and social sciences but markedly different from 480

STEM subjects. 481

• Compared to other baseline methods, RADIO 482

achieves top performance in the vast majority of 483

metrics, demonstrating its superiority and state- 484

of-the-art capability. 485

4.6 Transferability Analysis across 486

Generators 487

We conduct experiments on two datasets of differ- 488

ent tasks, NQ and MMLU, using three different 489

generators (Llama3.1-8b-instruct (Touvron et al., 490

2023), qwen2.5-14b-instruct (Yang et al., 2024), 491

and gpt4o-mini (Achiam et al., 2023)) to vali- 492

date the transferability of our method, as shown 493

in Table 3. We can find: (1) RADIO maintains 494

its effectiveness across different generators, con- 495

sistently enhancing the performance of the origi- 496

nal RAG pipeline. This demonstrates RADIO’s 497

strong transferability with various generators. (2) 498

Comparing different generators reveals that RA- 499

DIO’s performance gains are more pronounced 500
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Table 3: Transferability analysis across generators. EM is reported as the metric for MMLU dataset.

Generator Method
NQ MMLU

EM F1 Humanities Social STEM Other ALL

Llama3.1-8b-instruct
Base 0.3371 0.4603 0.4089 0.6867 0.5147 0.6650 0.5502

RADIO (ours) 0.3665 0.4917 0.4172 0.7013 0.5080 0.6717 0.5562

qwen2.5-14b-instruct
Base 0.3310 0.4484 0.5439 0.8200 0.7206 0.7541 0.6906

RADIO (ours) 0.3518 0.4753 0.5598 0.8229 0.7250 0.7631 0.6995

gpt4o-mini
Base 0.3607 0.4880 0.6485 0.8362 0.6784 0.8005 0.7300

RADIO (ours) 0.3742 0.5086 0.6548 0.8372 0.6768 0.8010 0.7321

Table 4: Ablation study.

Dataset Metrics w/o ALL w/o Retrieval RADIO

NQ
EM 0.3371 0.3587 0.3665
F1 0.4603 0.4858 0.4917

MMLU

Humanities (EM) 0.4089 0.4168 0.4172
Social (EM) 0.6867 0.6981 0.7013
STEM (EM) 0.5147 0.5109 0.508
Other (EM) 0.665 0.6666 0.6717
ALL (EM) 0.5502 0.5548 0.5562

with smaller, less capable generators. Specifically,501

when the generators are Llama3.1, Qwen2.5, and502

GPT4o-mini, RADIO achieves EM improvements503

of 8.72%, 6.28%, and 3.74%, respectively, and F1504

improvements of 6.82%, 6.00%, and 4.22%. This505

is because as the generator’s capability increases506

and approaches the upper performance limits of507

the RAG pipeline, further enhancing the pipeline508

becomes increasingly challenging, resulting in a509

smaller improvement.510

4.7 Ablation Study511

To explore the specific impact of rationale and re-512

trieval score, we design the following variants: (1)513

w/o ALL: Base reranker without fine-tuning. Do514

not introduce rationale or retrieval score. (2) w/o515

Retrieval: Ranking documents and fine-tuning516

reranker only based on the rationale scores. (3)517

RADIO: Fine-tuning reranker based on both ratio-518

nale and retrieval scores.519

Table 4 shows the results of ablation study on520

NQ and MMLU, where we can derive the follow-521

ing findings: (1) Both the rationale score and re-522

trieval score contribute positively to RADIO’s per-523

formance, with the rationale score demonstrating a524

stronger positive impact compared to the retrieval525

score. (2) RADIO outperforms both w/o ALL and526

w/o Retrieval, while w/o Retrieval surpasses w/o527

ALL. This indicates that the rationale score and528

retrieval score are not conflicting but rather com-529

0.0 0.2 0.4 0.6 0.8 1.0
0.350

0.355

0.360

0.365

0.370
EM on NQ
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0.480

0.485

0.490
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0.500
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0.515

0.520
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Figure 2: Hyperparameter analysis on NQ and MMLU.

plementary. Their integration provides a more ro- 530

bust signal for document ranking, which effectively 531

aids in fine-tuning the reranker. (3) In the STEM 532

category of the MMLU dataset, w/o ALL outper- 533

forms both w/o Retrieval and RADIO. This could 534

be attributed to the fact that the training dataset 535

(NQ) contains questions with distributions more 536

similar to humanities and social sciences, leading 537

to trends in the Humanities, Social Sciences, and 538

Other categories that differ from STEM category. 539

4.8 Hyperparameter Analysis 540

Figure 2 visualizes the performance of RADIO 541

across different integration coefficients α on NQ 542

and MMLU. The x-axis represents the integration 543

coefficients α and the y-axis represents the evalua- 544

tion metrics EM (red) or F1 (blue). For the MMLU 545

dataset, we present results for two representative 546

categories: Humanities and STEM. The trends for 547

other categories align with those observed in Hu- 548

manities. Complete experimental results are pro- 549

vided in Appendix A.4 for reference. From the fig- 550

ure, we can draw the following conclusions: (1) As 551

α increases, the metrics on the NQ dataset and most 552
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categories of the MMLU dataset exhibit a trend of553

first rising and then falling, with the optimal range554

for α being between 0.3 and 0.7. This demonstrates555

the complementary nature of rationale scores and556

retrieval scores, which together form an optimal557

signal for preference alignment. (2) When α = 0,558

the RAG performance is suboptimal because docu-559

ment scoring relies entirely on retrieval scores, fo-560

cusing solely on query-document relevance while561

ignoring whether the document supports the gen-562

erator in answering the query. Conversely, when563

α = 1, the performance is still not optimal, as it564

completely disregards retrieval relevance, leading565

to a mismatch between the fine-tuning dataset and566

the training data, which negatively affects model567

performance. (3) The trends for STEM differ from568

those of other MMLU categories, showing an op-569

posite pattern. This is likely due to the significant570

distributional differences between STEM and Hu-571

manities/Social Sciences, resulting in a "seesaw ef-572

fect" as observed in the figure. This phenomenon is573

also reflected in REPLUG (Shi et al., 2023), where574

the improvement in the STEM category is weaker575

compared to other categories.576

4.9 Case Study577

To intuitively illustrate the effectiveness of RADIO,578

we select examples from the NQ dataset to com-579

pare the documents reranked by RADIO with those580

reranked by a novel baseline, DPA-RAG, as well as581

their responses. In Figure 3 Example 1, the query582

asks, "Which state is the richest state in Nigeria?"583

RADIO successfully ranks information about La-584

gos State’s economic and financial status, which585

relates to the correct answer, among the top-3 doc-586

uments. In contrast, DPA-RAG fails to identify587

documents relevant to answering the query, and588

cannot provide a valid response. In Figure 3 Exam-589

ple 2, the query is, "Who is the highest-selling R&B590

artist of all time?" RADIO prioritizes documents591

containing information about the correct answer,592

Michael Jackson, and effectively highlights key593

terms such as "R&B" and "best-selling." However,594

DPA-RAG misinterprets the query’s constraints, re-595

trieving documents that either overlook the R&B596

artist specification or fail to consider the time span,597

resulting in an incorrect response. These exam-598

ples demonstrate that RADIO enhances RAG by599

providing a more efficient and accurate reranking.600

It selects contextually appropriate documents, en-601

abling the generator to infer correct answers.602

Example 1: Query: which state is the richest state in nigeria
Ground Truth:                                                     ['Lagos State']

Document Reranked by RADIO
1. Niger State is a state in central Nigeria, and it is the largest
state in the country in terms of land area. 2. Introduction to
Niger State. 3. Lagos State is the most economically important
state in the country, containing the city of Lagos, which is
Nigeria's largest city. Lagos State is a significant financial center,
and if it were a country, it would be the fifth-largest economy in
Africa. 4. Ugbo Kingdom is a town in the Ilaje Local Government
Area of Ondo State in the southwestern part of Nigeria. Ugbo
Kingdom is ranked as the richest king in Nigeria. 5. Rivers State,
also known simply as Rivers, is one of the 36 states of Nigeria.

Response Given by RADIO:                                     Lagos State✅
Document Reranked by DPA-RAG
1. Niger State is a state in central Nigeria, and it is the largest
state in the country in terms of land area. 2. Ugbo Kingdom is a
town in the Ilaje Local Government Area of Ondo State in the
southwestern part of Nigeria. Ugbo Kingdom is ranked as the
richest king in Nigeria. 3. Introduction to Niger State. 4. Kano is
located in the northern part of Nigeria and is an important
commercial and economic center of Nigeria. 5. The official
language of Nigeria is English. The religious composition of
Nigeria is roughly divided into Christians in the southern region
and Muslims in the northern region.

Response Given by DPA-RAG:                  Can not give a answer.❌

Example 2: Query: who is the highest selling r&b artist of all time
Ground Truth:                                ['Rihanna', 'Michael Jackson']

Document Reranked by RADIO
1. R. Kelly is recognized as one of the best-selling music artists in
the US. 2. Record sales definitions. Michael Jackson's 1982 album
"Thriller" is still the best-selling album of all time. 3. R. Kelly is
considered one of the most successful R&B artists of the past 25
years. 4. 1990s in Music. Janet Jackson, Michael Jackson,
Whitney Houston, and Mariah Carey are among the best-selling
music artists, particularly in the 1990s when they brought
contemporary R&B to the global stage. 5. 2000s in
Music. Destiny's Child, composed of Beyoncé, Michelle Williams,
and Kelly Rowland, is the most successful female R&B group in
history, selling over 50 million records globally in the 2000s.

Response Given by RADIO:                               Michael Jackson✅

Document Reranked by DPA-RAG
1. R. Kelly is considered one of the most successful R&B artists of
the past 25 years. 2. R. Kelly was one of the most successful
male R&B artists of the 1990s and one of the best-selling music
artists of all time. 3. R. Kelly performed on the same stage as
other hip-hop artists such as Nas, Sean Combs, and The
Notorious B.I.G. 4. 2000s in Music. Destiny's Child, composed of
Beyoncé, Michelle Williams, and Kelly Rowland, is the most
successful female R&B group in history, selling over 50 million
records globally in the 2000s. 5. Rhythm and Blues.

Response Given by DPA-RAG:                                       R. Kelly❌

Figure 3: Case study on NQ dataset.

5 Conclusion 603

In this paper, we propose a novel and practical pref- 604

erence alignment framework, RADIO, with ratio- 605

nale distillation in retrieval-augmented generation. 606

First, we introduce a rationale extraction method 607

to extract the rationales necessary for answering 608

queries with LLMs. Next, a rationale-based align- 609

ment is proposed to rerank documents based on 610

extracted rationales and fine-tune rerankers. Exten- 611

sive experiments on two tasks across three datasets 612

are conducted to validate the effectiveness of our 613

proposed method against state-of-the-art baselines 614

and demonstrate its strong transferability. 615
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6 Limitations616

First, compared to other methods, our approach617

RADIO requires additional time in the rationale618

extraction stage to generate rationales. Since dif-619

ferent samples are independent of one another, we620

can reduce generation time by employing paral-621

lel processing to mitigate this issue. Secondly,622

the MMLU experimental results reveal that the623

composition of fine-tuning datasets can affect RA-624

DIO’s effectiveness. This issue can be addressed625

by designing task-specific fine-tuning datasets for626

different downstream tasks or large-scale general627

fine-tuning datasets.628
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A Appendix799

A.1 Dataset Desctiptions800

The detailed descriptions of baselines are given as801

follows:802

• Natural Questions (NQ): NQ contains real803

user questions compiled from Google search,804

with corresponding answers identified from805

Wikipedia by human annotators.806

• TriviaQA: TriviaQA dataset comprises trivia807

questions paired with answer annotations and808

supporting evidence documents, such as web809

pages and Wikipedia articles. It is designed to810

assess a model’s ability to retrieve and compre-811

hend textual evidence for open-domain ques-812

tion answering.813

• Massive Multitask Language Understand-814

ing (MMLU): MMLU is a comprehensive815

evaluation dataset comprising 57 categories816

of questions, which are grouped into four817

broad domains: Humanities, Social Sciences,818

STEM, and Other. In this paper, we report819

evaluation metrics based on these categories.820

A.2 Baselines821

Following is the introduction of baselines:822

• Base (Xiao et al., 2023): The reranker model823

is used off-the-shelf without any fine-tuning.824

• Atlas (Izacard et al., 2023): A pretrained825

retrieval-augmented language model designed826

for knowledge intensive task. We choose the827

EMDR2 (Singh et al., 2021) as the reward to828

rerank documents and fine-tune rerankers.829

• REPLUG (Shi et al., 2023): REPLUG seeks830

to fine-tune the retriever to enhance RAG831

pipelines that include black-box LLMs. It832

achieves this by using the query and docu-833

ment as contextual inputs and leveraging the834

probability of the LLM generating the correct835

answer as the importance score. This idea836

is also reflected in the PDist method in At-837

las (Izacard et al., 2023).838

• Trainable rewrite-retrieve-read (RRR) (Ma839

et al., 2023): RRR optimizes the query840

rewriter using the evaluation metrics of the841

final RAG output as a reward, which is used842

to fine-tune rerankers in our pipeline, enhanc-843

ing the overall effectiveness of RAG.844

• ARL2 (Zhang et al., 2024): ARL2 introduces 845

a method to use LLMs as supervisor to gener- 846

ate self-guided relevance labels for fine-tuning 847

retriever. 848

• DPA-RAG (Dong et al., 2024): DPA-RAG 849

proposes a knowledge preference pipeline to 850

dual-align rerankers and generators in RAG. 851

It combines document importance from the 852

LLM’s perspective with the importance deter- 853

mined during the retrieval stage. 854

A.3 More Results on MMLU 855

In this section, we give the complete experimental 856

results on MMLU. Specifically, we use the NQ 857

dataset and TriviaQA dataset as source dataset to 858

fine-tune rerankers and evaluate them in MMLU. 859

A.4 More Results on Hyperparameter 860

Analysis 861

Figure 4 illustrates the trend of RADIO’s perfor- 862

mance across various MMLU categories as the in- 863

tegration coefficient α increases. For Humanities, 864

Social Sciences, and Other, the trends are consis- 865

tent: as α increases, the performance metrics first 866

improve and then decline. However, the STEM cat- 867

egory shows a unique pattern, with metrics initially 868

decreasing as α grows, followed by an improve- 869

ment. This divergence may be attributed to the 870

fine-tuning dataset (NQ), which shares a closer dis- 871

tribution with Humanities, Social Sciences, and 872

Other categories, while differing significantly from 873

the STEM category. 874

A.5 Prompts 875

In this section, we detail the prompts we used in the 876

experiments. For Open-domain QA datasets NQ 877

and TriviaQA, the prompts are as shown in Table 6. 878

For Multi-choice dataset MMLU, the prompts are 879

shown in Table 7. 880
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Figure 4: More results of hyperparameter analysis on MMLU.

Table 5: Experimental results on MMLU. EM is reported as the metric. The source datasets used to fine-tune
rerankers are Open-domain QA datasets NQ and TriviaQA.

Method
MMLU (Source Dataset NQ) MMLU (Source Dataset TriviaQA)

Humanities Social STEM Other ALL Humanities Social STEM Other ALL

Base 0.4089 0.6867 0.5147 0.6650 0.5502 0.4089 0.6867 0.5147 0.6650 0.5502
Atlas 0.3985 0.6935 0.5074 0.6563 0.5447 0.3966 0.6822 0.4868 0.654 0.5364

REPLUG 0.4102 0.6854 0.5065 0.6590 0.5473 0.3977 0.6744 0.4821 0.6466 0.5323
RRR 0.4079 0.6913 0.5116 0.6572 0.5484 0.4132 0.6926 0.5005 0.6501 0.5464
ARL2 0.4147 0.7016 0.5106 0.6630 0.5540 0.4012 0.6951 0.5011 0.6639 0.5462

DPA-RAG 0.4157 0.701 0.5078 0.6652 0.5541 0.4189 0.6932 0.5062 0.6746 0.5552
RADIO (Ours) 0.4172 0.7013 0.5080 0.6717 0.5562 0.4230 0.6942 0.5090 0.6678 0.5559

Table 6: Prompts for Open-domain datasets.

System Prompt: Answer the question based on
the given document. Only give me the answer
and do not output any other words. The
following are given documents.
{reference}
User Prompt:
Question: {question}
Answer:

Table 7: Prompts for Multi-choice datasets.

System Prompt: Answer the question based on
the given document. Only give me the option
(A/B/C/D) and do not output any other words.
The following are given documents.
{reference}
User Prompt:
Question: {question}
Answer:
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