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Abstract

Visible-infrared person re-identification (VI-ReID) is a
challenging task due to large cross-modality discrepancies
and intra-class variations. Existing methods mainly focus
on learning modality-shared representations by embedding
different modalities into the same feature space. As a result,
the learned feature emphasizes the common patterns across
modalities while suppressing modality-specific and identity-
aware information that is valuable for Re-ID. To address
these issues, we propose a novel Modality Unifying Net-
work (MUN) to explore a robust auxiliary modality for VI-
ReID. First, the auxiliary modality is generated by combin-
ing the proposed cross-modality learner and intra-modality
learner, which can dynamically model the modality-specific
and modality-shared representations to alleviate both cross-
modality and intra-modality variations. Second, by align-
ing identity centres across the three modalities, an identity
alignment loss function is proposed to discover the discrim-
inative feature representations. Third, a modality align-
ment loss is introduced to consistently reduce the distribu-
tion distance of visible and infrared images by modality pro-
totype modeling. Extensive experiments on multiple public
datasets demonstrate that the proposed method surpasses
the current state-of-the-art methods by a significant margin.

1. Introduction
Person re-identification (Re-ID) [8,33] aims at matching

pedestrian images captured from multiple non-overlapping
cameras. Over the past few years, it has received increased
attention due to its huge practical value in modern surveil-
lance systems. Previous studies [10, 16, 19, 30, 40] mainly
focus on matching pedestrian images captured from visible
cameras and formulate the Re-ID task as a single-modality
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matching issue. Nevertheless, visible cameras may not pro-
vide accurate appearance information about persons in sce-
narios with poor illumination. To address this limitation,
modern surveillance systems also employ infrared cameras,
which can capture clear images in low-light conditions at
night. As a result, visible-infrared person re-identification
(VI-ReID) [1, 28, 29] has become a topic of growing inter-
est in recent times, which seeks to match infrared images of
the same identity when given a visible query across multiple
camera views and vice versa.

VI-ReID is challenging due to the huge cross-modality
discrepancy between visible and infrared images, as well
as the intra-modality variation in person bodies such as
pose variation and dress change. Existing methods [1,
20, 29, 31, 36, 37] primarily focus on relieving the cross-
modality discrepancy by extracting modality-shared fea-
tures to perform the feature-level alignment. Some stud-
ies [1,20,28,31,34] employ two-stream networks for cross-
modality feature embedding, while others [3, 24, 25, 36]
utilize Generative Adversarial Networks (GANs) to gener-
ate shared representations from visible and infrared images.
However, these methods discard modality-specific features
(such as colour and texture) that contain useful identity-
aware patterns against intra-modality variations. Conse-
quently, the learned features may not fully capture the varia-
tion of human bodies and thus lack discriminability. To ad-
dress this limitation, the modality-unifying methods, e.g.,
X-modality [9], DFM [7], SMCL [27], have been pro-
posed to acquire the auxiliary modality by fusing visible and
infrared modalities, encoding both modality-specific and
modality-shared patterns to jointly relieve cross- and intra-
modality discrepancies. In the SMCL [27], the authors pro-
posed a syncretic modality generated by fusing visible and
infrared pixels, which can bridge the gap between visible
and infrared modalities while maintaining discriminability
as the modality-specific information is preserved.

However, the existing modality-unifying works still have
three weaknesses. (1) Pixel fusion. Previous works gener-
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Figure 1. The main idea behind generating a strong auxiliary
modality for the VI-ReID task. The IML and CML denote the
intra-modality learner and cross-modality learner, respectively.

ate the auxiliary modality by fusing pixels of the raw visible
and infrared images, which makes the richness of semantic
patterns either equal to the original two modalities or lower
in the case of pixel misalignment. In fact, the auxiliary
modality is utilized to guide the learning of visible and in-
frared modalities, but the insufficient semantic patterns lead
to a lack of identity-related information and severely limit
the capacity to relieve intra-modality variations in VI-ReID.
(2) Discrepancy bias. During the VI training, the rela-
tive distances between visible and infrared images are con-
stantly changing, which causes a dynamic bias toward the
balance of intra- and cross-modality discrepancies. Thus,
an ideal auxiliary modality should be able to dynamically
control the ratio of modality-specific and modality-shared
patterns it contains to model the evolving modality discrep-
ancies. However, the existing studies simply use the global
information of visible and infrared images to obtain the aux-
iliary representations, which are inflexible in adjusting the
patterns they describe, leading to low robustness.
(3) Inconsistency constraints. Existing studies usually uti-
lize features in the current batch to represent the overall dis-
tribution for distance optimization. However, this strategy
suffers from randomness, as the training samples are dif-
ferent in each batch, which may cause a certain inconsis-
tency in the learned feature relationships in different train-
ing stages, thus damaging the generalizability.

Inspired by the above discussions, we propose a novel
Modality Unifying Network (MUN) to explore an effective
and robust auxiliary modality for VI-ReID. The main idea
of our auxiliary modality is illustrated in Figure 1. Specif-
ically, we introduce an auxiliary generator comprising
two intra-modality learners (IML) and one cross-modality
learner (CML) to distil the modality-related patterns from
visible and infrared images. Two IMLs are presented to
identify the modality-specific and identity-aware patterns
from visible and infrared images, respectively. They ex-
ploit multiple depth-wise convolutions with various kernel
sizes to capture fine-grained semantic patterns in the human

body across multiple receptive fields. Based on the outputs
of two IMLs, the CML leverages spatial pyramid pooling to
extract multi-scale feature representations and then fuse the
modality-shared patterns learned in each feature scale. By
combining IML and CML, the proposed auxiliary genera-
tor can generate a powerful auxiliary modality that is rich
in modality-shared and discriminative patterns to alleviate
both cross-modality and intra-modality discrepancies. In
addition, the layer scale scheme is used to control the ra-
tio of patterns learned from IML and CML, which can dy-
namically adjust the modality-specific and modality-shared
patterns in the generated auxiliary representation.

Furthermore, to reveal the identity-related patterns in
each identity set, an effective identity alignment loss (Lia)
is designed to optimize the distances of tri-modality iden-
tity centres. In addition, to regulate the distribution level
feature relationships while relieving the inconsistency issue
caused by sample variations, a novel modality alignment
loss (Lma) is designed to minimize the distances of three
modalities, which utilizes the modality prototype to repre-
sent the learned modality information in each iteration.

In general, the major contributions of this paper can be
summarized as follows.

• We propose a novel modality unifying network for
the VI-ReID task by constructing a robust auxiliary
modality, which contains rich semantic information
from visible and infrared images to address modality
discrepancies and reveal discriminative knowledge.

• A novel auxiliary generator constructed by the intra-
modality and cross-modality learners is introduced
to dynamically extract identity-aware and modality-
shared patterns from heterogeneous images.

• The identity alignment loss and modality alignment
loss are designed to jointly explore the generalized and
discriminative feature relationships of the three modal-
ities at both the identity and distribution levels.

• Extensive experiments on several public VI-ReID
datasets verify the effectiveness of the proposed
method and modality unifying scheme, which outper-
forms the current state of the arts by a large margin.

2. Related Work
Single-Modality Person Re-ID. Single-modality person

re-identification [11, 17, 33] aims to match pedestrian im-
ages across different visible cameras. It presents challenges
such as changes in viewpoint and human pose across cam-
era views. Current approaches mainly focus on feature rep-
resentation learning [15, 19, 39] and distance metric learn-
ing [10, 30, 35, 40]. Over the past few years, excellent per-
formances have been achieved on several academic bench-
marks. However, in practical scenarios, numerous crucial
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Figure 2. The overall architecture of the proposed MUN for VI-ReID. GeMP denotes the Generalized Mean Pooling [21]. The pretrained
ResNet-50 [4] is adopted as the baseline network. To meet the specific requirements of VI-ReID, we initialize the first stage of the ResNet-
50 twice as two independent ResBlocks to extract the low-level visible and infrared features, respectively. The remaining stages are utilized
as modality-shared ResBlocks. During the inference, only visible and infrared modalities are utilized to perform cross-modality retrieval.

surveillance photos and videos are captured at night using
infrared cameras. When it comes to matching pedestrians
across visible and infrared modalities, the capabilities of
these single-modality methods are limited due to their in-
ability to address the huge modality gap. In contrast, we
present an effective modality unifying network to bridge the
modality gap and achieve precise cross-modality pedestrian
matching in 24-hour monitoring scenarios.

Visible-Infrared Person Re-ID. Visible-Infrared person
Re-ID [28] is a challenging task due to the cross-modality
discrepancies between visible and infrared images, as well
as the intra-modality variations such as pose and dress
changes. Existing studies [20, 29, 31, 32, 34] mainly fo-
cus on learning the modality-shared representations to align
the visible and infrared modalities. Some generation-based
methods [24–26,36] have been developed to achieve modal-
ity alignment or translation by using Generative Adversar-
ial Network (GAN). For instance, Wang et al. [24] pro-
posed a dual-alignment network that used GAN to jointly
learn pixel and feature level alignment. The D2RL [26]
is proposed to perform image-level modality translation
by adversarial training that relieves the cross-modality dis-
crepancy. Other works [1, 20, 29, 31, 34] attempt to learn
modality-shared features by designing two-stream networks
to perform cross-modality feature embedding. Ye et al.
[34] proposed a dual-constrained top-ranking method with a
weight-shared two-stream network. Wu et al. [29] designed
a cross-modality attention scheme to help the two-stream
backbone discover cross-modality nuances. However, these
methods usually discard modality-specific representations

that help to relieve intra-modality variations, leading to low
robustness and discriminability in learned features.

In order to capture both the modality-shared and
identity-aware patterns from heterogeneous images,
modality-unifying methods have been developed. These
methods aim to obtain the auxiliary modality by combining
modality-specific and modality-shared representations
from both visible and infrared images. The syncretic
modality [27] is proposed to guide the generation of
discriminative and modality-invariant representations. The
DFM [7] acquires the mixed modality by integrating visible
and infrared pixels. However, these methods generate
the auxiliary modality by directly fusing the raw pixels
of visible and infrared images, making their auxiliary
modality lack high-level semantic patterns and inflexible to
adjust its representations.

To tackle these challenges, this paper presents the intra-
modality learner and cross-modality learner to dynamically
uncover substantial modality-shared and discriminative pat-
terns from multiple receptive fields and feature scales. By
integrating these learners, we introduce a powerful auxiliary
modality that effectively bridges the modality discrepancy
and enhances the discriminability of learned features.

3. Methodology
As shown in Figure 2, we introduce the details of the

Modality Unifying Network. We first utilize two indepen-
dent ResBlocks to extract low-level features from visible
and infrared images, respectively. Then, the auxiliary gen-
erator is designed to generate the auxiliary features by com-
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bining intra-modality and cross-modality learners. After-
wards, the visible, infrared, and auxiliary features are fed
into weight-shared ResBlocks to learn high-level patterns.
The auxiliary features can serve as a bridge to relieve both
intra- and cross-modality discrepancies during the training.
Based on the visible, infrared, and auxiliary features learned
by weight-shared ResBlocks, four loss functions are devel-
oped to effectively improve cross-modality matching accu-
racy, including identity loss Lid, identity consistency loss
Lidc, identity alignment loss Lia and modality alignment
loss Lma.

3.1. Auxiliary Generator

The auxiliary generator contains two intra-modality
learners (IML) and one cross-modality learner (CML). The
two IMLs are designed to mine identity-related patterns
from visible and infrared images, respectively. The CML
is designed to learn modality-shared patterns based on the
outcomes of two IMLs. The detailed architectures of IML
and CML are shown in Figure 3.

Intra-Modality Learner. The intra-modality learner
(IML) is designed to capture the discriminative and identity-
aware patterns in human bodies. The visible or infrared
low-level features Fm ∈ RC×H×W ,m ∈ {v, r} extracted
from two independent ResBlocks are regarded as the input
of IML, where m denotes the visible or infrared modality.

To enrich the receptive field while keeping low compu-
tational complexity, we equally divide Fm into two parts
along the channel dimension by matrix slice operation.

Fm
c1 = Fm[0 : C/2, :, :], Fm

c2 = Fm[C/2 : C, :, :]. (1)

Then, we employ 7×7 and 5×5 depth-wise convolutions
(D) to operate on Fm

c1 and Fm
c2 , respectively. This allows us

to capture spatial patterns in different receptive fields.

Rm = Concat{D5×5(Fm
c1), D7×7(Fm

c2)}, (2)

where Concat denotes the concatenation on channel di-
mension; Rm indicates the visible or infrared features cap-
tured from multiple receptive fields. Then, a point-wise
convolution (P ) is utilized to fuse patterns with diverse re-
ceptive fields by connecting pixels in each channel.

Rm
1 = P1×1(BatchNorm(Rm)). (3)

To integrate and encode the structural information in hu-
man bodies, another depth-wise convolution with 3×3 ker-
nel size is introduced to remodel the learned spatial map.
This layer also utilizes a residual branch to retain informa-
tion from the previous layer.

Rm
2 = D3×3(ReLU(Rm

1 )) + Rm
1 . (4)

In addition, another point-wise convolution is utilized to
fuse patterns with diverse receptive fields in Rm

2 .

F̂
m

= Iscale ∗ P1×1(BatchNrom(Rm
2 )), (5)
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Figure 3. The detailed architecture of the proposed intra-modality
learner (IML) and cross-modality learner (CML). They are de-
signed to decouple the modeling of modality-related knowledge.

where Iscale ∈ (0, 1] is the learnable layer scale factor used
to control the ratio of intra-modality patterns learned by
IML; F̂

m
denotes the outcomes of the two IMLs.

In the proposed intra-modality learner, three depth-wise
convolutions with various kernel sizes are well combined to
capture the identity-related patterns that existed in various
receptive fields. Two point-wise convolutions are utilized
for pattern integration and channel relation reasoning based
on the inverted residual architecture [12]. The first point-
wise convolution increases the channel dimension from C
to C ∗ 4 and the last point-wise convolution reduces the
channel dimension from C ∗ 4 to C.

Cross-Modality Learner. The cross-modality learner is
designed to mine the modality-shared patterns from mul-
tiple feature scales based on the outcomes of two IMLs.
Specifically, the spatial pyramid features are mined by ap-
plying n average pooling layers with various ratios.

Sm
1 = Avgpool1(F̂

m
) ,

Sm
2 = Avgpool2(F̂

m
) ,

.... ,

Sm
n = Avgpooln(F̂

m
) ,

(6)

where {Sm
1 ,Sm

2 , ...,Sm
n },m ∈ {v, r} denote the spatial

pyramid features with various feature scales. Afterwards,
we obtain the modality-shared spatial patterns from each
pair of cross-modality spatial pyramid features {Sv

i ,Sr
i }ni=1

with the same feature scale by using a group of learnable
transposed convolutions {TR1, TR2, ..., TRn}.

Ŝ
v

i = TRi(Sv
i ), Ŝ

r

i = TRi(Sr
i ), i = 1, 2, ..., n. (7)

Here, the spatial dimensions of each cross-modality fea-
ture pair Ŝ

v

i and Ŝ
r

i are rebuilt to H ×W by the correspond-
ing transposed convolution TRi, respectively. In this man-
ner, the significant patterns of visible and infrared features
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on each feature scale are embedded together, which helps
to discover and amplify the abundant modality-shared in-
formation on multiple feature scales.

Further, all the embedded features are concatenated on
the channel dimension via Eq.(8).

Ŝ = Concat{Ŝ
v

i , Ŝ
v

2 , ..., Ŝ
v

n, Ŝ
r

1, Ŝ
r

2, ..., Ŝ
r

n}. (8)

Then, the auxiliary feature is obtained by fusing patterns
captured from multiple feature scales.

Fa = Cscale ∗ P1×1(BatchNomr(Ŝ)), (9)

where Fa denotes the auxiliary feature generated by
our method. It contains substantial modality-shared and
identity-aware information captured by three learners;
Cscale ∈ (0, 1] denotes the learnable layer scale factor used
to control the ratio of modality-shared representations in the
learned auxiliary feature Fa; P1×1 is a point-wise convolu-
tion used to fuse patterns across different channels.

The CML mines significant patterns from multiple fea-
ture scales and amplifies the modality-shared parts from
them using transposed convolutions. It makes our auxiliary
feature a powerful tool to handle cross-modality variations.

3.2. Classification Constraint

To ensure the learned visible and infrared features are
identity-related, the identity loss (Lid) implemented with
the cross-entropy term is introduced as follows.

Lm
id =− 1

k

k∑
i=1

logP (yi|Cm(Zm
i )), s.t. m ∈ {v, r},

(10)
where Zv

i and Zr
i denote the generalized mean pooled visi-

ble and infrared features in the i-th identity, respectively. k
is the number of visible or infrared images in each batch; yi
is the i-th identity label; Cv(·) and Cr(·) are the predictions
of visible and infrared classifiers, respectively.

The learned presentations are modality-shared if two
classifiers can give consistent predictions for features from
any modalities. However, if we directly apply features
in one modality to the classifier in another modality (e.g.,
Cr(Zv)), it may impose the classifier to learn modality-
specific patterns rather than the modality-shared patterns,
as the former is typically more discriminative. To solve this
issue, we present an identity-consistency loss Lidc to update
the parameters of both visible and infrared classifiers with
the aid of auxiliary features. It can be defined as follows.

Lidc = − 1

k

k∑
i=1

[logP (yi|Cv(Za
i )) + logP (yi|Cr(Za

i ))], (11)

where Za
i denotes the pooled auxiliary feature in the i-th

identity. The auxiliary features effectively integrate visible
and infrared patterns, facilitating the transfer of identity-
related knowledge between modalities without compromis-
ing the original intra-modality learning.

3.3. Identity Alignment Loss

To relieve the class-level modality discrepancies and
learn discriminative feature relationships, the identity align-
ment loss Lia is designed to align the visible and infrared
features of each identity with the aid of auxiliary features.

Lia =

P∑
i=1

[
α+ max

m1∈{v,r}
||Ca

i − Cm1
i ||2

− min
m2∈{v,r}

q ̸=i

||Ca
i − Cm2

q ||2
]
,

(12)

where α is the margin parameter; P denotes the num-
ber of person identities; N is the number of images in
the i-th identity; Ca

i = 1
N

∑N
j=1 Za

i,j , Cv
i = 1

N

∑N
j=1 Zv

i,j ,

Cr
i = 1

N

∑N
j=1 Zr

i,j are the auxiliary, visible, and infrared
centres in the i-th identity, respectively; Zv

i,j , Zr
i,j and Za

i,j

denote the j-th visible, infrared, and auxiliary features in
the i-th identity set.

In this paper, identity alignment loss is proposed to opti-
mize the hardest cross-modality positive and negative centre
pairs in a triplet-metric manner. It regulates discriminative
and robust feature relationships by forcing all identities to
form a tight intra-class space and pushing centres of differ-
ent identities away across the three modalities.

3.4. Modality Alignment Loss

Previous works [7,20,29] typically align the two modal-
ities by constraining visible and infrared features in each
iteration. This scheme suffers from inconsistencies in the
learned cross-modality feature relationships because the
training samples are different in each iteration. To over-
come this issue, we propose a modality alignment strategy
that consistently aligns visible and infrared modalities by
modeling the prototypes from features in each iteration.

Specifically, we first introduce three modality prototypes
to represent the global information of visible, infrared, and
auxiliary modalities, respectively. They can be denoted
as Tv = {tv1, tv2, ..., tvB}, Tr = {tr1, tr2, ..., trB} and Ta =
{ta1 , ta2 , ..., taB} ∈ RB×C , where tvi , tri and tai are the modal-
ity prototypes for the i-th visible, infrared, and auxiliary
features in each training batch (B), respectively.

The initial prototypes of the three modalities are ob-
tained based on the pooled features [Zv]0, [Zr]0 and [Za]0 ∈
RB×C in the 0-th iteration.

[Tm]0 = Wm
p [Zm]0, s.t. m ∈ {v, r, a}, (13)

where Wm
p are learnable matrices to distil modality-related

patterns from the m-th modality. [Tm]0 denotes the proto-
type of the m-th modality calculated in the 0-th iteration.

Further, to dynamically model the modality information
during the training, we develop a temporal accumulation
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strategy to update the modality prototype by the learned fea-
tures in each iteration, which can be defined as follows.

[Tm]i = [β]i ∗ Wm
p [Zm]i + (1− [β]i) ∗ [Tm]i−1,

s.t. m ∈ {v, r, a},
(14)

where [Tm]i is the m-th modality prototype calculated in
the i-th iteration; β is the updating ratio, which gradually
increases from 1e−8 to 1 with the training goes on. The tem-
poral accumulation strategy ensures that the modality infor-
mation in each iteration is considered, thereby synchroniz-
ing the cross-modality alignment during the training.

Based on the modality prototypes, the modality align-
ment loss (Lma) is designed as:

Lma =
1

P

P∑
p=1

[mmd(Tv
p,Ta

p) +mmd(Ta
p,Tr

p)], (15)

where Tv
p, Tr

p and Ta
p denote visible, infrared, and auxiliary

prototypes of the p-th identity, respectively. mmd(·, ·) is the
MMD loss [5] implemented the modality level alignment
by constraining the distance of modality prototypes in each
iteration. In Equation 15, the mmd(Tv

p,Ta
p) is defined as:

mmd(Tv
p,Ta

p) = || 1
N

N∑
i=1

ϕ(Tv
p,i)−

1

M

M∑
j=1

ϕ(Ta
p,j)||2H , (16)

where Tv
p,i and Ta

p,j denote the i-th visible prototype and
the j-th auxiliary prototype in the p-th identity, respectively;
|| · ||H denotes the distribution measured by Gaussian kernel
function ϕ(·) which projects prototypes into the reproduc-
ing kernel Hilbert space. The mmd(Ta

p,Tr
p) term can also

be obtained in a similar way.
The modality alignment loss is used to constrain the

identity-guided distribution distances of visible, infrared,
and auxiliary modalities through the prototypes. It can ef-
fectively reduce the modality discrepancy and relieve the
inconsistency issue in learned feature relationships. Mean-
while, the auxiliary modality can act as a bridge to decrease
the relative distance between visible and infrared modalities
in the common feature space, thereby significantly reducing
the optimization difficulty of cross-modality alignment.

3.5. Overall Loss Function

Following the previous works, we employ the identity
loss (Lid = Lv

id + Lr
id) and hard-mining triplet loss (Ltri)

[26,32] as our baseline loss functions. The overall loss func-
tion of the proposed MUN can be summarized as:

Ltotal = Lid + Ltri + γ ∗ Lidc + θ ∗ Lia + σ ∗ Lma, (17)

where γ, θ, and σ are parameters to balance the contribution
of each proposed loss term during the training.

4. Experiments
4.1. Datasets and Evaluation Settings

SYSU-MM01 [28] is the largest dataset for VI-ReID,
which comprises six cameras, including four visible and
two infrared cameras. It encompasses a total of 491 individ-
uals, with 287,628 visible images and 15,792 infrared im-
ages. The training set is composed of 395 individuals, with
22,258 visible images and 11,909 infrared images. The test
set consists of 96 individuals, with 3,803 infrared images
for queries and a gallery selected from 301 visible images.
The dataset offers two testing settings: all-search mode and
indoor-search mode. For both modes, we employ the hard-
est single-shot setting to perform the evaluation.

RegDB [18] comprises 412 identities and a total of 8,240
images, with 206 identities allocated for training and an-
other 206 identities for testing. Each identity is represented
by 10 visible and 10 infrared images. The testing phase
in RegDB involves two modes: Visible to Infrared, where
visible images are searched using an infrared image, and
Infrared to Visible, which entails the reverse scenario. For
both modes, we repeat the testing process 10 times and av-
erage the results to report the mean values.

Evaluation Settings. We utilize the standard cumula-
tive matching characteristics (CMC) and mean average pre-
cision(mAP) as the evaluation metrics.

4.2. Implementation Details

We implement all the experiments on the PyTorch frame-
work with an NVIDIA RTX-3090 GPU. To ensure repeata-
bility and facilitate fair comparisons with existing meth-
ods, we adopt the pretrained ResNet-50 [4] as our backbone
network, where the first stage is initialized twice as two
modality-specific ResBlocks, and the rest stages are used
as the modality-shared ResBlocks.

At the training stage, all images are resized to 288×144.
Data augmentations, including random horizontal flip-
ping, erasing, and channel augmentations [31], are utilized
against overfitting. Our model is trained with the AdamW
optimizer [13] for 90 epochs with a weight decay of 0.01.
The learning rate is gradually increased from 10−8 to 0.002
in the first 15 epochs and then decays by 0.1 at the 30th

and 60th epochs. We find the optimal settings of all the
hyper-parameters by grid search and repeated ablation ex-
periments. Specifically, the pooling ratios of the spatial
pyramid pooling in CML are set to be {2, 4, 6, 12}; The
margin parameter α is set to 0.55; the loss balance parame-
ters γ, θ, and σ are set to 0.25, 0.5, and 0.008, respectively.

4.3. Ablation Study

We evaluate the effectiveness of each proposed compo-
nent on SYSY-MM01 and RegDB datasets, as shown in Ta-
ble 1. Compared with the baseline (B) which only learns

11156

Authorized licensed use limited to: Nanjing University of Information Science and Technology. Downloaded on January 26,2024 at 06:33:04 UTC from IEEE Xplore.  Restrictions apply. 



from visible and infrared modalities, the leveraging of aux-
iliary modality (Aux.) can effectively relieve both cross-
modality and intra-modality discrepancies, thus greatly im-
proving all the metrics on two datasets. Further, when
applying the identity consistency loss (Lidc) to refine the
modality-shared discriminative patterns, the performance is
further improved. Meanwhile, the proposed identity align-
ment loss (Lia) or modality alignment loss (Lma) can en-
hance the cross-modality matching accuracy by aligning the
visible and infrared features at the identity level or distribu-
tion level. By combining them, we can regulate a more ro-
bust cross-modality feature relationship, achieving a rank-
1 of 76.24% and mAP of 73.81% on the SYSU-MM01
dataset. The results demonstrate that all the proposed com-
ponents contribute consistently to the accuracy gain.

It is worth noting that when adding only the auxiliary
modality to the baseline in Table 1, we employed a simple
identity loss (like La

id) to supervise the auxiliary modality.
This loss is deprecated when employing the proposed Lidc

to jointly supervise the three modalities.

Table 1. Evaluation of different components of the proposed
method on SYSU-MM01 and RegDB datasets. CMC (%) at rank
1 and mAP (%). The Red bold font and blue bold front denote the
best and second best performances, respectively.

B Aux. Lidc Lia Lma

SYSU-MM01 RegDB

r=1 mAP r=1 mAP

✓ 57.49 55.83 75.42 71.93
✓ ✓ 62.55 58.42 79.26 73.81
✓ ✓ ✓ 66.58 61.29 83.51 79.79
✓ ✓ ✓ ✓ 71.35 65.54 89.42 84.66
✓ ✓ ✓ ✓ 69.77 66.96 89.93 84.02
✓ ✓ ✓ ✓ ✓ 76.24 73.81 95.19 87.15

Table 2. Performance of using different intermediate modalities in
our MUN on two datasets. CMC (%) at rank 1 and mAP (%).

Intermediate Modality
SYSU-MM01 RegDB

r=1 mAP r=1 mAP

X-modality [9] 66.17 63.06 79.95 74.28
Mixed modality [7] 66.42 62.85 79.43 73.09

Syncretic modality [27] 72.95 68.74 84.59 79.11
Auxiliary modality (Ours) 76.24 73.81 95.19 87.15

Effectiveness of auxiliary modality. We conduct the
ablations in the MUN by replacing our auxiliary modality
with intermediate modalities designed by previous works,
namely X [9], mixed [7], and syncretic [27]. As shown in
Table 2, the X-modality is generated from visible images
only, ignoring the impact of infrared modality and achieving
relatively low performances. Although syncretic and mixed
modalities combine both visible and infrared patterns, they
only utilize pixel-level information, lacking the ability to
discover fine-grained and semantic patterns.

When switching back to our auxiliary modality, we
observed a significant improvement in performance with
a boost of 3.29%/5.07% in terms of rank-1/mAP on the
SYSU-MM01 dataset. These results further prove that our
auxiliary modality is superior to other intermediate modali-
ties. In summary, our auxiliary modality can effectively in-
tegrate modality-related information from both visible and
infrared images, while preserving strong discriminability.
This promotes robust representation learning in VI-ReID.

Effectiveness of loss design schemes. In the modal-
ity alignment loss (Lia), we design the modality prototype
scheme to relieve the inconsistency issue and the auxiliary
bridge scheme to reduce the optimization difficulty. To val-
idate the effectiveness of these two schemes, we compare
the performance of our method with or without using these
two proposed schemes. As shown in Table 3.

Table 3. Performance comparison of with or without using the
modality prototype and auxiliary (Aux.) bridge schemes in the
modality alignment loss. CMC (%) at rank 1 and mAP (%).

Schemes in Lma SYSU-MM01 RegDB
Prototype Aux. bridge r=1 mAP r=1 mAP

69.02 65.83 80.09 73.97
✓ 74.15 72.10 86.73 77.24

✓ 71.66 68.35 83.92 75.54
✓ ✓ 76.24 73.81 95.19 87.15

In Table 3, it is evident that both the modality proto-
type scheme and the auxiliary bridge scheme contribute to
the VI-ReID accuracy gain. The modality prototype con-
sistently captures global modality information, enhancing
the robustness of learned modality relationships by synchro-
nizing the alignment in each iteration; The auxiliary bridge
scheme reduces the relative distance between visible and in-
frared features, effectively alleviating the difficulty of cross-
modality distance optimization.

4.4. Comparison with State-of-the-art Methods

In this section, we compare our MUN with state-of-the-
art works on two public datasets, as shown in Table 4.

Comparison on SYSU-MM01 dataset. As illustrated
in Table 4, the proposed MUN achieves impressive re-
sults with 76.24% rank-1 and 73.81% mAP on the all-
search mode of the SYSU-MM01 dataset. Compared to
traditional visible-infrared representation learning methods
(AGW [33], DELN-ViT [38], SPOT [1], PMT [14], CMT
[6], MPANet [29]), our MUN outperforms them by a mar-
gin of at least 4.36% rank-1 and 5.24% mAP on the all-
search mode. The reason can be attributed that the proposed
visible-auxiliary-infrared learning framework can capture
more identity-related knowledge across modalities and reg-
ulate the discriminative feature relationships well. Addi-
tionally, the overall performance of our approach is also
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Table 4. Comparison with state-of-the-art methods on SYSU-MM01 and RegDB datasets. CMC (%) at rank r and mAP (%).

Methods Ref.

SYSU-MM01 RegDB

All-Search Indoor-Search Visible to Infrared Infrared to Visible

r=1 r=10 mAP r=1 r=10 mAP r=1 r=10 mAP r=1 r=10 mAP

Zero-padding [28] ICCV17 14.80 54.12 15.95 20.58 68.38 26.92 17.75 34.21 18.90 16.63 34.68 17.82
JSIA-ReID [25] AAAI20 38.10 80.70 36.90 43.80 86.20 52.90 48.50 − 49.30 48.10 − 48.90
AlignGAN [24] ICCV19 42.40 85.00 40.70 45.90 87.60 54.30 57.90 − 53.60 56.30 − 53.40

AGW [33] TPAMI21 47.50 84.39 47.65 54.17 91.14 62.97 70.05 86.21 67.64 70.49 87.21 65.90
X-Modality [9] AAAI20 49.92 89.79 50.73 − − − 62.21 83.13 60.18 − − −
DFLN-ViT [38] TMM22 59.84 92.49 57.70 62.13 94.83 69.03 92.10 97.97 82.11 91.21 98.20 81.62

SPOT [1] TIP22 65.34 92.73 62.25 69.42 96.22 74.63 80.35 93.48 72.46 79.37 92.79 72.26
FMCNet [36] CVPR22 66.34 − 62.51 68.15 − 63.82 89.12 − 84.43 88.23 − 83.86
SMCL [27] ICCV21 67.39 92.87 61.78 68.84 96.55 75.56 83.93 − 79.83 83.05 − 78.57
PMT [14] AAAI23 67.53 95.36 64.98 71.66 96.73 76.52 84.83 − 76.55 84.16 − 75.13

AGW+J [31] ICCV21 69.88 95.71 66.89 76.26 97.88 80.37 85.03 95.49 79.14 84.75 95.33 77.82
MPANet [29] CVPR21 70.58 96.10 68.24 76.74 98.21 80.95 83.70 − 80.90 82.80 − 80.70

CMT [6] ECCV22 71.88 96.45 68.57 76.90 97.68 79.91 95.17 98.82 87.30 91.97 97.92 84.46
MUN (Ours) ICCV23 76.24 97.84 73.81 79.42 98.09 82.06 95.19 98.93 87.15 91.86 97.99 85.01

superior to GAN-based methods (JSIA-ReID [25], Align-
GAN [24], FMCNet [36]) thanks to the powerful auxiliary
modality which dynamically combines the information of
visible and infrared images without introducing extra noise.

Furthermore, the proposed method significantly outper-
forms existing modality-unifying methods (SMCL [27], X-
Modality [9]) by at least 8.85% on the rank-1 metric. This
can be attributed to the fact that we not only mine the fine-
grained semantic representations to generate the auxiliary
modality but also decouple the extraction of specific and
shared patterns in two modalities, which contribute to the
dynamic generation of the auxiliary modality for relieving
the changeable modality discrepancies during the training.

Comparison on RegDB dataset. The results on RegDB
are also listed in Table 4. In this dataset, image samples
are spatially aligned and present less intra-class variations.
Thus, the accuracy of all methods is higher than that on
SYSU-MM01. The proposed MUN achieves Rank-1 of
95.19% and mAP of 87.15% in visible to infrared mode.
Similar improvement can also be observed in the infrared to
visible mode, which shows that our method obtains Rank-
1 of 91.86% and mAP of 85.01%. This improvement can
be attributed to the capacity of our method to generate a
robust auxiliary modality, effectively mitigating both cross-
modality and intra-modality discrepancies.

4.5. Evaluation on Generalizability

To verify the generalizability of MUN, we conduct ex-
periments on two corrupted VI Re-ID datasets [2], namely
SYSU-MM01-C and RegDB-C. We utilize the same corrup-
tion settings as [2], which only performs corruptions during
the testing stage and randomly selects one corruption type
(e.g., elastic, snow, frosted glass, etc.) and one severity level
for each image in the visible gallery set. The results re-

Table 5. Evaluations on corrupted datasets. Each evaluation is per-
formed 10 times to obtain the mean value. La

id denotes an individ-
ual identity loss used to supervise the auxiliary modality.

Index Method
SYSU-MM01-C RegDB-C

r=1 mAP r=1 mAP

1 X-Modality [9] 31.98 26.20 37.26 35.97
2 CIL [2] 36.95 35.92 52.25 49.76
3 SMCL [27] 37.08 36.12 51.93 49.22
4 AGW+J [31] 40.09 37.86 51.53 49.04

5 B 25.92 23.13 32.05 29.64
6 +Aux.+La

id 30.85 26.54 36.40 31.21
7 +Aux.+Lidc 31.12 27.44 38.13 32.29
8 +Aux.+Lidc+Lia 36.78 32.32 45.44 42.89
9 +Aux.+Lidc+Lia+Lma 41.17 38.63 52.69 50.18

ported for all the compared methods are obtained using the
official best settings as provided in their respective papers.

Table 5 shows that the performance of baseline (B) is
relatively lower than that of existing SOTAs under data cor-
ruption scenarios. However, by introducing the auxiliary
modality to bridge the gap between visible and infrared
modalities (Index 6), the accuracy is significantly improved.
Furthermore, by incorporating the proposed identity align-
ment loss (Lia) and modality alignment loss (Lma) to refine
the learned cross-modality feature relationships, the rank-1
and mAP accuracies experience a substantial enhancement
of 15.25% and 15.5% respectively on the SYSU-MM01-C
dataset. This outperforms the current SOTAs by a remark-
able margin. Specifically, our MUN method exceeds the
highly robust AGW+J [31] by 1.08% in rank-1 and 0.77%
in mAP. The experiments on two corrupted datasets ver-
ify the strong generalizability and robustness of the pro-
posed MUN, which can consistently learn modality-shared
patterns and regulate stable feature relationships under cor-
rupted data scenarios.
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Figure 4. Distributions of learned visible, infrared and auxiliary
features during the training. All the samples are randomly selected
in the SYSU-MM01 dataset. The 3D visualization is made by T-
SNE [23]. Please view in colour and zoom in.

4.6. Visualization

Distribution Visualization. To visually demonstrate the
effectiveness of MUN, we randomly select 10 identities
from the SYSU-MM01 dataset and visualize their feature
distributions during the training. The visualization results
are presented in Figure 4.

At the onset of training (epoch 0 in Figure 4 (a)), signifi-
cant modality disparities arise between visible (depicted by
blue dots) and infrared images (depicted by red dots), ren-
dering cross-modality matching unfeasible. As the train-
ing progresses, the proposed auxiliary modality (depicted
by green dots) serves as a bridge to connect the visible
and infrared modalities in the common feature space. We
can observe that the learned visible and infrared features
show a convergence trend, and the modality discrepancies
are gradually eliminated at epoch 5 in Figure 4 (b). After-
wards, the network learns identity-aware patterns by regu-
lating smaller intra-class distances and larger inter-class dis-
tances at epoch 45. Finally, in Figure 4 (d), all the learned
features are well grouped into their respective identity cen-
ters, demonstrating powerful discriminability under cross-
modality scenes, which proves the effectiveness of MUN in
learning robustness and identity-aware features.

Pattern Visualization. In order to further illustrate the
effectiveness of our auxiliary modality, we select one visible
and one infrared image with the same identity in the SYSU-
MM01 dataset to visualize the corresponding learned fea-
ture maps and attention maps via Grad-CAM [22].

The visualization results are shown in Figure 5. It is
clear that the visible (Fv) and infrared (Fr) feature maps ex-
tracted from the backbone have different patterns and struc-

Figure 5. Visualization of learned feature maps and attention maps.
Given the input visible image Iv and infrared image Ir , we visu-
alize the corresponding learned visible feature Fv , infrared feature
Fr , and the generated auxiliary feature Fa. It is obvious that the
auxiliary feature Fa can preserve most of the modality-shared pat-
terns, including body shape and structure. The attention visual-
izations on the input images are made by Grad-CAM [22]. Please
view in colour and zoom in.

tures, which makes it difficult to perform cross-modality
matching. Notably, the proposed auxiliary generator can
dynamically reconstruct and align the modality-shared spa-
tial patterns using multiple transposed convolutions. This
makes our auxiliary feature (Fa in Figure 5) preserves most
of the shared patterns between Fv and Fr without corrupting
the structure information of person bodies. In addition, the
attention visualization in Figure 5 further indicates that the
proposed auxiliary modality plays a critical role in helping
the network learn modality-shared representations.

5. Conclusion

This paper proposes a novel Modality Unifying Network
to jointly explore the robust auxiliary modality and general-
ize cross-modality feature relationships for VI-ReID. The
auxiliary modality is generated by combining the cross-
modality learner and the intra-modality learner, enabling
the dynamic extraction of modality-specific patterns from
multiple receptive fields and feature scales. This ap-
proach empowers our auxiliary modality to effectively alle-
viate both cross-modality and intra-modality discrepancies.
Moreover, we propose identity alignment loss and modality
alignment loss to regulate discriminative feature relation-
ships in multi-modality tasks. Extensive experiments on
public datasets demonstrate the effectiveness and general-
izability of our MUN as well as each proposed component.
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