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Figure 1: Illustration of LoongX for hands-free image editing via multimodal neural signals.

Abstract

Traditional image editing typically relies on manual prompting, making it labor-
intensive and inaccessible to individuals with limited motor control or language
abilities. Leveraging recent advances in brain-computer interfaces (BCIs) and
generative models, we propose LoongX, a hands-free image editing approach
driven by multimodal neurophysiological signals. LoongX utilizes state-of-the-art
diffusion models trained on a comprehensive dataset of 23,928 image editing pairs,
each paired with synchronized electroencephalography (EEG), functional near-
infrared spectroscopy (fNIRS), photoplethysmography (PPG), and head motion
signals that capture user intent. To effectively address the heterogeneity of these
signals, LoongX integrates two key modules. The cross-scale state space (CS3)
module encodes informative modality-specific features. The dynamic gated fusion
(DGF) module further aggregates these features into a unified latent space, which
is then aligned with edit semantics via fine-tuning on a diffusion transformer (DiT).
Additionally, we pre-train the encoders using contrastive learning to align cognitive
states with semantic intentions from embedded natural language. Extensive experi-
ments demonstrate that LoongX achieves performance comparable to text-driven
methods (CLIP-I: 0.6605 vs. 0.6558; DINO: 0.4812 vs. 0.4636) and outperforms
them when neural signals are combined with speech (CLIP-T: 0.2588 vs. 0.2549).
These results highlight the promise of neural-driven generative models in enabling
accessible, intuitive image editing and open new directions for cognitive-driven
creative technologies. The code and dataset are released on the project website:
https://loongxl.github.io.

*Equal contribution; TCore contributor; *Corresponding author.

39th Conference on Neural Information Processing Systems (NeurIPS 2025).


https://loongx1.github.io

1 Introduction

Image editing involves manipulating digital visuals to achieve desired effects, significantly impacting
fields like advertising, entertainment, and scientific visualization [1]. Traditionally, this task demands
extensive manual effort and technical expertise. Advances in generative models have streamlined
instruction-based image editing through automated pipelines [2—4]. Nevertheless, these methods still
heavily depend on intensive user inputs, such as text prompts [5, 6], visual references like masks or
sketches [7, 8], and physical operations like dragging [9—12]. Such reliance limits efficiency and
accessibility, especially for users with motor or communication impairments.

To address these challenges, alternative input modalities have been explored [13—15] for image
editing. Among these, brain—computer interfaces (BCIs) provide a promising possibility with their
recent advancement in hardware precision [ 16, 17]. Starting from early attempts in passive tasks such
as mental state recognition [ 18] and neural activity analysis [19, 20], BCIs have begun to be involved
in more active generative tasks such as neural-driven chat [21] and visual content creation [22, 23].

However, existing approaches remain limited to the use of single-modality data such as electroen-
cephalography (EEG) [22, 24] or functional magnetic resonance imaging (fMRI) [25], which is
insufficient to capture nuanced user intentions for enabling complex editing tasks. In practice, physio-
logical signals from different modalities can offer complementary insights into cognitive states such
as attention, motivation, and emotional regulation [26—32], underscoring the need for multimodal
neural information integration.

Given the limited exploration of this emerging area, here we ask three key research questions (RQs):

RQ1. Can neural signals alone drive instruction-based image editing?
RQ2. If yes, what kind of information do multimodal neural signals contribute?
RQ3. How do neural-signal conditions compare and complement natural-language instructions?

To answer these questions, we construct L-Mind, a comprehensive multimodal dataset compris-
ing 23,928 image pairs with synchronously collected EEG, functional near infrared spectroscopy
(fNIRS) [33], photoplethysmography (PPG) [34], head motion, and speech signals from 12 partici-
pants conceiving image editing tasks. Captured using a wireless, lightweight BCI system that supports
unconstrained head movements and speech [35], L-Mind offers higher ecological validity under
natural real-world conditions and supports robust training of brain-supervised generative models.

Building on L-Mind, we propose LoongX, a hands-free image editing approach that innovatively
integrates the proposed multimodal neural signal fusion strategy with a diffusion transformer (DiT)
to translate neural intent into image edits. Unlike prior single-modal methods, LoongX integrates
EEG, fNIRS, PPG, and head motion signals, extracting explicit user intentions from EEG signals
across multiple scalp regions, incorporating cognitive load and emotional valence data from fNIRS,
and capturing stress and engagement indicators through PPG and motion signals. We introduce
two new modules to manage diverse multimodal input: a cross-scale state space (CS3) encoder for
robust feature extraction and a dynamic gated fusion (DGF) module for comprehensive multimodal
integration. These encoders are pretrained via contrastive learning on combined large-scale datasets
and L-Mind to align neural features with semantic text embeddings.

Extensive experiments qualitatively and quantitatively demonstrate the feasibility of neural-driven
image editing. Integrated multimodal neural signals achieve performance comparable to text-driven
baselines (CLIP-I: 0.6605 vs. 0.6558; DINO: 0.4812 vs. 0.4637). Combined neural signals with
speech instructions surpass text prompts alone (CLIP-T: 0.2588 vs. 0.2549). Ablation studies verify
the effectiveness of proposed modules and further explore the contribution of each signal, showing
that EEG + fNIRS contribute most among signals, and the Oz and Fpz sites, as EEG input channels,
represent the key brain region. These findings underscore LoongX’s potential to facilitate intuitive,
inclusive image editing and inspire future human—AlI interaction.

Our main contributions are summarized as follows:
1) L-Mind, a multimodal dataset with 23,928 image-editing pairs featuring synchronized EEG,
fNIRS, PPG, motion, and speech signals collected in natural settings.
2) LoongX, a novel neural-driven editing method with CS3 and DGF modules for effective feature
extraction and multimodal integration (see the effect in Fig. 1).
3) Extensive experiments validate multimodal neural signals’ effectiveness and provide insights
into modality-specific contributions and their synergy with speech-based inputs.



2 Related Works

2.1 Brain-supervised Generation

As an emerging technology, brain—computer interface (BCI) builds direct communication between the
brain and devices by decoding neural signals [36, 37]. Advances in machine learning have improved
its accuracy, enabling brain-guided generative methods for visual content creation. Several recent
methods integrate neurophysiological data (e.g., fMRI, EEG, or fNIRS) with generative models [22,
38, 39]. For instance, CMVDM aligns fMRI features with semantics for image synthesis [40], and
the MindEye series further lifts the resolution of generated images from decoded fMRI [41, 42].
OneLLM leverages the large fMIR dataset for multimodal alignment in a multimodal large language
model [16]. DreamDiffusion produces images from EEG via temporal masked modeling [22].
EEG2Video extends the idea to dynamic video content [43]. While Davis er al. [24] initially explore
brain-guided semantic image editing using a generative adversarial network, this work is limited to
facial images and EEG signals. Moreover, Adamic et al. [44] reconstructs visual images from brain
activity measured by fNIRS.

Unlike previous studies, our data are collected using a wireless BCI system (Fig. 2) as participants
conceive instruction-based image edits. Compared with fMRI methods, our framework combines
lightweight EEG, fNIRS, PPG, and head-motion signals, which can support greater portability and
broader real-world applicability. To the best of our knowledge, this is the first work to fully leverage
all these signals for instruction-based image editing, focusing on improved neural feature encoding
and optimized multimodal fusion strategies.

2.2 Instruction-based Image Editing

Recent generative models like GPT-40 [45] and Gemini [46] have evolved from basic question
answering to advanced image editing by interpreting user instructions. Modern instruction-based
image editing agents integrate multimodal inputs, including text, images, and videos, to accurately
identify and apply visual edits [13]. Leveraging learned multimodal representations, these agents
interpret instructions from input, localize relevant regions, and perform targeted modifications [47—
49]. Recent approaches, such as InstructPix2Pix [1], UltraEdit [2], MagicBrush [50], MIGE [51], and
ACE [52] improve region-specific edits guided by natural language prompts. Speech-driven image
editing [14] was also explored, highlighting the feasibility of hands-free interaction but still limited
by linguistic expressiveness in recorded speech.

Despite these advancements, achieving efficient, delicate, prompt-free image editing remains chal-
lenging. Our work addresses this gap, exploring neural-signal-driven editing agents to decode
cognitive intent directly for image manipulation. It is believed that the findings in this work can
significantly enhance accessibility and interaction efficiency in future BCI-enabled applications,
particularly benefiting individuals with physical disabilities.

3 Dataset

3.1 Data Collection

We collect 23,928 editing samples (22,728 training, 1,200 testing) from 12 participants using the setup
depicted in Fig. 2. Participants wear our multimodal sensor while viewing image-text pairs sourced
from SEED-Data-Edit [53] on a 25-inch monitor (resolution: 1980 x 1080). The measured EEG,
fNIRS, and PPG physiological signals are streamed in real-time via Bluetooth 5.3, synchronized
and aligned via lab streaming layer by the proprietary Lab Recorder software [54]. Participants
simultaneously read displayed editing instructions aloud, providing audio speech signals.

Experiments are conducted in a quiet, temperature-controlled room (24°C, consistent humidity),
starting at 9 AM daily. EEG signals are collected via non-invasive hydrogel electrodes, replaced every
five hours to maintain signal quality. The experimental room is shielded from sunlight to prevent
interference with fNIRS and PPG signals. Sessions start and end with participant-controlled audio
recording and are marked by image names. Data from inactive intervals are excluded.

Each session (Fig. 2) starts and ends with user-initiated audio recording and is labeled by the paired
image. A 1-second cross-fixation follows each image pair, with breaks every 100 images. Twelve
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Figure 2: The L-Mind dataset comprises 23,928 multimodal editing samples, each including an
original image, a ground truth text editing instruction, a ground truth edited image, as well as
measured EEG, fNIRS, PPG, motion and speech signals. (a) Multimodal data collection pipeline; (b)
Ilustration and statistics of 35 types of image editing tasks.

healthy college students (6 female, 6 male; mean age: 24.5 + 2.5 years old) with normal or corrected
vision participated. All participants gave informed consent and received financial compensation. The
study was officially approved by the corresponding institute’s ethics committee.

3.2 Data Preprocessing

EEG. Four EEG channels (Pz, Fp2, Fpz, Oz; sampled at 250 Hz) undergo band-pass filtering (1-80
Hz) and notch filtering (48-52 Hz) to remove drifts, noise, and powerline interference. Ocular
artifacts in Fp2 and Fpz are retained to capture eye movements.

fNIRS. Six-channel fNIRS signals (735 nm, 850 nm) are converted to relative hemoglobin concentra-
tion changes (HbO, HbR, HbT) using the Modified Beer—Lambert law. Optical density change is
computed as AA(N) = log (Ip(A\)/I())). Concentration changes are calculated as:

-1
AHbO| 1 ey enie] | [AA(M) "
AHbBR| ~ DPF-L |12, epig AA(A:)

Hemodynamic signals (AHbO, AHbR, and AHbT, where AHbT = AHbO + AHbR) are band-
pass filtered (0.01-0.5 Hz) to isolate relevant neural responses, averaged per hemisphere to reflect
task-related brain activity.

PPG and motion Four-channel PPG signals (735 nm, 850 nm) are averaged per hemisphere via
adaptive average pooling and filtered (0.5-4 Hz) to extract cardiac-related hemodynamic signals that
reflect heart rate variability. Motion data from a six-axis sensor (12.5 Hz), capturing triaxial linear
acceleration and angular velocity, characterizes head movements. See supplement for more details.

4 Method

As illustrated in Fig. 3, LoongX extracts multimodal features from diverse neural signals and fuses
them into a shared latent space in a pair-wise manner. Using Diffusion Transformer (DiT), the
original image is translated into an edited image conditioned on the fused features. Following three
research questions, we conduct a multi-label classification experiment (Sec. A.2) showing that EEG
outperforms noise by 20%, and fusing all signals yields the highest F1 score. Combining neural
signals with text achieves the best mAP, confirming modality complementarity. An input length of
8,192 gives the best performance with higher computational cost, motivating our framework’s design:
a cross-scale state-space encoder for long sequences and dynamic gated fusion for feature integration.
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Figure 3: Overview of our proposed LoongX method for hands-free image editing. Receiving an input
image, LoongX outputs an edited image using neural signals (and optional speech) as conditions.

4.1 Cross-Scale State Space Encoding

CS3 encoder extracts multi-scale features from diverse signals using an adaptive feature pyramid. To
further capture dynamic spatio-temporal patterns beyond the fixed pyramid, CS3 uses a structured
state space model (S3M) [55] for efficient long-sequence encoding with linear complexity. To manage
cost, it uses a cross-feature mechanism that separately encodes temporal and channel information.

Pyramid Encoding. A single modality input signal S € R¢* Lo is fed into an N-layer adaptive
average pooling (AAP) module:

{Pili=1,..,N} = AAPY), (S), s;=d 2 )

where we set N = 5 and d = 64 for EEG. The extracted embedding is computed as the concatenation
of the feature pyramid P = Concat({P;}).

State Space Encoding. To fully exploit both temporal and channel-wise dependencies in neural
signals, we design a cross-shaped spatiotemporal encoding scheme, where one axis focuses on
temporal patterns and the other on channel-wise dynamics.

Specifically, the input signal S is padded from length Lg to L, where Spaq € RE*L with signal

intensity normalized to [—1,1]. The padded signals and its permuted version Sp,, € RE*¢ are
passed to two parallel S3M blocks, $3M™ and S3M 2, respectively:

ZM = 83MW(S,aa), ZP =83MP(S,,), 3)
where each S3M block uses the continuous-time diagonal state-space model:
é(t) = Ae(t) + Bs(t), z(t) = Ce(t) + Ds(t), 4)

where e(t) denotes the latent state at time ¢, and A ]§ C D are diagonal matrices that parameter-
ize state transitions, input injection, state-to-output mapping, and direct input-to-output mapping,
respectively. Due to the diagonal parameterization, the S3M block admits efficient computation with
linear complexity O(L log L). Through the S3M blocks, Z() is down-sampled from length L to d,,,,
yielding Z(1) e RE*dm: Z(2) is permuted and down-sampled via an AAP, giving Z(2) e RC >

Cross-Pyramid Aggregation. The encoder merges multi-scale and temporal streams along the
channel dimension, resulting in:

F = ANP(cat.(Z2(V,P,Z®)) ¢ RO, 5)

where d’' = d,,, + d, + XN2" - d. The concatenated feature was projected via Adaptive Nonlinear
Projection (ANP), which consists of two fully-connected layers, LayerNorm, ReLU, and dropout.
The final embeded feature F € RE *L" is obtained.



4.2 Dynamic Gated Multimodal Fusion

We propose the Dynamic Gated Fusion (DGF) module to dynamically bind a pair of content and
condition embeddings to a unified latent space, which is further aligned with text embeddings. Our
DGF includes gate mixing, adaptive affine modulation, and a dynamic masking block.

Gated Mixing. We calculate instance-wise and layer-wise mean p and variance o from input
content embedding (e.g., EEG) X € RE" %L and condition embedding (e.g., PPG) Y e RS *L¥ for
further fusion into H € RE % while emphasising informative channels and suppressing noise:

1 1
e Z Xt - Z(X:,t - /Jinst)2 +e
|::uinst Uinst] _ Lx t Ly t e=10"3

Hiayer  Olayer 1 2 :X 1 1 X 2
N————— 7 c,t +C7 7 § ( c,t — ,U/layer) +¢
C'Ly o C'Ly o

each entry €RC x 1

(6)
where ¢ is a regularization term for numerical stability and 1 is a unit vector. A 1-D Gating Network
G(+) = o(Conv—ReLU—Conv) is used to compute per-channel weights g € [0,1]9*! from C,
adaptively mixing statistics:

=8O Uinst + (]- - g) O] Hlayer, 0 =8 ® Oinst + (]- - g) O) Olayer- @)

The content feature is then normalized by the adaptively gated mean y and standard deviation o as:

X = (X - p)/o.

Adaptive Affine Modulation. The conditional feature was averaged by a global average pooling
(GAP)as Y = % >, Y.,. This averaged feature is then passed to the Affine Network ¢, which
consists of a multi-layer perceptron (MLP). The output is split into two affine coefficients v and 53:

.8 =9(Y), H=(1+7)0X+4 (8)

Dynamic Masking. Channel importance scores s. = 1 >, |Y.,| are computed to select the
top-k channels (k = |pY |, p = 0.7) among the modulated features. Additionally, a binary mask
M€ {0, 1} is applied:

Hc,: = Mc Hc,:- (9)

Finally, the fused latent feature H is residually fused with the original prompt/text embeddings before
being fed into a DiT decoder. Because DGF operates on arbitrary (C, L) tensors, it handles four types
of modality fusion in LoongX: EEG-PPG, fNIRS-Motion, neural-prompt, and neural-pooled-prompt.

4.3 Conditional Diffusion

The fused latent representation conditions a DiT backbone [56] for image editing. The DiT model
accepts the encoded input image I and fused latent feature h and outputs the edited image aligned
with the semantic intention via fine-tuning.

Specifically, DiT predicts a velocity vg (I, t, fl) that is used to iteratively refine the latent image in
T uniform steps,

=1, — lv(,(lt,t, h), Vte{1/T,2/T,...,1}. (10)

I, s -

At inference time we apply (10) until ¢ = 0, yielding the edited image Io.

4.4 Pre-training and Finetuning

We adopt a two-phase process: 1) neural signal encoders (EEG is the most important one) are
pretrained on neuro-text corpora, compressing public data and L-Mind, 2) The full stack is optionally
fine-tuned with paired original images and ground truth edited images.



Pretraining. Signal encoders are pretrained to align with semantic embeddings using large-scale
cognitive datasets [57, 58] and L-Mind. CS3 encoders (EEG + PPG and fNIRS + Motion, respectively)
are aligned to frozen text embeddings via symmetric NT-Xent loss:

M
Econ

Y

= o7 —l0g =—5 —1og |-
W BT e e

where s;; = (z; q;)/7, z; and q; are neural and text embeddings, and M is the number of neural

modalities. During pretraining, signal encoders are learned while text encoders stay frozen.

Finetuning. Encoders and the DiT are finetuned jointly on L-Mind, mapping user neural patterns to
editing target following a standard diffusion objective that minimizes the mean-squared velocity error.
For an input image I and Gaussian noise e ~N (0, I), where & is the cumulated noise schedule:

Luise = Eo .o t,0h) — (Vare —vVI— @ L) . (12)

v(I,t,€)

S Experiment

To answer the research questions (RQs) asked in Sec. 1, we conduct a comprehensive evaluation
to validate the effectiveness of LoongX on the test set of L-Mind. This section first describes
the experimental setup, evaluation metrics, and implementation details, and presents results of
comprehensive quantitative evaluations, detailed breakdown analyses, and qualitative assessments.

5.1 Experimental Setup

Implementation Details. All models are trained on eight NVIDIA H100 GPUs. Text prompts are
embedded by T5-XXL [59] and CLIP [60]; neural signal streams are encoded by the proposed CS3.
Unless stated otherwise, EEG montage (Fz, Fp2, 02, Pz, Cz) is sampled at 256 Hz and down-sampled
to 32 Hz after band-pass filtering. Inference runs at 8 steps with classifier-free guidance w = 4. We
choose OminiControl [48] as our baseline as it supports the text-conditioned image-editing based on
DiTs. We also implement LoongX using only neural signals (EEG, fNIRS, PPG and Motion) and
using both text prompts and neural signals. We load the pretrained weights from FLUX.1-dev> and
use low-rank approximation (LoRA) for fine-tuning (learning rate 1.0, weight decay 0.01).

Evaluation Metrics. We mainly use five metrics for quantitative assessment following [50]:

1) L1 Distance (Mean Absolute Error): Calculating the average absolute difference between
corresponding pixels in edited and ground truth tar images.

2) L2 Distance (Mean Squared Error): Computing the average squared difference between
pixels. Penalizes large errors more heavily than L1.

3) CLIP-I Score: Evaluating semantic similarity between model-edited images and ground
truth target images, which focuses on global semantics of editing results.

4) DINO Score: Assessing feature similarity between editing results and ground truth. Com-
pared with CLIP, it is believed that DINO features capture fine-grained structural similarity
that correlates with perceived preservation of identity, pose, and local geometry [61].

5) CLIP-T Score: Evaluating semantic similarity between image and textual prompts.
5.2 Reliability of Neural Signals

Answer RQ1: Neural signals can serve as reliable indicators to drive image editing, outper-
forming text-instructed baselines on key metrics.

As shown in Table 1, neural-signal-only LoongX outperforms the text-based OminiControl baseline
in semantic discriminability (CLIP-I: 0.6605 vs. 0.6558) and robustness (DINO: 0.4812 vs. 0.4636),

*https://huggingface.co/black-forest-labs/FLUX.1-dev



Table 1: Comparison between baseline methods and two LoongX paradigms: (i) neural signals only
and (ii) neural signals enhanced by speech. Mean £ 95% confidence interval (CI) over three runs.

Methods L1(}) L2 () CLIP-I (1) DINO (1)  CLIP-T (})

OminiControl (Text) 0.2632 +0.006  0.1161 +0.010 0.6558 +0.010 0.4636 +0.017 0.2549 +o0.00s
OminiControl (Speech) 0.2714 +0.006  0.1209 +o0.00s 0.6146 +o0.000 0.3717 £0.013 0.2501 +o0.00s

LoongX (Neural Signals) 0.2509 +o0.006 0.1029 +o0.009 0.6605 +0.000 0.4812 +o.015 0.2436 +o.008
LoongX (Signals+Speech) 0.2594 +0.006  0.1080 +0.009  0.6374 +0.000 0.4205 +o0.014 0.2588 +o0.009
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Figure 4: Evaluation of different signal combi-  Figure 5: Evaluation results on different brain re-

nations on the proposed DGF module. gion signals where LoongX is trained and tested
on each respective EEG channel.

which demonstrates the potential of neural signals as a standalone modality that carries rich semantic
information for image editing. The slightly higher L1 and L2 errors indicate better preservation
of semantic fidelity over pixel-level accuracy. Combining speech cues with neural signals boosts
semantic alignment, reaching the highest CLIP-T score of 0.2588 and demonstrating their joint
effectiveness in capturing nuanced user intentions for hands-free image editing.

5.3 Ablation Studies on Modality Contribution

Answer RQ2: Different neural signal modalities contribute complementary strengths, enhanc-
ing discriminability, robustness, and semantic precision, respectively.

Modality contributions are compared in Fig. 4. EEG signals alone enable basic high-level semantic
editing, supported by the semantic discriminability of the extracted features (CLIP-I: 0.5457). Inte-
grating fNIRS significantly improves feature robustness (DINO: from 0.2963 to 0.4811), highlighting
the complementary nature of hemodynamic responses in enhancing signal completeness and structural
fidelity. Including PPG and Motion improves global physiological awareness and indicates sensitivity
to subtle engagement patterns (e.g., heart rate and user movements) that express editing intent. They
both contribute to the features’ robustness and completeness to ensure stable CLIP-T score gains.

We show the contribution of each individual EEG channel in Fig. 5, where each channel corresponds
to a specific scalp region as detailed in Table 3. The occipital cortex channel (Oz), which is in charge
of visual processing, emerges as dominant in global editing effect (CLIP-I: 0.6619) and robustness
(DINO: 0.4873) to finer details, affirming its critical role in basic visual perception and processing
tasks. Conversely, the frontopolar cortex (Fpz) provides superior semantic alignment (CLIP-T:
0.2481), consistent with its association with more complex cognitive processes. Specifically, Fpz
provides decision control and attention regulation compared with basic visual perception provided
by Oz, which precisely confirms the discovery patterns in medical anatomy. This channel-specific
analysis provides insights valuable for targeted applications or constrained hardware settings.



5.4 Breakdown Analysis: Neural vs. Language-based Conditions

Answer RQ3: Neural signals excel in low-level visual edits, while language excels in high-level
semantics; combining both yields comprehensive and optimal control.

The analysis of text and neural-driven image
editing is shown in Fig. 6. Using pure neural sig-
nals (N) is particularly effective for global tex-
ture editing, with higher CLIP-I scores highlight-
ing their strong visual and structural consistency.
Neural signals also outperform other modalities
in several tasks like object removal and back-
ground blur, reflecting their strength in convey-
ing intuitive intent, though they remain limited
in handling complex semantics like text editing.
Text instructions (T) are inherently stronger in
high-level semantic tasks (e.g., image restora-
tion), which indicates their advantage in describ-
ing instruction details. Combined neural and
speech (N+S) signals achieve the highest seman-
tic alignment (CLIP-T: 0.2588), showcasing the
superior effectiveness of hybrid conditioning in
capturing complex user intentions. Overall, neu-
ral signals are more effective for low-level visual
edits, while neural and text-based approaches
each provide complementary advantages.

TTCLIP-T: N+S
SUICLIP-T: T
CLIP-T: N
DINO: N+S
DINO: T

DINO: N
CLIP-I: N+S
CLIP-I: T
CLIP-I: N

Figure 6: Breakdown results of text and neural-
driven image editing. BG: background.

5.5 Ablation Studies on Model Architecture

Each component in the LoongX architecture contributes uniquely, and their composition
(especially with pretraining) maximizes the performance potential, leading to improved editing
accuracy across metrics. The ablation study in Table 2 is conducted on the fused neural signals and
speech to evaluate the impact of each proposed module. It is found that CS3 encoder enhances feature
completeness and smoothness, leading to a 5% reduction in L2 error. The DGF module improves
semantic alignment with textual instructions, yielding a 3.5% increase in CLIP-T. Supplemented
by pre-training, LoongX reaches optimal performance, indicating the important role of robust and
representation learning and multimodal alignment in maximizing editing performance.

Table 2: Ablation studies on the architecture of LoongX. Mean 4 95% CI over three runs.

Pretrain CS3 DGF L1 () L2 () CLIP-I (1) DINO (1) CLIP-T (1)

0.2645 +o0.005  0.1099 +0.003  0.5966 +0.000  0.3948 +0.011  0.2584 +o.010

v 0.2567 +to.006 0.1047 +o0.00a 0.6408 +0.010 0.4588 +0.012 0.2248 +o.007

v 0.2629 +0.005  0.1106 +0.003  0.6025 +0.009  0.3992 +0.011 0.2620 +o0.007

v V' 0.2648 +o.006  0.1124 +o.00a  0.6319 +o.009  0.4162 +o.012  0.2534 +0.00s8

v v v’ 0.2594 10.006 0.1080 +0.004 0.6374 to0.000 0.4205 +0.012 0.2588 +o0.009

5.6 Qualitative Analysis and Discussion

Qualitative examples confirm LoongX’s intuitive editing capabilities, though performance may
vary slightly in scenarios with complex or ambiguous intentions. Qualitative results presented in
Fig. 7 demonstrate that neural-driven LoongX can successfully achieve various visual and structural
modifications, such as background replacement and global adjustments. However, the fused neural-
language method better captures nuanced instructions involving abstract semantics (e.g., “modify the
text information" in Fig. 7(d)).

Limitations and future work. It is noted that while the neural signals and combined methods
perform better in multiple tasks such as object manipulation (e.g., letting the cat look down in
Fig. 7(a)), the text-based method handles spatial manipulation more effectively (e.g., “place the cat



Ground Truth Neural (Ours) Neural + Speech (Ours) Text Only

Original

p———

(c) Global Editing

(d) Text Edmng Modify the text information on the tablet in the man's hand

Figure 7: Qualitative evaluation comparing the text prompt-based method and our neural-driven
methods for four editing categories: (a) background, (b) object, (c) global, and (d) text editing.

above" in Fig. 7(a)). Despite significant advancements with multimodal fusion, entity consistency
(e.g., the style of the little girl in Fig. 7(b)) remains a challenge, which is limited by the capabilities
of backbone image editing models at the time this work was mainly completed. Moreover, highly
abstract or ambiguous instructions occasionally still pose challenges (e.g., “winged white animal
in Fig. 11(f)"). Several more failure cases are shown in Fig. 14, indicating areas where further
refinement in entity interpretation and neural-data-based disambiguation remains necessary.

Overall, the experiments validate LoongX’s efficacy as a robust, intuitive interface leveraging neu-
ral signals for image editing. Multimodal integration, particularly neural and linguistic fusion,
emerges as essential for capturing comprehensive user intent. These findings advocate for future
research focusing on improving semantic interpretation fidelity from neural signals and exploring
adaptive methodologies for further enhancing accessibility and precision in cognitive-driven creative
technologies. Incremental fine-tuning for new unseen users is also worth exploration in practice.

6 Conclusion

We presented LoongX, a novel framework for hands-free image editing by conditioning diffusion
models on multimodal neural signals, achieving performance comparable to or superior to traditional
text-driven baselines. Looking ahead, the portability of our wireless setup opens exciting possibilities
for real-world applications in immersive virtual environments. Future directions include integrating
LoongX with VR/XR to support intuitive cognitive interaction and aligning neural representations
with emerging world models [62, 63] to project human intention into an interactive synthetic world,
enabling mind-driven control in virtual realities.
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A Supplementary Key Information

A.1 Preliminary: Analysis of Brain Region Function and Mechanism

We employ a noninvasive multimodal sensing system that synchronously records neural, hemody-
namic, and peripheral vascular signals, including EEG, fNIRS, and PPG (Fig. 8(a)). This setup
enables comprehensive monitoring of brain activity during human—computer interaction. fNIRS
employs near-infrared light in the 690-930 nm range to penetrate scalp and skull tissues. Neural
activation leads to increased local cerebral blood flow and metabolic demand, resulting in a rise in
oxygenated hemoglobin (HbO) and a reduction in deoxygenated hemoglobin (HbR). These changes
cause detectable variations in light absorption at the detector. fNIRS thus provides second-level
sensitivity to the slow hemodynamic responses associated with cortical processing. EEG is recorded
via hydrogel-based electrodes placed over the scalp, capturing millisecond-scale voltage fluctuations
resulting from synchronized postsynaptic potentials in cortical pyramidal neurons. This modality of-
fers high temporal precision for observing rapid fluctuations in cortical excitability and sensorimotor
responses. PPG detects volumetric changes in blood flow via near-infrared light, enabling continuous
measurement of pulse rate and vascular compliance. The sensor is co-located with fNIRS optodes,
sharing similar optical pathways but tuned for peripheral cardiovascular features.

This multimodal approach provides a synergistic view of neural function, combining the high temporal
resolution of EEG with the metabolic and vascular insights from fNIRS and PPG. Such cross-modal
sensing is crucial for modeling the perception-decision-action cycle in neuroadaptive systems.
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Figure 8: (a) Signal acquisition mechanism. (b) Cognitive function of different brain regions.

Table 3: Functional Roles of Multimodal Neural Signals in Hands-Free Image Editing.

Signal (Channel) Cortical Region Primary Function Roles in Image Editing
EEG Ch 0 (Pz) Parietal cortex Spatial attention, visuo- Focuses on specific image areas, tar-
motor integration gets object localization [64]
EEG Ch 1 (Fp2) Prefrontal cortex Emotion regulation, mo- Generates and regulates intentional
tivational drive editing actions [65]
EEG Ch 2 (Fpz) Frontopolar cortex ~ Attention control, task Triggers editing intention, starts/stops
initiation editing operations [66, 67]
EEG Ch 3 (Oz) Occipital cortex Visual perception, image  Perceives visual changes, evaluates
processing whether edits meet expectations [68]
fNIRS (aMPFC)  Anterior medial High-level cognition, Indicates editing intent intensity, emo-
prefrontal cortex motivation, emotional tional confidence, and mental work-
valence load [69]
PPG (aMPFC) Cardiovascular or Heart rate variability, Monitors cognitive stress or emotional
autonomic system  arousal, stress arousal during editing [31, 32]
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To enable hands-free image editing, we integrate multimodal neural and physiological signals to
decode user intent and cognitive state in real time. The functional roles of multimodal neural
signals are provided in Table.3. Specifically, midline parietal EEG (Pz) reflects spatial attention and
visuomotor integration, supporting the allocation of attention to target areas and coordination of
motor plans during editing tasks [64]. Right prefrontal EEG (Fp2) is linked to emotional regulation
and motivational drive, aligning with findings from frontal alpha asymmetry studies [65]. Frontopolar
EEG (Fz/Fpz) tracks attention control and task initiation, facilitating the onset and modulation of
editing operations [06, 67]. Occipital EEG (Oz) encodes visual perception and image processing load,
enabling evaluation of visual changes and edit quality [68]. fNIRS over anterior medial prefrontal
cortex (aMPFC) measures cognitive load, motivation, and emotional valence through hemodynamic
activity [69]. PPG signals from the same region capture heart rate variability and autonomic arousal,
which reflect user stress and engagement [3 1, 32]. This multimodal mapping (Fig. 8(b)) enables the
system to continuously adapt to users’ cognitive focus, affective state, and mental workload, thereby
supporting a more responsive and intuitive editing experience.

A.2 Preliminary Analysis: Editing Type Classification Experiment

LoongX is proposed to address three key research questions:

1. Can neural signals serve as reliable conditions for image editing? (Does it really work?)

2. What kind of information is conveyed by multimodal neural signals? (What do they actually
contribute to image editing?)

3. How do neural-based and language-based conditions differ in image editing? Can we
combine their strengths to enable hands-free editing more effectively?

In response to these problems, we conduct a premise exploration based on a classification experiment
and design the LoongX model based on the findings. Finally, we present a modular architecture
comprising unified multimodal encoding, dynamic multimodal data fusion, and diffusion-based
conditional generation. Based on these, LoongX can perform robust hands-free image editing by
translating user neural states into structured conditions for a diffusion model.

To examine whether neural signals can reliably encode semantic conditions for image editing, we
perform an exploratory classification experiment where the task is to predict editing types from neural
signals or text. We use the 22,691 training instances and 1,200 test instances in L-Mind. As each
editing instance can involve multiple editing types, we implement a simple multilayer perception
(MLP) with three nonlinear-activated linear layers and conduct a multi-label classification experiment
that recognizes all involved editing type labels for an instance, via text embeddings or neural signals,
as a condition. We compare models trained with random noise, only text prompts, EEG, fNIRS, PPG,
combinations of multimodal neural signals, and fusion of both text and signals.

As shown in Fig. 9, the classification results validate the informativeness and complementarity of
neural signals for image editing conditions. Fig. 9(a) shows that using neural signals, especially the
EEG signal itself, can achieve significantly better classification performance than random noise (as
seen from over 7% mAP improvement). fNIRS contributes to recall performance gain compared
with random noise since it provides more complete and robust information, which is more important
for recall. As image editing requires discriminant semantic features, it shows that neural networks
can still effectively recognize the editing types (over 60% precision) based on EEG signals and can
even achieve comparable performance with text prompts in some cases. Results can also initially
respond to question 2. As precision depends on the discriminability of features, EEG contributes more
discriminability with less noise. For recall, robustness and completeness contribute more. Therefore,
fNIRS becomes more stable with less fluctuation. Though PPG and motion do not affect classification
performance significantly as their volatility is small, they are expected to provide richer background
information to stabilize performance. Now, what will the performance change if we combine these
signals?

Fig. 9(b) shows that binding all neural signals (via simple concat and MLP) achieves the best
performance, and fusing only EEG and fNIRS can achieve comparable performance with only a
recall reduction. Moreover, though neural signals are not more discriminant and robust than text
embeddings, fusing both can achieve even better performance than text only. That is, the two types of
data can complement the missing key information to achieve better category recognition in image
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(a) Different input modalities comparison (b) Different multimodal fusion combinations (c) Impact of input length on performance
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Figure 9: Multi-label classification result under different settings: (a) different single input modalities;
(b) different modality fusion combinations; (c) different EEG input sequence lengths.

editing tasks, which shows higher performance as a more powerful condition for further generative
models.

As the neural signals all have different shapes, unifying the input sequence into a unified length is
necessary. Simple padding and truncating to a fixed length is one of the most reliable methods for
preserving most information in raw signals. We also investigate the influence of input sequence length
for EEG as a neural signal representative. Results in Fig. 9(c) show that truncating and padding EEG
signal sequences to a unified 8,192 can achieve the best performance. While the longer sequence
ensures a more reliable performance, the computation cost will become a burden as the sequence
length increases. A trade-off method is needed to encode the most valid information in signals while
not bringing unbearable computational costs. Therefore, we design the Cross-Scale State Space (CS3)
model to ensure the best trade-off between performance and computational cost.

A.3 More Limitations Discussion

While LoongX demonstrates strong performance in neural-driven image editing, several limitations
remain. First, the current dataset was collected from a relatively homogeneous group of 12 healthy
young adults. Although the model performs well within this cohort, generalization to broader
populations (e.g., different age groups or individuals with neurological conditions) is not yet fully
validated. Moreover, the neural signals were acquired using low-density EEG and fNIRS systems,
which, despite their practicality and portability, offer limited spatial resolution compared to high-
density or invasive setups. This constraint may affect the system’s ability to capture fine-grained
neural representations.

The robustness of LoongX under varying data distributions and noisy conditions has not been
systematically explored. Although some resilience is expected from the multimodal design and
the DUAF fusion strategy, comprehensive stress testing against motion artifacts, sensor dropout, or
environmental interference is a necessary next step for real-world deployment. Furthermore, while the
BCI system we use is designed to work across participants, it may benefit from test-time adaptation
or few-shot user-specific finetuning to account for individual variability in neural signatures, which
can differ significantly across users.

Finally, the interpretability of the learned neural representations remains limited. While the CS3
encoder effectively distills signal patterns for downstream editing, it is not yet clear how these
latent features relate to interpretable cognitive states or intentions. Improving the transparency and
explanatory power of the system will be essential for broader acceptance and responsible deployment,
especially in domains involving sensitive user data.

A.4 Broader Societal Impacts

The proposed neural-driven image editing technique has the potential for significant positive societal
impact by improving accessibility for individuals with motor or communication impairments, enabling
more inclusive creative workflows, and lowering the barrier to content creation. By enabling hands-
free and intuitive interaction with generative models, this technology could foster greater participation
in digital art, design, and communication, particularly for users with physical limitations.
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However, as with other generative and brain-computer interface technologies, there are potential
negative societal impacts. Malicious or unintended uses may include the creation of manipulated
or deceptive media, privacy violations stemming from the misuse of neurophysiological data, or
unauthorized surveillance. There are also concerns regarding fairness, as disparities in device
availability or neural signal quality across user populations could exacerbate existing inequities.

To mitigate these risks, we recommend the implementation of safeguards such as user authentication,
audit trails for sensitive editing actions, and transparent communication regarding data usage and
model limitations. Responsible deployment should include ongoing monitoring and mechanisms to
address feedback and misuse.

A.5 Safety and Ethics

All participants signed consent forms before the experiment, which was approved by the Institutional
Review Board’s Ethics Committee for Human Research Protections at Zhejiang University (Protocol
ID: No. 067 (2019)).

Recognizing the potential for misuse of proposed models and multimodal neural datasets, we are
committed to responsible release practices. We will require users requesting access to the models or
data to undergo an application and review process, ensuring alignment with ethical guidelines and
legitimate research or clinical objectives. Usage agreements will prohibit malicious activities, and
access may be revoked in the event of violations.

For dataset release, we apply stringent filtering to remove personally identifiable, sensitive, or
potentially harmful content. For model access, we will implement usage restrictions, safety filters,
and ongoing monitoring to prevent abuse. Additionally, clear documentation outlining acceptable use
cases, known limitations, and recommended best practices will be provided to all users.

We will continuously evaluate the impact and usage of the released resources and remain open to
community feedback to improve the effectiveness of these safeguards over time.

B Supplementary Literature Review

B.1 Brain Computer Interface

BCI is an emerging technology that establishes a direct communication pathway between the brain
and external devices by interpreting neural signals. BCIs have broad applications in healthcare,
communication, gaming, and assistive technologies [36, 37]. The primary goal is to help individuals,
especially those with motor impairments, interact with digital systems without the constraints of
traditional input methods.

Non-invasive BClISs, such as EEG and fNIRS, are widely studied for their safety and real-time signal
acquisition capabilities [70]. EEG captures the brain’s electrical activity and is particularly effective
in detecting cognitive states such as attention and intention. While fMRI provides high-resolution
whole-brain imaging, its use is constrained by high cost and limited mobility. In contrast, f{NIRS
measures hemodynamic responses and offers a portable, cost-effective solution for monitoring brain
activity in real-world environments (as illustrated in Fig. 2 and Fig. 8).

With the rapid development of artificial intelligence, especially deep learning, BCI systems have
seen significant improvements in decoding accuracy and robustness [71, 72]. Advanced models
enable tasks such as mental spelling, prosthetic control, and gaming interfaces. Recent trends
include integrating BCIs with generative models such as diffusion networks to synthesize visual
content directly from brain activity, as demonstrated in work applying stable diffusion to fMRI
decoding [73]. The integration of EEG and fNIRS holds great promise for improving the efficiency of
human—AlI interaction without compromising the portability that makes non-invasive systems suitable
for real-world applications.

B.2 Brain-supervised Generation

Advances in machine learning have significantly enhanced BCI decoding accuracy and robustness,
opening new possibilities for brain-supervised generative methods that transform neural signals into
visual content [74, 75].
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Several recent methods integrate neurophysiological data (e.g., fMRI, EEG, or fNIRS) with gener-
ative models [22, 38, 39]. For instance, CMVDM aligns fMRI features with semantics for image
synthesis [40], and the MindEye series further lifts the resolution of generated images from decoded
fMRI [41, 42]. DreamConnect translates brain signals into images based on fMRI, which is less
accessible for everyday interaction [76]. DreamDiffusion produces images from EEG via temporal
masked modeling [22]. EEG2Video extends the idea to dynamic video content [43]. While Davis et
al. [24] initially explore brain-guided semantic image editing using a generative adversarial network,
this work is limited to facial images and EEG signals. Moreover, Adamic et al. [44] reconstructs
visual images from brain activity measured by fNIRS.

Unlike previous studies, our data were collected via a wireless BCI system, as shown in Fig. 2, from
participants performing instruction-based image editing tasks. Compared with fMRI-based methods,
this multimodal setup is portable and suited to daily use, which can support greater portability and
broader real-world applicability. To the best of our knowledge, our work is the first to comprehensively
utilize the full information of EEG, fNIRS, PPG, and head-motion signals for image editing. We
specifically delve deeper into strategies of extracting neural features and fusing multimodal data,
optimizing their integration to serve image editing needs.

B.3 Instruction-based Image Editing

Instruction-based editing tasks include adjusting color, contrast, and brightness; retouching objects or
backgrounds; and applying filters or artistic effects. This progress ranges from global editing (e.g.,
style transfer [1]) to region-based image editing [2], which serves a wide range of applications in
advertising, entertainment, and social media [2].

The surge in multimodal data has fostered the development of large models capable of complex
creative tasks [77, 78]. Recent models such as GPT-40 [45] and Gemini [46] have evolved from basic
data analysis to advanced image editing agents. These agents leverage generative methods to interpret
user instructions for precise image manipulation.

Current instruction-based image editing agents integrate multimodal inputs, including text, images,
and videos, to accurately identify and apply visual edits [13]. Leveraging learned multimodal
representations, these agents interpret instructions from input, localize relevant regions, and perform
targeted modifications [47-49]. Recent approaches, such as InstructPix2Pix [1], UltraEdit [2],
MagicBrush [50], MIGE [51], and ACE [52] improve region-specific edits guided by natural language
prompts. It is noticed that Jiang et al. [14] explore speech-driven image editing, highlighting the
feasibility of hands-free interaction but still limited by linguistic expressiveness in recorded speech.

Despite these advancements, achieving efficient, delicate, prompt-free image editing remains challeng-
ing. Our work addresses this gap, exploring neural-signal-driven editing agents to decode cognitive
intent directly for image manipulation, significantly enhancing accessibility and interaction efficiency.

B.4 Future Research Prospects

Recent studies have expanded the frontiers of multimodal representation learning and diffusion-based
generation, which benifits the future improvement of this work [79-85]. For example, Zhou et al. [86],
Xu et al. [87] and Liu et al. [88] extended causal and gated frameworks toward robust multimodal
understanding. Li et al. [89] further introduced multi-objective unlearning, and Zeng et al. [90]
advanced precise text editing for controllable LLM adaptation. These developments collectively
reflect a broader shift toward interpretable, data-efficient, and causally grounded multimodal methods,
which contribute to future neural-driven Al systems [91-94].

Complementary progress has also been made in visual information processing, multimodal per-
ception and generative modeling [86, 89, 95-98]. Xin et al. [99, 100] who introduced scalable
autoregressive and omni-diffusion architectures that can be further used in advanced image editing.
Liu et al. [101] enhanced scene flow estimation via iterative diffusion, while Zhang et al. [102]
demonstrated the potential of diffusion processes in molecular and structural synthesis. Other repre-
sentative efforts [103, 104] continue to enrich multimodal benchmarks and architectures. It is noted
that intention-driven visual reasoning [105] further reveal the emerging synergy between structured
reasoning and perceptual modeling, inspiring the future direction of neural-driven methods toward
reasoning models.
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Collectively, these works point a bright future research path, which leverages diffusion-driven
priors, causal reasoning, and behaviorally grounded learning for more interpretable and controllable
multimodal intelligence based on advanced neural-driven approach and updated BCI devices.

C Supplementary Dataset Details

C.1 Background Details

Overall Mechanism. As illustrated in Fig. 8, EEG captures electrical activity along the scalp with
high temporal resolution, enabling fine-grained monitoring of neural dynamics. Neural signals from
Fpz, Fp2, Pz, and Oz electrodes serve complementary roles in facilitating hands-free image editing.
Fpz and Fp2, located in the frontal cortex, are primarily responsible for attentional control and
intentional decision-making, respectively. Notably, we deliberately preserve blink-related signals at
Fpz and Fp2, allowing the system to retain ecologically valid user states and incorporate implicit ocular
cues without requiring additional eye-tracking hardware. Pz supports spatial attention and target
selection, while Oz reflects visual perception and validation of image modifications. Importantly,
we avoid relying on conventional motor imagery regions (e.g., C3/C4), which are associated with
imagined limb movements and commonly used in traditional BCI paradigms. These approaches often
require extensive training, suffer from high inter-subject variability, and may be inaccessible to users
with motor impairments. Instead, LoongX prioritizes frontal and parietal EEG channels that reflect
universal cognitive processes such as attention, intention, and visual evaluation. This design enables
plug-and-play usability without the need for motor calibration, ensuring a more intuitive, low-burden,
and inclusive experience across diverse user populations. To further enhance the decoding of user
states, we incorporate fNIRS signals from the left and right anterior medial prefrontal cortex (aMPFC),
which provide critical hemodynamic insights into cognitive load, emotional valence, and motivation
intensity. In addition, peripheral PPG signals are used to capture autonomic responses such as heart
rate variability and arousal levels, enabling the system to monitor stress and engagement during
editing tasks. It offers complementary physiological information, such as heart rate, blood oxygen
saturation (Sp0O2), and peripheral blood flow variations. Given the susceptibility of these biosignals
to motion-induced artifacts, particularly those arising from head movements, a triaxial accelerometer
and a triaxial gyroscope are employed to capture translational and rotational motion of the head.
This motion data is subsequently used for signal quality assessment and artifact mitigation, thereby
enhancing the reliability of the acquired physiological measurements. Overall, this multimodal
integration allows LoongX to decode user intent, attention, and emotional context in a holistic and
adaptive manner, resulting in more precise, reliable, and user-aware editing commands.

C.2 Subject Information

12 healthy college students (6 females and 6 males) were recruited as the subjects for data collection.
They have a mean age of 24.54+2.5 years and normal (or corrected-to-normal) vision. All volunteers
were informed of the experimental process and received financial compensation. All volunteers
signed the consent forms prior to the experiment, which was approved by the Ethics Committee of
the ZJU Review Board for Human Research Protections (Protocol ID: No. 067 (2019)). The attention
score in this study is objectively computed using the ratio between the power of the EEG alpha band
(8—12 Hz) and the theta band (4-8 Hz), as shown below:

Alpha Band Power

Attention Score =
Theta Band Power

(13)

This ratio has been widely used in cognitive neuroscience research as a neurophysiological index of
attentional control and mental workload. For instance, Raufi and Longo [106] demonstrated that the
alpha-to-theta and theta-to-alpha band ratios are reliable indicators of self-reported mental workload
levels in EEG-based studies. The attention scores and the neural-signal-based image editing errors
of 15 subjects in our experiment are summarized in Table 4. Subjects 13-17 are regarded as unseen
subjects, and the L-Mind training set does not include these unseen data for cross-subject evaluation.

C.3 Data Collection Details

Using the setup shown in Fig. 2, a total of 23,928 pairs of effective data were collected from 12
participants. The specific details are given as follows.
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Table 4: Attention and neural-signal-based image editing scores of individual subject

Subject Gender Age #Samples Attention L1 L2 CLIP-I DINO CLIP-T
1 Female 25 2003 0.0887 0.2657 0.1109 0.6370 0.4890 0.2196
2 Female 29 2000 0.0817 0.2416 0.0950 0.6575 0.5021 0.2249
3 Female 26 2001 0.1340 0.2448 0.0963 0.6660 0.4878  0.2337
4 Female 22 1999 0.0739 0.2533 0.1005 0.6394 0.4606 0.2270
5 Female 28 1992 0.1218 0.2552 0.1031 0.6144 04157  0.2260
6 Female 29 1964 0.0822 0.2511 0.1000 0.6449 0.4564 0.2213
7 Male 22 1988 0.0851 02711 0.1160 0.6515 0.4634 0.2234
8 Male 23 1993 0.1105 0.2528 0.1017 0.6638 0.4833  0.2242
9 Male 22 1988 0.1500 0.2497 0.0998 0.6355 0.4571 0.2212
10 Male 24 2000 0.1298 0.2657 0.1144 0.6194 0.4240 0.2220
11 Male 24 2000 0.0954 0.2744 0.1151 0.6386 0.4339  0.2299
12 Male 22 2000 0.0971 0.2551 0.1034 0.6213 0.4323  0.2250
13 (unseen)  Male 35 500 0.1210 0.2681 0.1174 0.6022 0.4418 0.259%4
14 (unseen) Female 30 500 0.0775 0.2688 0.1179 0.6051 0.4405  0.2553
15 (unseen)  Male 13 200 0.0727 0.2618 0.1001 0.6055 0.4472 0.2576
16 (unseen) Female 62 100 0.0441 0.2660 0.1141 0.6196 0.4611 0.2472
17 (unseen)  Male 63 100 0.0520 0.2610 0.1133 0.6017 0.4588  0.2595

Multimodal Device and Signal Collection Pipeline. LoongX employs non-invasive BCI technolo-
gies to acquire multimodal neurophysiological signals, integrating data from four EEG channels
(Fpz, Fp2, Pz, Oz) sampled at 250 Hz, eight fNIRS channels located in the medial prefrontal cortex
(MPFZ) zone sampled at 25 Hz, and eight PPG channels also within the MPFZ zone sampled at
25 Hz. Additionally, six channels of head motion data—comprising triaxial linear acceleration
and triaxial angular velocity—are recorded at 12.5 Hz to capture head movement dynamics. EEG,
fNIRS, PPG, and motion signals are synchronized and transmitted from the device to the PC-side
software application via Bluetooth 5.3. The application streams these signals in real time to the Lab
Recorder software through the Lab Streaming Layer (LSL). Meanwhile, event markers generated
by the image-stimulus paradigm on the PC are also sent via LSL to Lab Recorder. These markers
indicate the start and stop times of user-triggered recordings. As a result, we obtain well-aligned
EEG, fNIRS, PPG, motion, and audio signals. There was a 1-second cross-fixation interval between
each pair of pre- and post-edited images (Fig. 2). Data collection was organized in batches of 100
images, after which participants were given a rest period. A total of 2,000 images were collected from
each participant. A total of 23,928 pairs of effective data were collected, comprising participants’
speech, EEG, fNIRS, PPG, and head motion information.

Our developed computer software used in this non-invasive BCI device streams the data in real
time to the Lab Recorder software through the Lab Streaming Layer (LSL) framework. Meanwhile,
event markers generated by the image-stimulus paradigm on the PC are also sent via LSL to Lab
Recorder. These markers indicate the start and stop times of user-triggered recordings. Neural signals
are collected simultaneously while the participant uses speech to describe the content of the image
editing. As a result, we obtain well-aligned EEG, fNIRS, PPG, motion, and audio signals. There was
a 1-second cross-fixation interval between each pair of pre- and post-edited images to distinguish
between different image-editing pairs clearly. 2,000 images are collected from each participant. In
all, 23,928 valid data pairs are gathered, encompassing participants’ speech, EEG, fNIRS, PPG, and
head motion information.

Participants. 12 healthy college students (6 female and 6 males) were recruited as the subjects for
data collection. They have a mean age of 24.5£2.5 years and normal (or corrected-to-normal) vision.
All volunteers were informed of the experimental process and received financial compensation (at an
hourly rate exceeding the minimum wage in the region). All volunteers signed the consent forms prior
to the experiment, which was approved by the Ethics Committee of the Institutional Review Board
at Zhejiang University for Human Research Protections (Protocol ID: No. 067 (2019)). To ensure
data consistency during extended EEG acquisition, the experiment was conducted in a quiet room
(3m x 5m) maintained at a constant temperature of 24°C and a constant humidity. EEG signals were
recorded using the latest non-invasive hydrogel electrodes, which are known to provide one of the
highest signal quality among available electrode types. To maximize signal integrity and minimize
impedance-related artifacts, the electrodes were replaced every five hours or sooner if necessary. Data
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acquisition for each participant starts at 9 AM daily, and the room was shielded from direct sunlight
to reduce its impact on light-sensitive signals such as fNIRS and PPG. Example stimulus sessions
that were displayed to participants are shown in Fig. 2.

C.4 Data Preprocessing

To make use of the most relevant information and reduce noise and artifacts, each type of multimodal
neurophysiological signal was preprocessed based on its unique characteristics. The first step for our
proposed neural-based image editing method is extracting and encoding data into a structured format
based on collected metadata. Techniques such as interpolation for missing data and normalization
methods to standardize signal amplitudes are applied to clean and normalize data to remove noise,
fill in missing values, or correct errors. Advanced filtering skills based on machine learning are
implemented to select data aligned with the model’s predefined objectives, such as identifying
visual patterns correlated with specific cognitive states or processing visual-related neural signals.
Specifically, the data processing steps include:

EEG Preprocessing. Signals were band-pass filtered (1-80 Hz) and notch-filtered (48-52 Hz) to
remove noise and powerline artifacts. The EEG channels near the eyes (Fpz and Fp2) retained ocular
signals for intentional blink detection. Specific procedures are as follows:

* A band-pass filter was applied in the range of 1-80 Hz to remove low-frequency drifts and
high-frequency noise.

* A notch filter was applied in the frequency range of 48-52 Hz to eliminate powerline
interference, which is specific to the 50 Hz electrical grid in China.

* QOcular artifacts from the AF8 and FPz channels were preserved intentionally, as these
channels were specifically designed to capture eye movements, including blinking.

fNIRS Preprocessing. The eight-channel fNIRS signals were processed to extract concentration
changes of oxygenated hemoglobin (HbO), deoxygenated hemoglobin (HbR), and total hemoglobin
(HbT). The following preprocessing steps were performed:

* The HbO, HbR, and HbT signals were band-pass filtered in the range of 0.01-0.5 Hz to
isolate brain spontaneous and stimulus-induced hemodynamic responses associated with
neural activity. These signals correspond to brain activity evoked by the image-editing
paradigm.

* The processed HbO, HbR, and HbT signals were averaged to obtain two signals per hemi-
sphere: left hemisphere HbO, right hemisphere HbO, left hemisphere HbR, right hemisphere
HbR, left hemisphere HbT, and right hemisphere HbT.

* Moreover, light intensities at 735 and 850 nm were converted to HbO/HbR/HbT using the
Modified Beer—-Lambert Law, then filtered (0.01-0.5 Hz) to isolate hemodynamic responses.

Hemodynamic Conversion: fNIRS signals are calculated by raw 735 nm and 850 nm near-infrared
light intensity. The raw fNIRS signals are measured as light intensity changes at different wavelengths.
To convert these optical signals into concentrations of oxygenated hemoglobin (HbO) and deoxy-
genated hemoglobin (HbR), we apply the Modified Beer—Lambert Law (MBLL). The logarithmic
optical density change A A is calculated as:

AAN) = log (1;((?))) (14)

where I(\) is the initial light intensity, I(\) is the measured intensity at wavelength A, and AA(\)
is the optical density change.

Then, the concentration changes of HbO and HbR are derived using the MBLL as follows:

—1
AHbR| " DPF-L |&)?y eiir
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Here, ¢ denotes the molar extinction coefficients of HbO and HbR at wavelengths A; and Ao, L is the
source-detector separation, and DPF is the differential pathlength factor that accounts for scattering
in tissue. Additionally, the total hemoglobin concentration change AHbT is calculated as the sum of
the changes in HbO and HbR:

AHbT = AHbO + AHbR (16)

This process yields time-series concentration changes AHbO, AHbR, and AHbT. These eight
channels of AHbO, AHbR, and AHbT were band-pass filtered (0.01-0.5 Hz) to isolate brain
hemodynamic responses related to neural activity evoked by the image-editing paradigm. Finally, the
HbO, HbR, and HbT signals were then averaged to obtain left and right hemisphere values for each.

PPG Preprocessing. Optical signals were band-pass filtered (0.5-4 Hz) to extract cardiac rhythms
for heart rate variability and arousal estimation. The raw light intensity data for the four-channel PPG
signals were acquired at wavelengths of 735 nm and 850 nm. The detailed preprocessing steps for
these signals were as follows:

* The raw optical intensity data at both 735 nm and 850 nm were averaged to obtain the
following four signals: left hemisphere 735 nm, right hemisphere 735 nm, left hemisphere
850 nm, and right hemisphere 850 nm.

* A band-pass filter with a frequency range of 0.5—4 Hz was applied to these four signals to
extract hemodynamic changes associated with cardiac rhythms, reflecting the blood flow
pulsations due to heartbeats.

Motion Tracking. The raw signals from the six-axis motion sensors (accelerometer + gyroscope)
were retained to ensure accurate monitoring of head movements during the experiment, as these
movements could potentially affect signal quality. These signals were also used to assess signal
quality and reduce movement-related artifacts.

Session Segmentation.: Each editing session was defined by a speech-triggered onset and offset,
linked to pre- and post-edited image pairs. Only active segments were retained for training and testing.
Specifically, the image stimulus is used to mark the beginning of a session when the user starts
recording audio. The session ends when the user stops the audio recording. During this time, the
system synchronizes the recording of the participant’s speech, EEG, f{NIRS, PPG, and head motion
data. Data recorded during periods of silence, when the audio recording is not active, is excluded
from training and analysis.

D Supplementary Method Details

D.1 Background Information

To enable hands-free image editing, the integration of multimodal signals facilitates the interpretation
of the user’s intent and mental state: EEG activity at frontal sites such as Fpz reflects attention
control and task initiation [107]; signals from the right prefrontal cortex (Fp2) are associated with
emotional regulation and motivational drive, as evidenced by frontal alpha asymmetry [108]; EEG
at the midline parietal site (Pz) captures spatial attention and visuomotor integration [109]; and
occipital EEG (Oz) provides information on visual perception and image processing load [110].
Additionally, fNIRS measurements over the left and right anterior medial prefrontal cortex (aMPFC)
reveal cognitive load and emotional valence through blood oxygenation patterns [30], and peripheral
photoplethysmography (PPG) signals monitor heart rate variability as a proxy for autonomic arousal,
enabling the system to track user stress levels and engagement during interaction [31, 32]. Integrating
these modalities allows the system to adapt to the user’s focus, emotional state, and workload, making
hands-free image editing more intuitive and responsive.

Midline parietal EEG (fpz) is involved in spatial attention allocation and visuomotor integration,
contributing to the coordination of visual and motor aspects of the editing task [107]. Occipital EEG
at Oz captures visual perception dynamics and image processing load, providing insight into how
visual information is being processed by the user’s brain [110].
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D.2 Theoretical Derivation of Flow-Aware Inversion

We defined inversion as a trajectory that transports a clean sample xo ~ po(z) to a noisy latent
2t ~p¢(2). Within the DDPM framework, the forward process is described as:

¢
=V g + V1 — &y €, dt:Hai, a;=1-08; e~N(0,I).

i=1

First, we formulate a pure stochastic SDE that follows the forward diffusion to gradually add noise,
and then run the time-reversed SDE to retrieve an editable reconstruction, similar to the philosophy
of SDEdit [111].

Second, a probability-flow ODE treats diffusion via the score-based velocity field v(z ), replacing
the random noise with a deterministic velocity field v(z,) proportional to the score V. log p-(x):

t t 0
To = Ty — / v(x,)dr, T = o +/ v(x;)dr = xp — / v(x;)dr.
0 0 t

A continuum between these two extremes is obtained by interpolating the stochastic and deterministic
contributions with a parameter 7 € [0, 1]:

b erv(a,, 1)

=z + V=G et Q-nul, w= | =

where € ~ N(0,T) and ¢, is a schedule-dependent factor that aligns the units of the velocity term
with standard DDPM dynamics [ 12]. Choosing 7 = 0 recovers the deterministic ODE path, whereas
n = 1 yields the fully stochastic SDE path, and intermediate values trade deterministic guidance for
stochasticity.

dr,

Our flow-aware inversion belongs to the deterministic end. As Flux.1-Dev predicts rectified-flow
velocity rather than a DDPM score, we insert a lightweight rank-128 LoRA adapter W that maps the
frozen backbone’s predicted velocity €4(x -, 7) into the DDPM score domain through:

v(z,) = oW (€ey(2r,7)).

The time-dependent coefficient o helps bridge the rectified-flow velocity and the DDPM score scale,
while the linear bridge preserves the benefits of flow pre-training and enables faithful one-to-one
reconstructions, in a similar spirit to edit-friendly DDPM [113] or LEDITS++ [114].

D.3 More Method Explanations

To validate neural signals as reliable semantic conditions, we conduct a preliminary multi-label
classification experiment detailed in Fig. 9. Results show that EEG signals yield over 7% mean
Average Precision (mAP) gain compared to random noise, and fNIRS improved recall through
robustness. Combining EEG and fNIRS shows stronger performance, and integration with textual
prompts further enhances outcomes than using text only, confirming modality complementarity.

To handle diverse input shapes of raw signals, we pad/truncate inputs and find that EEG sequences
of length 8,192 offer a good trade-off between performance and efficiency, which is summarized
in Fig. 9(c). As longer input sequences bring unbearable computational costs, we seek an optimal
solution that keeps key information in the long sequence data while not significantly increasing
computational costs. This motivates our CS3 encoder, which captures both temporal and channel-
wise patterns efficiently while achieving a better trade-off between information density and computing
efficiency.

To effectively extract structured representations from diverse signals, we propose the CS3 encoder.
CS3 utilizes the linear computational complexity and efficiency of the structured state space model
(S3M) [55] for encoding long sequences into channel representations. Recognizing that increasing
latent dimensions can still significantly raise computational costs, CS3 implements a cross-feature
extraction mechanism that separately encodes temporal and channel information.
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While the fixed latent dimension of the S3M can not fully capture the dynamic information in signals,
we further apply an adaptive feature pyramid based on adaptive average pooling. Each signal is
processed through modality-specific neural encoders to produce latent features. Taking a C'-channel
EEG sequence X € RE*’ as an example, we first normalize it to [—1, 1] and pass it through two
parallel S3M blocks capturing complementary dynamics.

To align and integrate multi-source signals, we further introduce DGF, which dynamically processes
and fuses features across modalities. DGF can model inter-modality interaction modelling to form a
unified latent space, which is also optionally usable for alignment with text embeddings to support a
more hybrid conditioning.

In summary, CS3 captures multi-scale temporal and structural patterns in neural signals, consistent
with findings that multi-band EEG features improve intent decoding. DGF performs selective
multimodal fusion through dual gating, which follows prior successes of gating and normalization
strategies in multimodal learning. On pairing EEG plus PPG with TS5, and fNIRS plus Motion with
CLIP. Rationale is also not arbitrary. TS provides fine-grained token-level semantics that help precise
instruction following, which complements the fast neural dynamics in EEG and the lightweight
hemodynamics from PPG. CLIP provides robust global semantics that align with slower cortex-wide
fNIRS signals and intentional head Motion.

E Supplementary Experimental Details

E.1 Cross-subject Experiment

Our original dataset was collected from 12 participants (6 female, 6 male, mean age 24.5 + 2.5
years), each contributing around 2,000 paired samples under carefully controlled experimental
conditions. While our initial split ensured training/test separation, we acknowledge that the possibility
of subject overlap could limit generalizability. To address this, we performed additional cross-subject
evaluations with 5 new unseen participants (3 male, 2 female, ages 13-63, see Table 4). The results
are presented in Table 5. It confirms that the model maintains strong generalization when applied to
unseen individuals, with performance trends on CLIP-I, DINO, and CLIP-T remaining consistent
with those from the original test set. This provides evidence that our approach is not overly reliant on
subject-specific neural signatures, but instead captures transferable semantic representations.

Table 5: Performance comparison of baseline and our proposed LoongX on the original test set (12
subjects) and unseen test set (5 new subjects).

Test Dataset Methods Conditioning  L1(}) L2(}) CLIP-I(f) DINO (1) CLIP-T (1)
OmniControl Text 0.2632 0.1161  0.6558 0.4636 0.2549
Original OmniControl Speech 0.2714 0.1209 0.6146 0.3717 0.2501

LoongX (Ours) Neural Signals 0.2509 0.1029  0.6605 0.4812 0.2436
LoongX (Ours) Signals + Speech 0.2594 0.1080  0.6374 0.4205 0.2588

OmniControl Text only 0.2581 0.1133  0.6528 0.4655 0.2553
Unseen OmniControl Speech 0.2779 0.1271  0.6221 0.3942 0.2508
LoongX (Ours) Neural Signals 0.2574 0.1090 0.6019 0.4037 0.2403
LoongX (Ours) Signals + Speech 0.2668 0.1146  0.6049 0.4447 0.2568

E.2 Abalation Studies Breakdown

Table 6 and Table 7 correspond to the detailed ablation studies illustrated in Fig. 4 and Fig. 5 in the
main manuscript.

From a neuroscience perspective, the superiority of fNIRS and EEG integration aligns well with our
understanding of brain physiology: EEG captures rapid electrical oscillations reflecting millisecond-
level neuronal activity, while fNIRS provides complementary information about slow hemodynamic
responses, reflecting regional brain activation. Their fusion exploits both temporal and spatial
dynamics of cognition, which is particularly relevant for decoding the complex neural basis of visual
and semantic processing required by image editing tasks. The limited effect of PPG and motion
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signals may stem from its primary focus on peripheral patterns, which are less directly involved in
cortical information processing but still can affect the robustness of the performance.

Drilling down into Table 7, the channel-wise analysis offers intriguing support for established
functional specialization in the human brain:

* The Oz channel (occipital cortex) stands out in global image alignment and robustness
metrics, mirroring its neuroanatomical role as the hub for early-stage visual perception.
The occipital lobe, and especially the Oz electrode position, is known for processing visual
stimuli, edge detection, and scene analysis. The strong performance observed here suggests
that even in a data-driven, deep learning context, the fundamental dominance of the visual
cortex in image-based tasks persists.

* In contrast, the Fpz channel (frontopolar cortex) exhibits heightened performance in metrics
linked to semantic understanding and higher-order cognitive alignment. The prefrontal
regions are responsible for executive functions such as attention, planning, and integrating
multimodal information, which are essential for aligning generated content with textual or
conceptual prompts.

These results not only validate long-standing neuroscientific theories, such as the hierarchical pro-
cessing streams in the brain (from occipital “what is seen” to frontal “what does it mean/what to do”),
but also provide practical guidelines: in settings where only a limited number of electrodes or sensors
are available, prioritizing signals from functionally specialized regions (e.g., Oz for vision, Fpz for
semantic or cognitive control) can maximize decoding efficiency for targeted tasks.

Furthermore, the convergence of these findings with classical brain science underscores the trans-
lational value of deep learning in cognitive neuroscience. It highlights the potential for future
brain-computer interfaces to be not only data-driven but also “anatomy-aware,” leveraging our
evolving map of the brain to design more effective and interpretable multimodal Al systems.

Table 6: Evaluation results for different signal combinations.

Metric Pure EEG EEG + fNIRS EEG + fNIRS + PPG All Signals All Signals + Text

L1 0.2641 0.2508 0.2631 0.2571 0.2594
L2 0.1078 0.1029 0.1123 0.1076 0.1080
CLIP-I  0.5457 0.6604 0.6536 0.6274 0.6374
DINO 0.2963 0.4811 0.4942 0.4245 0.4205
CLIP-T 0.2251 0.2436 0.2226 0.2481 0.2588

Table 7: Results using different brain region signals. GT refers to ground truth. Ch means the channel.

Condition L1 L2 CLIP-I DINO CLIP-T (Ours) CLIP-T (GT)
EEG (All channels) 0.2508 0.1029 0.6604 0.4811 0.2436 0.2594
EEG (Ch 0, Pz) 0.2509 0.1028 0.6486 0.4787 0.2314 0.2594
EEG (Ch 1,Fp2) 0.2581 0.1070 0.6178 0.4150 0.2421 0.2594
EEG (Ch 2,Fpz)  0.2486 0.1022 0.6669 0.4846 0.2481 0.2594
EEG (Ch 3, Oz) 0.2475 0.1003 0.6619 0.4873 0.2367 0.2594

E.3 More Qualitative Results

More qualitative comparisons are presented in Figures 10-13, corresponding to the four broad editing
categories: Global, Background, Object, and Text Editing. For clarity and conciseness in the figures,
the original lengthy instructions have been distilled into single-sentence descriptions without altering
their intended meaning. The editing results of our neural-driven and neural-speech fusion methods
consistently outperform text-prompt-based editing results, demonstrating superior alignment with
human intent and greater editing precision. Notably, Text Editing presents a more complex challenge
compared to other categories. Given the current limitations of backbone models (with the exception
of commercial models like GPT-40), text-based edits remain difficult. As evidenced by the examples,
neural-driven approaches exhibit a stronger ability to align with human intent, making the editing
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process more intuitive and effective. It is foreseeable that in the near future, as reliable image-editing
backbones become more accessible, neural-driven image editing will further stabilize and mature,
evolving into an indispensable tool for everyday creative workflows.

Fig. 14 specifically analyzes three characteristic failure modes: (1) cases involving overly imaginative
descriptions that deviate significantly from the training data distribution (e.g., "long-legged space
creature"), (2) ambiguous instructions with insufficient semantic details (particularly evident in
case (b) where background retention specifications were omitted), and (3) challenges posed by
non-standard input image dimensions (such as panoramic aspect ratios). These failure cases provide
valuable insights into the current limitations of neural-based editing systems.

E.4 More Failure Cases

Figure. 14 specifically illustrates three failure cases, where overly exaggerated imagination, vague
instructions, or uncommon input image sizes may contribute to failed results. It demonstrates three
characteristic failure modes: (1) cases involving overly imaginative descriptions that deviate sig-
nificantly from the training data distribution (e.g., "long-legged space creature"), (2) ambiguous
instructions with insufficient semantic details (particularly evident in case (b) where background
retention specifications were omitted), and (3) challenges posed by non-standard input image dimen-
sions (such as panoramic aspect ratios). These failure cases provide valuable insights into the current
limitations of neural-based editing systems.
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Original Ground Truth Neural (Ours) Neural + Speech (Ours) Text Only

o

(f) Replace the original background with a black background

Figure 10: Qualitative comparison of our neural-driven and speech-neural fusion methods and text-
prompt baseline for Global Editing category.
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Original Ground Truth Neural (Ours) Neural + Speech (Ours) Text Only

_ e T i
(d) Replace the background with an outdoor te

VB 1 e

(e) Fit the cartoon character into an outdoor group photo background, looks like it is taking a pose with the crowd

(f) Replace background with Galaxy , put the person and dolphin, Earth outlined, with a winged white animal above

Figure 11: Qualitative comparison of our neural-driven and speech-neural fusion methods and text-
prompt baseline for Background Editing category.
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Original Ground Truth Neural (Ours) Neural + Speech (Ours) Text Only

i 4
(f) Add an airplane belching black smoke and vignette it in the background, and add a scarf around the fox's neck.

Figure 12: Qualitative comparison of our neural-driven and speech-neural fusion methods and text-
prompt baseline for Object Editing category.

33



Original Ground Truth Neural (Ours) Neural + Speech (Ours)

4

Text Only

(a) Use indoor scene with people and newspapers, swap seated person's head with cat head, add text below

| am o P5 feacher i1 | am o £5 tedrous
Serin Go Qur behy

NEL S H

& J/MIHOITCS & e |
(c) Modify the text on the paper in the character's hands.

Figure 13: Qualitative comparison of our neural-driven and speech-neural fusion methods and text-
prompt baseline for Text Editing category.

Original Ground Truth Neural (Ours) Neural + Speech (Ours) Text Only

‘Why Ms mokea in ‘Why Wis mokea in
Your jesoto oot Your jeorto oot
my pline teainea? tio pline feained?

Figure 14: Qualitative analysiscomparison onf our neural-driven and speech-neural fusion methods
and text-prompt baseline for three failure cases: (a) Overly exaggerated descriptions, e.g., "long-
legged space creature"; (b) Vague instructions lacking detail, such as omitting whether to retain the
background; (c) Uncommon image dimensions, e.g., panoramic input images.
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NeurlIPS Paper Checklist

1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]

Justification: The abstract and introduction clearly state the paper’s key contributions,
including the proposed method, the dataset construction, and the experiment evaluation. The
claims are consistent with the scope and content presented in the main body of the paper.

Guidelines:

* The answer NA means that the abstract and introduction do not include the claims
made in the paper.

* The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

* The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

* It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]
Justification: We have discussed the limitations of this current research in Section A.3.
Guidelines:

* The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

 The authors are encouraged to create a separate "Limitations" section in their paper.

* The paper should point out any strong assumptions and how robust the results are to
violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

* The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

* The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

* The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

* If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

* While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory assumptions and proofs

Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?
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Answer: [NA]
Justification: Our paper does not explicitly include mathematical theoretical results.
Guidelines:

* The answer NA means that the paper does not include theoretical results.

* All the theorems, formulas, and proofs in the paper should be numbered and cross-
referenced.

* All assumptions should be clearly stated or referenced in the statement of any theorems.

* The proofs can either appear in the main paper or the supplemental material, but if
they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

* Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

* Theorems and Lemmas that the proof relies upon should be properly referenced.

4. Experimental result reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: All implementation details, data splits, training settings, and evaluation metrics
are described in Sections 4 and 5, ensuring reproducibility of the main results. We will also
release our dataset and code for reproducibility.

Guidelines:

» The answer NA means that the paper does not include experiments.
* If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.
If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.
Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

While NeurIPS does not require releasing code, the conference does require all submis-

sions to provide some reasonable avenue for reproducibility, which may depend on the

nature of the contribution. For example

(a) If the contribution is primarily a new algorithm, the paper should make it clear how
to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code
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Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer: [Yes]

Justification: We provide code and a sample of the dataset (including 1/10 instances of
the full dataset) in the supplementary materials. Due to size constraints and anonymity
requirements, the full dataset will not be released at submission time. We will release the
complete dataset and code upon publication via the public project website.

Guidelines:

» The answer NA means that paper does not include experiments requiring code.

* Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

* While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

* The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

* The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

* The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

* At submission time, to preserve anonymity, the authors should release anonymized

versions (if applicable).

Providing as much information as possible in supplemental material (appended to the

paper) is recommended, but including URLSs to data and code is permitted.

6. Experimental setting/details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]

Justification: We specify all training and testing details, including data splits, hyperparame-
ters, and optimizer configurations in Section 5, with additional implementation information
provided in the supplemental materials.

Guidelines:

* The answer NA means that the paper does not include experiments.

* The experimental setting should be presented in the core of the paper to a level of detail
that is necessary to appreciate the results and make sense of them.

* The full details can be provided either with the code, in appendix, or as supplemental
material.

7. Experiment statistical significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [Yes]
Justification: We present the error bar and statistical significances in the main experiments.
Guidelines:

» The answer NA means that the paper does not include experiments.

* The authors should answer "Yes" if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.
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8.

10.

* The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

* The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

* The assumptions made should be given (e.g., Normally distributed errors).

¢ It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

* It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CIL, if the hypothesis
of Normality of errors is not verified.

¢ For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

* If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

Experiments compute resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]

Justification: We report the detailed compute resources used for all experiments in Sec-
tion 5.1.

* The answer NA means that the paper does not include experiments.

* The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

* The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

. Code of ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]
Justification: We fully adhere to the NeurIPS Code of Ethics throughout the whole process.
Guidelines:

¢ The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

* If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).

Broader impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [Yes]

Justification: We have discussed the broader impacts of the neural-driven image editing
technique in both the conclusion and appendix.

Guidelines:

* The answer NA means that there is no societal impact of the work performed.
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If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.

Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards

12.

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [Yes]

Justification: We will carefully review applicants and provide protocol regulations to prevent
abuse when releasing models, which have been discussed in the appendix.

Guidelines:

The answer NA means that the paper poses no such risks.

Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]

Justification: We have cited all original assets contributing to the research in this paper.

Guidelines:

The answer NA means that the paper does not use existing assets.
The authors should cite the original paper that produced the code package or dataset.

The authors should state which version of the asset is used and, if possible, include a
URL.

The name of the license (e.g., CC-BY 4.0) should be included for each asset.

For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.
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13.

14.

15.

* If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

 For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

* If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.
New assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [Yes]

Justification: Our new dataset and codes are well documented, which will be provided
alongside the dataset and codes upon release.

Guidelines:

* The answer NA means that the paper does not release new assets.

* Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

* The paper should discuss whether and how consent was obtained from people whose
asset is used.

* At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

Crowdsourcing and research with human subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [Yes]

Justification: We provide full details of the instructions and sufficient monetary reimburse-
ment to subjects, which is above the minimum wage.

Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

Institutional review board (IRB) approvals or equivalent for research with human
subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [Yes]

Justification: Our experiment has obtained the official IRB approvals from the corresponding
institution.

Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.
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* Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

* For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.

16. Declaration of LLLM usage
Question: Does the paper describe the usage of LLMs if it is an important, original, or
non-standard component of the core methods in this research? Note that if the LLM is used

only for writing, editing, or formatting purposes and does not impact the core methodology,
scientific rigorousness, or originality of the research, declaration is not required.

Answer: [NA]

Justification: The core method development in this research does not involve LLMs as any
important, original, or non-standard components.

Guidelines:

* The answer NA means that the core method development in this research does not
involve LLMs as any important, original, or non-standard components.

¢ Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM)
for what should or should not be described.
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