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Abstract

Knowledge of the medical decision process,
which can be modeled as medical decision
trees (MDTs), is critical to building clinical
decision support systems. However, the cur-
rent MDT construction methods rely heavily
on time-consuming and laborious manual an-
notation. In this work, we propose a novel
task, Text2MDT, to explore the automatic ex-
traction of MDTs from medical texts such
as medical guidelines and textbooks. We
normalized the form of the MDT and cre-
ated an annotated Text2MDT dataset in Chi-
nese with the participation of medical experts.
We investigate two different methods for the
Text2MDT tasks: (a) an end-to-end frame-
work that only relies on a GPT style large lan-
guage models (LLM) instruction tuning to gen-
erate all the node information and tree struc-
tures. (b) The pipeline framework decomposes
the Text2MDT task into three subtasks. Ex-
periments on our Text2MDT dataset demon-
strate that (a) the end-to-end method based on
LLMs (7B parameters or larger) shows promis-
ing results and successfully outperforms the
pipeline methods. (b) The chain-of-thought
(COT) prompting method (Wei et al., 2022)
can improve the performance of the fine-tuned
LLMs on the Text2MDT test set. (c) the
lightweight pipelined method based on encoder-
based pre-trained models also performs well
with LLMs with model complexity two magni-
tudes smaller.!.

1 Introduction

As a typical application of artificial intelligence
in the medical field, clinical decision support sys-
tems (CDSS) have been widely concerned by re-
searchers (Tsumoto, 1998; Fotiadis et al., 2006;
Machado et al., 2017). CDSS can suggest experi-
enced doctors of all the options and problems to be

'Our Text2MDT dataset and the source codes are open-
sourced, and we will make the dataset and the source codes
openly available upon acceptance.

considered when making decisions, help inexperi-
enced medical students to learn clinical knowledge,
or give medical advice to patients without medical
background (IoannisVourgidis et al., 2018). The
core of building a CDSS is the knowledge of med-
ical decision processes, which are rules that link
given conditions to medical decisions (Abraham,
2005) and are usually modeled as medical deci-
sion trees (MDTs). However, existing methods
for constructing MDTs rely on manual tree con-
struction by medical experts (Saibene et al., 2021),
which is time-consuming, laborious, and cannot
absorb the latest research timely. All these hinder
the construction, dissemination, and maintenance
of large-scale CDSS (Nohria, 2015). There is an
unmet need to explore automated pipelines to pre-
cisely extract MDTs from vast and rapidly growing
medical knowledge sources.

It is computationally challenging to automati-
cally extract MDTs for the following reasons: 1)
the current MDT lacks a normalized and structured
form, leading to ambiguity in understanding med-
ical decision knowledge and therefore hinders au-
tomated knowledge extraction; 2) the NLP com-
munity lacks a benchmark dataset for training and
validating MDT extraction tasks; and constructing
such data is challenging in that annotating medical
decision trees requires in-depth domain knowledge;
3) existing methods for medical information extrac-
tion are not directly applicable for MDT extraction.

In this work, we formally define Text-to-MDT
(Text2MDT), the task of automatic extraction of
MDTs from medical texts. As shown in Figure
1, the knowledge of a medical decision process
embedded in the medical text can be modeled as a
binary decision tree. In this work, we construct the
first Text2MDT benchmark dataset with the help
of well-trained annotators and medical experts.

With the constructed Text2MDT benchmark, we
systematically evaluate different pre-trained model-
based methods. The first cohort of methods we
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Figure 1: An example of a medical decision tree contained in a medical text from an epilepsy clinical guideline.

English translations are provided in brackets.

consider is from the pipeline framework, in which
the Text2MDT task is decomposed into three sub-
tasks: triplet extraction, node grouping, and tree
assembling. The second cohort of methods are all
end-to-end (end2end) methods utilizing pretrained
generative LMs, especially the current large lan-
guage models. Notably, the chain-of-thought (Wei
et al., 2022) (COT) style reasoning is also utilized
and demonstrated to be beneficial. Experiments on
our Text2MDT benchmark show promising results.

In summary, the main contributions of this work
are:

* We propose a well-defined novel task,
Text2MDT, to extract MDTs from medical
text automatically. We construct the first
Text2MDT benchmark dataset with the help
of medical experts.

* Both the pipeline and end2end models are in-
vestigated, including encoder-based methods
and LLM fine-tuning methods. The experi-
ments show that LLMs can perform strongly
on our Text2MDT benchmark. However, the
encoder-based models can also perform well
under the pipeline framework.

e The Text2MDT dataset and source codes will
be openly available to facilitate future re-
search.

2 Related Work

Due to limited length, we put the Related Work
for medical natural language processing and medi-
cal information extraction in the Appendix A.

2.1 Text2Tree modeling

There is a rich history of NLP tasks that aim to
extract tree structures from a given text. The most
fundamental task in NLP is syntax analysis, which
aims to express the syntactic structure of a sentence
into a syntactic tree (Zhang, 2020). Parsing often
relies on a specific grammar, which is used to re-
fine the output structures of syntax and semantics.
Two of the most popular grammars are constituent
parsing and dependency parsing. Text2Tree is also
seen in many application scenarios. Math word
problems (MWPs) (Zhang et al., 2022c; Zhao et al.,
2023) extract mathematical expressions from the
unstructured texts and try to improve the neural
networks’ capabilities in math problem solving by
asking the model to understand the tree structure.
Semantic parsing (Kamath and Das, 2018), which
transforms unstructured text into an SQL query,
has promising application potential in areas like di-
alogue systems, search engines, and business intel-
ligence. Our Text2MDT task is novel compared to
the literature in the following sense: (a) Text2MDT
focuses on extracting medical decision trees from
unstructured medical texts. (b) our task has a differ-



ent granularity from the existing Text2Tree tasks
since each node in our task consists of one or more
triplets. (c) the tree structure, or the links among
different nodes, have different meanings from the
existing Text2Tree tasks.

Regarding the model architectures for the exist-
ing Text2Tree methods, we have seen a trend from
idiosyncratic models to more unified model archi-
tectures. The field of syntactic analysis has seen
many different model architectures, such as recur-
sive neural network (Socher et al., 2011), CRF (Sut-
ton and McCallum, 2010), transition-based mod-
els like (Fernandez Astudillo et al., 2020; Zhang
et al., 2016), graph-based models (Pei et al., 2015).
With the rise of pre-trained encoder models (Devlin
et al., 2019), a series of works apply pre-trained
models like BERT to enhance the performances on
the Text2Tree tasks. For example, (Dozat and Man-
ning, 2017) proposes to install a Biaffine module on
top of a pre-trained BERT for the dependency pars-
ing task. This method models the relations among
token pairs as a table-filling task and decodes the
tree structures of the entire input sequence in one
forward pass. With the advances of generative lan-
guage models, many works apply the pretrained
sequence-to-sequence (Seq2Seq) models or GPT
style models to Text2Tree tasks (Wang et al., 2018;
Zhong et al., 2017). Since the generative models
generate sequences that ignore the constraints of
the tree, a series of approaches (Xie and Sun, 2019;
Yu et al., 2018) are devoted to adding constraints for
tree-structured decoders by utilizing the structural
information or syntactic rules. In this work, we con-
tribute to the existing literature by systematically
evaluating the encoder-based and generation-based
methods, especially the open-sourced or commer-
cial LLMs.

3 The Text2MDT Task

3.1 Task formulation

As shown in Figure 1, the Text2MDT task fo-
cuses on extracting the medical decision trees from
a given text containing the medical decision pro-
cess from medical guidelines or textbooks. We
denote a medical text with 14, words as X —
[x1, z2, ... y Tnyone)s the goal of Text2MDT is to
generate the pre-order sequence of n,,q. nodes
in the MDT T" = [Ny, No, ...... , Nn,...)- The
pre-order sequence of the nodes in the MDT can
uniquely represent this tree.

Node structure Nodes in a MDT consist of three

parts: role, triplets, and logical relationship be-
tween triplets. We denote a node by

Node = {Role, Triplets, Logical_Rel},
Role = $ or O,
Triplets = (t1,t2, ..., tn,.; ),
Logical_Rel = and, or, null, (D)

where: (a) Role denotes the role of the node.
Role = <& means that the node is a condition node
describing certain statuses of patients (presented as
diamond-shaped nodes in Figure 1), while Role =
O means that the node is a decision node demon-
strating how to treat the patients given certain con-
ditions. (b) Triplets = (1, t2, ..., tp,,,) denotes the
collection of ny,; triplets extracted from the given
text, where each triplet ¢ = (sub, rel, obj) con-
sists of a subject sub, a relation rel, and a object
obj. These triplets are used to describe medical
contents, either a patient’ medical condition or sta-
tus, or a medical decision representing the medical
procedure to treat the patients. (c) Logical_Rel de-
notes the logical relationship (and/or/null relation)
among the Triplets in a node. Note that the logical
relation is null if and only if the number of triplets
n¢r; 10 the node is less or equal to 1.

Tree structure. A medical decision tree represents
the structured process for physicians’ decision-
making. As depicted in Figure 1, medical pro-
fessionals need to identify the condition of patients
and make the appropriate decisions. Sometimes,
medical conditions are complex, so one may have
to differentiate many levels of conditions before
one can make a valid medical decision. There-
fore, we define an MDT as a binary tree consisting
of condition and decision nodes, where non-leaf
nodes are called conditional nodes, and leaf nodes
are decision nodes. For the condition node, when
the conditional judgment result is "Yes" ("No"), it
will go to the left (right) branch for the following
condition judgment or decision. Note that each
condition node has left and right child nodes. If the
subsequent operation that needs to be done after
the result of the condition judgment is "Yes" ("No")
is not reflected in the text, a decision node without
triplets is used as the left (right) child node. After
this operation, a decision tree can be represented
by a preorder sequence of its nodes.

Figure 1 shows a concrete example of MDT. In
the example, the medical decision process embed-
ded in the medical text above can be modeled by
the MDT below: 1) Firstly, the condition "whether



Tree_Depth Amount Proportion
2 402 26.80%
3 906 60.40%
4 192 12.80%

Table 1: Statistics of the medical decision tree in
Text2MDT dataset.

Relation_Name Amount Proportion

clinical_feature 4122 42.51%
therapeutic_drug 2730 28.15%
medical_option 1683 17.36%
usage_or_dosage 666 6.87%
forbidden_drug 249 2.57%
basic_information 246 2.54%

Table 2: Statistics of the triplet relations in Text2MDT
dataset.

valproic acid is applicable for patients with general-
ized tonic-clonic seizures" is determined, and if the
result is "Yes," i.e., valproic acid is applicable, then
go to the left branch and make the corresponding
decision, i.e., valproic acid is used for treatment;
2) if the result is "No," that is, valproic acid is not
applicable, next go to the right branch and make
another conditional judgment, i.e., the condition
"whether the patient has myoclonic seizures or sus-
pected juvenile myoclonic epilepsy"” is determined,
and go to different branches according to the result.

3.2 Dataset construction

We construct our dataset using two types of re-
sources: (a) clinical guidelines published by au-
thoritative medical institutions about 30 clinical
departments from 2011 to 2023; (b) undergraduate
clinical medical textbooks published by People’s
Health Publishing House?. The Text2MDT dataset
is annotated first by 15 medical school students pur-
suing master’s degrees. Then, a panel of 5 experts
will review each sample’s annotation. The detailed
annotation procedures are described in Appendix
B.

3.3 Data Statistics

Table 1 reports the statistics of the tree depth in
the Text2MDT dataset. There are 1500 text-tree
pairs in the Text2MDT dataset with tree depths
equal to 2 to 4. The average number of nodes per
tree is 3.76, and the average number of triplets
per tree is 6.46. There are 5688 nodes in the
dataset. In terms of the nodes’ role labels, the

2http: //www.pph166.com/.

dataset includes 2802 decision nodes, 2886 condi-
tional nodes. In terms of the nodes’ logical relation
labels, the dataset includes 1428 “or” nodes, 1101
“and” nodes, and 3159 “null” nodes. Table 2 re-
ports the statistics of the types of triplet relations
in the Text2MDT dataset. Our Text2MDT dataset
has six types of relationships with an in-balanced
distribution.

3.4 Manual evaluation of quality and
usefulness

To evaluate the quality and usefulness of the an-
notated medical decision tree and whether it can
help make medical decisions, we invited ten medi-
cal practitioners (with more than two years’ work
experience in hospitals) and ten people without
medical background to complete the following two
evaluation tasks: 1) We observed the participants’
performance (accuracy and time spent) in answer-
ing medical decision problems of similar difficulty
under two settings (with medical texts or decision
trees as a reference). 2) We asked participants to
evaluate the ability of the medical decision trees to
represent the medical decision process (complete-
ness, readability, helpfulness).

Most of the participants could answer the
decision-making questions more accurately or
faster with the help of the MDTs and thought that
our annotated MDTs are more readable and helpful
for understanding the knowledge of the medical
decision process while providing a comprehensive
representation of decision knowledge in medical
texts. This demonstrates the quality of our annota-
tions and the strength of the decision tree in terms
of expressive power. The detailed results of the
evaluations are provided in Appendix C.
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Figure 2: Overview of our pipeline framework.
Text2MDT consists of 3 subtasks: triplet extraction,
node grouping and tree assembling.
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3.5 Evaluation Metrics

In order to evaluate how different models per-
form on the Text2MDT task, we now define the
following evaluation metrics:

* For triplet extraction, we follow (Zhu et al.,
2023) to adopt the triplet-level precision
(Prec), recall (Rec) and F1 scores as evalu-
ation metrics.

» For node grouping, we define a Levenshtein
ratio (Navarro, 2001) style score, NG_LR, for
this subtask.

* For the tree assembling subtask and also the
whole Text2MDT task, we define three met-
rics: (a) the accuracy of decision tree extrac-
tion (Tree_Acc); (b) the F1 score of decision
paths (DP_F1); (c) Lenvenshtein ratio of the
decision tree (Tree_LR).

The formal definitions of the above metrics are
detailed in Appendix E.

4 Methods of modeling Text2MDT

In this section, we will elaborate on our pro-
posed methods for modeling the task of Text2MDT.
First, we will present each module of the pipeline
framework for Text2MDT. Then, we will discuss
the end-to-end framework.

4.1 Pipelined framework

Figure 2 demonstrates the pipeline for
Text2MDT, which consists of three steps: triple
extraction, node grouping, and tree assembling.
Triplet Extraction The first step is to extract
all the triplets representing either decisions or con-
ditions from medical texts with a unified triplet
extraction model TEModel():

{t1,...,tn,,,;} = TEModel ([z1, ...... s Tngewt)) s
2
where t; = (s;, 7, 0;) is the i-th triplet in the text,
representing a part of a decision or a condition. s;
and o; are two entity spans from the given text, and
r; 18 a relation between the two entities and is one
of the relation types presented in Table 2.
Node grouping Given the medical text X =
[T1, e , Tnyen:) and the triplets {t1, ..., tp, ., } ex-
tracted from this text, we now need to group these
triplets into different groups, i.e., nodes, with
Logical_Rel € (and, or,null) (a triple constitutes
a group if it has the null relation with other triples).

These groups will be the main components of nodes
of the MDT.
Tree assembling To assemble the nodes into
a medical decision tree, one has to assign a role
(condition or decision) to each node and determine
whether a pair of nodes is connected. Considering
the node’s role as the node’s named entity label
and whether a pair of nodes are connected in the
decision tree as a directional relation, the tree as-
sembling task can also be regarded as a joint task
of entity type classification and relation extraction.
Note that the Text2MDT task is complex. How-
ever, we decompose it into the three subtasks,
making it more tractable for relatively traditional
encoder-based models like BERT (Devlin et al.,
2019). We now present the methods for the sub-
tasks.
Encoder-based pipeline framework The above
three subtasks can be addressed by different vari-
ants of the Biaffine model (Yu et al., 2020a). For
example, triplet extraction is addressed by many
recent works like CASREL (Wei et al., 2020),
TPLinker (Wang et al., 2020) or UNIRE (Wang
et al., 2021), and the above models all utilize a
Biaffine-style module on top of a pretrained en-
coder. For completeness, we present the details on
using the Biaffine-based models to deal with the
above three subtasks in the Appendix D.
LLM-based pipeline framework We can for-
mulate each subtask of the Text2MDT into a
prompt-response generation task. In Appendix H,
we present the prompt template and response for-
mat for each subtask in the pipeline framework.
Note that for the generative LMs like LIaMA-2 to
excel at the three tasks, we need to construct the
designated datasets for each subtask so that LMs
can be finetuned. The details of constructing each
subtask’s dataset are presented in the Appendix G.

4.2 End-to-end framework

For the end2end framework, due to the complex-
ity of this task, it is challenging for the encoder-
based models to deal with the Text2MDT task in an
end2end fashion. Thus, we mainly utilize the gen-
erative LMs for the end-to-end framework. Since
this task is complex, it is natural that the idea of
chain-of-thought (COT) (Wei et al., 2022) could
benefit our task. In this task, we constructed a se-
ries of different COT-style prompts and responses
(with prompt and response templates in Appendix
H).



Thus, for the end2end framework, we consider
the following variations:
direct generation (Gen), in which an LM is asked
to generate the final MDT information given the
text inputs directly.
COT-Gen-1, which decomposes the Text2MDT
task precisely as the pipeline framework and asks
the LM first to generate the extracted triplets, then
node grouping, and then tree assembly, in a sin-
gle generation run before generating the end-of-
sentence token.
COT-Gen-2 decomposes the task into a more fine-
grained subtask. It asks the model to generate en-
tities, triplets, node assignments, node roles, and
finally the entire tree.
COT-Gen-3 asks the LM to extract triplets and
then generate the whole MDT.
COT-Gen-4 decomposes the triplet extraction sub-
task by asking the LM to extract entities, then gen-
erate the triplets, and finally generate the whole
MDT.

5 Experiments

5.1 Implementation Details

Our code was implemented with Pytorch® and
Huggingface Transformers*.

For generative LMs, we consider a collection
of well-known language models of different sizes.
(a) GPT-2 Chinese®. (b) Randeng-T5-784M°. (c)
BLOOMZ-7.1B-mt’. (d) ChatGLM-6B-2. (e)
ChatMed®, which is adapted from the LlaMA-
7B backbone. (f) Chinese-LLaMA-2 7B/13B?,
which are the Chinese version of LlaMA-2 mod-
els (Touvron et al., 2023) from Meta. (g) Ziya-
13B-medical'? is also further pre-trained with the
LlaMA-2 models. (h) Baichuan-2 7B/13B mod-
els(Yang et al., 2023), which are one of the most
recent open-sourced Chinese LLMs, and have
achieved excellent performances in many evalu-
ation benchmarks like (Li et al., 2023a). Unless
stated otherwise, we will use Baichuan-2 7B as the
default generative LM backbone. For generative

3https://pytorch.org/.
*https://github.com/huggingface/transformers.
Shttps://huggingface.co/uer/gpt2-chinese-
cluecorpussmall
Shttps://huggingface.co/IDEA-CCNL/Randeng-T5-
784M-MultiTask-Chinese
"https://huggingface.co/bigscience/bloomz-7b1-mt
8https://github.com/michael-wzhu/ChatMed
*https://github.com/michael-wzhu/Chinese-LIaMA2
https://huggingface.co/shibing624/ziya-llama-13b-
medical-lora

LMs with parameters fewer than 500 million, we
fine-tune all the model parameters. For larger mod-
els, we will fine-tune with LoRA (Hu et al., 2021)
with rank 24. The LoRA parameters are fine-tuned
with a learning rate le-4, batch size 16, and warm-
up steps of 50. The rest of the hyper-parameters
are kept the same with the Transformers package.

For each method, we validate the model perfor-
mance on the dev set and choose the checkpoint
with the best dev performance to predict on the
test set. Each experiment is run with different ran-
dom seeds five times, and the average scores are
reported.

The implementation details of the encoder based
models are put in Appendix F.

5.2 Datasets

We construct train/dev/test splits for (a) the
end2end framework, both in the structural and
prompt-response formats. (b) the pipeline frame-
work, where each subtask requires a designated
dataset. We put the detailed explanation of con-
structing the datasets for each subtask to Appendix
G, and the prompt-response templates to Appendix
H.

5.3 Competing Methods

Encoder-based pipeline framework We now
present the competing methods for the encoder-
based pipeline framework:

For the triplet extraction subtask, we consider
the following methods: (a) UNIRE (Wang et al.,
2021); (b) TPLinker (Wang et al., 2020); (c) Cas-
Rel (Wei et al., 2020); (d) Sep-Biaffine, which uses
a Biaffine model (Yu et al., 2020a) to conduct entity
recognition, and another one for relation classifica-
tion between entity pairs.

For the node grouping subtask, we consider the
following methods: (a) the NG-Biaffine method
and (b) the NG-TableFill method described in Ap-
pendix D.

For the tree assembling subtask, we consider
the following methods: (a) TreeAssemble-Biaffine
method and (b) TreeAssemb-TableFill described in
Appendix D.

To complete the whole task under the pipeline
framework, one has to include three models for the
three subtasks. We denote the complete pipeline
method as Enc-Pipe. Enc-Pipe first uses Sep-
Biaffine for triplet extraction, then uses the NG-
Biaffine for node grouping, and finally applies


https://pytorch.org/
https://github.com/huggingface/transformers

Subtask Triplet extract Node Grouping Tree assembling
Metric Prec Rec F1 NG_LR Tree_Acc DP_F1 Tree LR
Encoder-based methods
UNIRE 0.913 0.881 0.896
TPinker 0.909 0.878 0.893
CasRel 0.882 0.891 0.886
Sep-Biaffine 0.893 0.897 0.895
NG-Biaffine 0.962
NG-TableFilling 0.961
TreeAssemble-Biaffine 0.735 0.841 0.937
TreeAssemble-TableFilling 0.741 0.838 0.933
Generation-based methods
Gen 0.901 0.894 0.897 0.965 0.745 0.848 0.943
COT-Gen 0.898 0.904 0.901 0.968 0.748 0.852 0.947
GPT-4 + ICL 0.783 0.815 0.798 0.916 0.672 0.786 0.893

Table 3: Results for each subtask of the pipeline framework, and the overall result of the Text2MDT task when

applying the framework. The average results in five different runs are reported. The best results are in bold.

TreeAssemble-Biaffine for the tree assembling sub-
task.

Generation-based pipeline framework For
each step of the generation-based pipeline frame-
work, we consider the COT style generation (COT-
Gen) for each subtask. We denote the whole
pipeline based on generative LMs as CGen-Pipe,
which utilizes the COT-Gen method for each sub-
task.

To demonstrate the need for fine-tuning for our
task, we also compare the method of in-context
learning with the currently most powerful com-
mercial LLM, GPT-4 (OpenAl, 2023). For each
subtask, we give five demonstration samples ran-
domly selected from the training set to GPT-4 and
ask it to make predictions on the samples of the test
set. We will denote this method as GPT-4 + ICL.
End2end framework Following Section 4, we
consider the following end2end methods: (a) Gen;
(b) four variations of COT-style generation, (bl)
COT-Gen-1; (b2) COT-Gen-2; (b3) COT-Gen-3;
(b4) COT-Gen-4. We also consider GPT-4 + ICL
(with five demonstration samples) for the end-to-
end generation of medical decision trees.
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5.4.1 Performances on each subtask

Main experimental results

The results of each subtask are reported in Ta-
ble 3. We can see that: (a) Despite being heavy in
model sizes, the Baichuan-2 7B model performs
better than the encoder-based models on all the sub-
tasks. The clear advantage of generative models is
a unified task format and a unified model architec-
ture. (b) COT-Gen helps the LLMs to achieve better
performances on all three sub-tasks in LLM fine-

Method Tree_Acc DP_F1 Tree_ER

Pipeline methods

Enc-Pipe 0.450 0.612 0.884

CGen-Pipe 0.470 0.631 0.897
End2end methods

Gen 0.440 0.619 0.885

COT-Gen-1 0.470 0.628 0.894

COT-Gen-2 0.450 0.623 0.889

COT-Gen-3 0.490 0.632 0.898

COT-Gen-4 0.450 0.626 0.892

GPT-4 +ICL 0.312 0.529 0.776

Table 4: Overall results of the pipeline framework and
the end2end methods. The average results in five differ-
ent runs are reported. The best results are in bold.

tuning, consistent with the observations of (Zhu
et al., 2023). (c¢) We can see that GPT-4 + ICL
can not perform satisfactorily on the three subtasks
without fine-tuning.

5.4.2 Performances on whole task

We now evaluate the performance of differ-
ent methods on the whole task. From Table 4,
we can see that (a) the CGen-Pipe achieves better
performances than the Enc-Pipe method, which is
natural since COT-Gen performs better than the
encoder-based models on all three subtasks. (b)
Interestingly, the pipeline method CGen-Pipe per-
forms better than the Gen method but not better
than COT-Gen-3. Intuitively, the pipeline method
CGen-Pipe suffers from error propagation from
different steps in the pipeline. (c) The COT style
generation methods perform better than the direct
generation method, which is intuitively sound. Our
Text2MDT task is a complex information extrac-
tion task containing multiple steps. The COT-based



depth CGen-Pipe COT-Gen-3
Tree_Acc DP_F1 Tree_Acc DP_F1
2 0.750 0.833 0.750 0.833
3 0.428 0.607 0.442 0.603
4 0.454 0.648 0.545 0.676

Table 5: Model performance on medical decision trees
of different depths.

Backbone | Tree_Acc DP_F1 Tree_ER
The Enc-Pipe method
MedBERT 0.450 0.612 0.884
BERT-www-ext 0.440 0.615 0.882
BERT-base Chinese 0.390 0.583 0.867
Erlangshen-ZEN1 0.410 0.596 0.873
The COT-Generation-3 method

GPT-2 base Chinese 0.030 0.121 0.238
Randeng-T5-784M 0.080 0.253 0.352
BLOOMZ-7.1B-mt 0.330 0.536 0.782
ChatGLM-6B-2 0.380 0.592 0.849
ChatMed 0.420 0.596 0.864
Chinese-LlaMA-2 7B 0.410 0.581 0.868
Chinese-LlaMA-2 13B 0.460 0.623 0.890
Ziya-13B-medical 0.450 0.614 0.886
Baichuan2 7B 0.490 0.632 0.898
Baichuan2 13B 0.490 0.628 0.896

Table 6: The effects of the pre-trained backbones on the
Enc-Pipe and COT-Generation-3 methods.

generative methods inject priors on how the models
should solve the task. Thus, LLMs can be more
informed to use the results of the previously gen-
erated contents for future token generation. (d)
Intuitively, the generative LMs should benefit more
from detailed and fine-grained COT instructions.
However, Table 4 shows that COT-Gen-3 performs
the best. COT-Gen-3’s thought steps have a rel-
atively smaller response length, which is helpful
for the LMs to keep track of the generation con-
tents. (e) with in-context learning, GPT-4 performs
relatively worse than the fine-tuned open-sourced
LLM.

5.5 Discussions and further analysis

Impact of tree depth In table 5, we present the
results of CGen-Pipe, and COT-Gen-3 on different
MDT depths. We can see that the two methods
obtain the same performance metrics on the MDTs
with depth 2. The performance difference between
the two methods mainly lies in MDTs with higher
depth. We can see that the performances on the
MDTs with a depth larger than 2 are significantly
worse than those on the MDTs with a depth of 2.

Impact of backbone models Table 6 reports the
experimental results for different backbone models,

and the following observations can be made: (a)
for the Enc-Pipe method, the in-domain pre-trained
model, MedBERT performs the best among the
four pre-trained encoders, showing that further in-
domain pretraining is beneficial. This observation
aligns with (Zhu, 2021b; Guo et al., 2021a; Zhu
et al., 2023b). (b) For the generative LMs, models
with small parameter sizes perform unsatisfyingly
in our task. Among the open-sourced generative
LMs we experiment with, the Baichuan2 models
perform the best. Baichuan2’s advantage results
from its large-scale pretraining and complete in-
struction alignment pipeline.

Case studies  On the test set of the Text2MDT
task, COT-Generation-3 achieves the best perfor-
mance. Figure 16 and 17 (in Appendix J) report
two examples where COT-Generation-3 can not
predict the same MDTs with the ground truth. In
Figure 16, COT-Generation-3 misses the triplet (£
F,IRIT 45, SR iE 75 L 27) ((patient, treatment,
decongestant)) in the second node, and the triplet
(B, 18IT 4%, 1IBINZ) ((patient, therapeutic
drug, antipyretic drug)) in the fourth node, during
prediction. These errors are mainly from the triplet
extraction subtask, the first step of tackling MDTs.
In Figure 17, COT-Generation-3 made an error in
triplet extraction regarding the basic status of the
patients and, as a result, made a mistake in node

grouping.

6 Conclusion

In this study, we propose a novel task,
Text2MDT, which aims to automatically extract
medical decision trees from medical texts that are
significant for intelligent medicine. We constructed
the first Text2MDT dataset in the NLP community
with the participation of medical experts. Since
there are no existing neural network-based meth-
ods that can directly deal with our novel tasks, we
propose two cohorts of methods: (a) the pipeline-
based method, which decomposes the Text2MDT
task into three subtasks and utilizes the existing
methods to complete the subtasks; (b) the end2end
method, which is challenging and can not be han-
dled by the encoder-based models. We utilize the
recent open-sourced LLMs and chain-of-thought
prompting for the end-to-end methods. Experi-
ments show that the LLLMs can achieve promising
results on the Text2MDT benchmark end-to-end
with the help of chain-of-thought prompting.



Limitations

Our work is the first exploration of extracting
MDTs from medical texts, and our work is cur-
rently applicable to some simple scenarios, specifi-
cally: 1) The logic expression of nodes is limited.
The triplets between nodes are only "and" and "or,"
while in more complex scenarios, there should be
a combination of multiple logical relationships; 2)
The expressiveness of the tree is limited—our de-
cision tree aborts after reaching a decision. The
actual scenario should be a process of continuous
judgment and decision-making. 3) The length of
the text is limited. We only contend with extracting
one paragraph of medical text; in fact, much medi-
cal knowledge must be based on multiple sections
or chapters. We will improve on these shortcom-
ings in our future work.

Ethics Statement

This study, focusing on developing a dataset and
methodologies for extracting medical decision trees
from medical texts, is conducted carefully, consid-
ering ethical principles and potential risks associ-
ated with the research.

Firstly, it is essential to note that the dataset
utilized in this study is derived from medical text-
books and guidelines and, thus, does not contain
any personally identifiable information. However,
ethical considerations regarding patient privacy and
confidentiality remain paramount despite the ab-
sence of direct personal information. We have
taken measures to ensure that no sensitive patient
data is included in the dataset and that all informa-
tion extracted is solely for research purposes.

Furthermore, the participation of medical experts
in constructing the Text2MDT dataset is essential
for ensuring the accuracy and relevance of the data.
We have obtained informed consent from all con-
tributors, emphasizing the voluntary nature of their
participation and the intended use of the dataset for
research purposes.

Moreover, while our study focuses on advancing
the field of intelligent medicine through developing
novel techniques, we acknowledge the importance
of transparency and accountability in Al-driven
healthcare applications. As such, we are commit-
ted to openly sharing our findings, methodologies,
and datasets with the research community, facilitat-
ing peer review, reproducibility, and further ethical
scrutiny.

In conclusion, this study underscores our com-
mitment to upholding ethical standards in research,
particularly in healthcare and artificial intelligence.
By proactively addressing potential risks and ethi-
cal considerations, we aim to contribute responsi-
bly to advancing medical knowledge and technol-

ogy.
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A Appendix: additional related work

A.1 Medical natural language processing

The developments in neural networks and nat-
ural language processing has advanced the field
of medical natural language processing (MedNLP)
(Zhou et al., 2021; Hahn and Oleynik, 2020; Zhu
et al., 2021b). In the pre-BERT era, firstly, RNNs
like LSTM/GRU are used for processing sequen-
tial medical data such as text and speech (Beeksma
et al., 2019). Convolutional networks are also used
for medical text classificaiton (Hughes et al., 2017).
The techniques of Graph neural networks are also
explored for diagnose recommendations (Li et al.,
2020). In this period, many different model ar-
chitectures are specially designed for better per-
formances on a specific MedNLP task (Zhu et al.,
2021b,c; Zhang et al., 2021). Since BERT (De-
vlin et al., 2019), the pretrained language models
(PLMs) become the deafult solution for MedNLP.
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In this stage, researchers become less interested
in modifying the model architecture, but instead
trying to pretrain or further pretrain a PLM from
the open domain to the medical domain (Guo et al.,
2021b; Zhu, 2021b; Gu et al., 2020). With the wide
study of LLMs, the field of MedNLP is also being
revolutionized. There are already works on adapt-
ing LLM backbones to the medical domain ques-
tion answering (Zhu and Wang, 2023). And (Zhu
et al., 2023) propose PromptCBLUE, a prompt
learning based benchmark dataset for examing the
LLMs’ ability in MedNLP tasks. This work can
also serve as a testbed for the current commercial
or open-sourced LLMs, since the complexity of our
novel task will pose great challenges for them.

A.2 Information extraction from medical texts

Information Extraction (IE) is a research topic of
long history that aims to extract structured knowl-
edge or factual information from unstructured texts
(Yang et al., 2022). The field of IE includes a wide
range of tasks, such as named entity recognition
(Das et al., 2022; Landolsi et al., 2023), relation
extraction (RE) (Zhu et al., 2020; Li et al., 2022),
event extraction (Hsu et al., 2022), aspect-level
sentiment analysis (CHENG et al., 2023). Since
the raise of pre-trained models like BERT (Devlin
et al., 2019), the performances on IE tasks have ad-
vanced greatly (Zhu, 2021b). But one has to have
different model structures for different fine-grained
IE tasks, for instance, the SOTA nested NER mod-
els (Zhang et al., 2022a) are different from those
of discontinuous NER tasks (Zhang et al., 2022b).
Recently, there is a trend that all the IE task should
be solved by a unified paradigm, that is, Seq2Seq
generation. (Yan et al., 2021) proposes the frame-
work of BartNER which solves all types of NER
tasks with a BART model (Lewis et al., 2019). UIE
(Lu et al., 2022) takes a step ahead and proposes
to use prompts and a unified structural language
to deal with many types of IE tasks with a single
model checkpoint.

Medical information extraction is an important
research field, and it has broad applications like
medical search engine, automatic electronic health
record analysis, online health consultation, and
medical knowledge graph construction (Sun et al.,
2020; Guo et al., 2021a; Zhu et al., 2019; Zhou
et al., 2019; Zhu et al., 2021b,a; Zhang et al.,
2023a). Compared with open-domain IE tasks, the
IE tasks are known for their complexity. For exam-
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ple, discontinuous or nested entities are common
in the medical field. And knowledge in the medical
domain may be too complex to be expressed as
triplets (Zhu et al., 2023a). For example, (Jiang
et al., 2019) introduced the role of “condition” and
argued that a fact triplet is established based on
some conditional triplets in the biomedical field. In
the CMedCausal (Li et al., 2023b) task, a triplet
may be the result of a subject conducting certain
behaviour, expressing the causal relations. With
the rise of LLMs, the research field of IE and med-
ical IE is also under revolution. In this work, we
compliment the existing literature by constructing
the challenging Text2MDT task, where not only
triplets have to be extracted, but also they need to
arranged into nodes of a binary tree to express a
complex medical decision process.

B Appendix for dataset construction

Resources We choose clinical practice guide-
lines and clinical medicine textbooks as our data
sources. Clinical practice guidelines are systemat-
ically developed multidisciplinary clinical guide-
lines that help clinicians, patients, and other stake-
holders make appropriate management, selection,
and decisions about specific clinical issues. Clini-
cal medicine textbooks are the primary means med-
ical students acquire medical knowledge and can
be used as a reference for clinical decision-making.
We collected over 500 clinical guidelines published
by authoritative medical institutions and about 30
clinical departments from 2011 to 2021 and over
100 undergraduate clinical medical textbooks pub-
lished by People’s Health Publishing House!! to
build our dataset. We obtain the informed consents
from the resources’ owners.

Since medical texts are long and contain rich
and various medical knowledge, we used section-
based filtering and trigger/template-based filtering
to locate segments of medical texts that contain
the medical decision process based on the analysis
of medical texts and the help of specialized doc-
tors. First, we selected the chapters with a high
density of medical decision knowledge, such as
"Treatment", "Drug Selection" and "Medical Solu-
tions" in the source data. Then, we analyzed and
summarized the structure and pattern of the med-
ical decision text construct templates and trigger
words for medical decision knowledge. We filtered
the text based on the template and triggers to obtain

11h'ctp: //www.pph166.com/.
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the text fragments containing the knowledge of the
medical decision process.
Annotation procedures Our data collection pro-
tocols are approved by our institution’s ethics re-
view board. And we recruit our annotators from
a medical school in Shanghai. Annotators of our
dataset include (a) 15 annotators who are master
students from medical schools and (b) five medical
experts with medical doctoral degrees, more than
ten years of clinical experience, and at least two
years of experience with medical text data annota-
tion. All the annotators have been instructed with
detailed and formal annotation principles for at
least two hours, including understanding the medi-
cal decision-making process, the judgment of logi-
cal relationships, and the annotation specifications
of triplets and decision trees. Every three annota-
tors will form a group, and they first independently
annotate each text and revise the initial annotation
after discussion inside the group. Medical experts
will examine their annotations. If the five experts
agree on the annotation unanimously, the annota-
tion enters the dataset collection. If not, they will
provide feedback on improvement, and the annota-
tion group will revise the annotation until approval.
Furthermore, we calculate Cohen’s Kappa (Co-
hen, 1960) to measure the agreements between
each pair of annotators. The Kappa coefficient
for triplet annotation is 0.83 before in-group dis-
cussion or experts’ feedback and 0.94 after. The
Kappa coefficient for the whole medical decision
tree annotations is 0.65 before in-group discussion
or experts’ feedback and 0.83 after. The results en-
sure the annotation consistency of our Text2MDT
benchmark.

C Appendix: Manual Evaluation of
Annotated MDT's

The detail of our manual evaluation of medical
decision trees are as follows:

1. We observed the participants’ performance
on medical decision problems of similar difficulty
under medical texts and MDTs. Specifically, par-
ticipants will answer three sets of medical decision
questions, each group providing texts or decision
trees containing the medical knowledge needed to
answer the medical decision question. We observe
their accuracy and time spent answering the deci-
sion question. Each set of questions is randomly
selected from the question pool and is guaranteed
to be of similar difficulty.


http://www.pph166.com/

2. We invited participants to rate medical texts
and MDTs in terms of readability, completeness,
and helpfulness. Specifically, we randomly se-
lected five medical texts and MDTs expressing the
same knowledge. We asked participants to score
(0-3) them in terms of whether they were clear
and easy to understand (readability), whether they
were comprehensive and detailed (completeness),
and whether they were helpful in understanding or
studying medical knowledge (helpfulness).

A T R C H
Text 0.64 315 226 270 2.33
DT 086 254 274 272 2.62
Text 094 21.6 250 2.74 2.68
DT 094 184 266 262 276

Table 7: Results of manual evaluation of annotated
MDTs. The results in the first field are for subjects
without medical background, and the results in the sec-
ond field are for medical practitioners. A represents
the average accuracy of answering the medical decision
questions. T represents the average seconds spent an-
swering the medical decision questions. R, C, and H
represent the readability, completeness, and helpfulness
average scores.

The results of the manual evaluation are shown
in Table 7. We can draw the following conclusions:

For subjects without medical background, the
medical decision tree helped them make more cor-
rect decisions in less time compared with the medi-
cal text and gained the highest scores for readabil-
ity, completeness, and helpfulness. Theoretically,
the completeness of the medical text should be bet-
ter than the medical decision tree. Still, due to
the poor readability of the medical text, the sub-
jects may not have gained complete access to the
knowledge contained in the medical text.

For medical practitioners, the medical decision
tree group achieved the same accuracy on the med-
ical decision questions as the medical text group,
but the former took less time. The medical decision
trees gained the highest readability and helpfulness
scores and slightly lower completeness than the
medical texts. The results demonstrate that the
medical decision tree can help people make treat-
ment decisions faster and better and can model
medical decision knowledge clearly and intuitively,
which can help readers better understand medical
decision knowledge.
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D Details of the encoder based models for
the subtasks

D.1 Triplet Extraction

Triplet extraction is widely studied task (Zhu,
2021a; Gao et al., 2023; Zhu, 2021c; Zhu et al.,
2021c), and there are many recent works that can
be utilized to complete this subtask. One line of
work is based on semantic encoders like BERT (De-
vlin et al., 2019) and a table-filling module (Dozat
and Manning, 2016; Zhang et al., 2023b). The rep-
resentative methods in this direction is: CASREL
(Wei et al., 2020), TPLinker (Wang et al., 2020) and
UNIRE (Wang et al., 2021). For completeness, we
now demonstrate how UNIRE (Wang et al., 2021)
applies a biaffine module to complete the entity
mention detection and relation classification tasks
simultaneously.

With a given sentence input X, a pre-trained
encoder like BERT or RoBERTa will encode the
semantic information and provide hidden represen-
tations for X'. Denote the hidden vector corre-
sponding each token ; as h; € RY. Denote the set
of entity types as K., and the set of relation types
as K. UNIRE targets at identifying the label /; ;
of each token pair (, j). That is, if the token pair
(i,7) is classified as an entity type k. € K., we
will consider the text span starting from the ¢-th
token and ending at the j-th token as an entity of
type k.. And if the token pair (i, 7) is classified as
an relation type k, € XC,, and token 7 and j are the
starting tokens of two entity mentions, we will con-
sider that these two entities have a relation of type
k. To complete the two tasks with a single calcu-
lation step, the UNIRE construct a biaffine module
which maps each token pair (i, j) to a probability
distribution of dimension K = |IC,| + || + 1: 12

P(l; ;) = Biaffine (h;, hj), 3)

where Biaffine() is given by
Biaffine(hy, ha) = h1 Uhy + W (hy @® ha), (4)

Since we need to calculate the scores for X cate-
gories, U isa d x K x d tensor,and W is a 2d x K
tensor.'® Since the above method is analogeous as

12Adding 1 for the null type.

"Note that in the BERT biaffine NER (Yu et al., 2020b),
two feed forward layers are designated to transform the two
features passing to the biaffine module. However, we find
that dropping the two feed forward layers will not result in
significant performance changes.



filling in a ngeqr X Ngeqt Sized table, we often refer to
the biaffine method as the table-filling method. De-
noting the ground truth of [; ; as y; ;, then the train-
ing objective is the summation of cross-entropy
loss at each of

|nie.7:t| ‘nte.rt‘
> logP(liy= i)

i=1 j=1
(5)
After the above BERT-based biaffine model is
trained, the inference procedure follows UNIRE
(Wang et al., 2021).

1

B |ntext’2

L=

D.2 Node grouping

Given the medical text X = [z,
and the triplets {t1, ..., t,,,, } extracted from this
text, we now need to group these triplets into
different groups, i.e., nodes, with relation [ &€
(and, or,null) (a triple constitutes a group if it has
the null relation with other triples). These groups
will be the main components of nodes of the MDT.

Now we will demonstrate the model for this
subtask: node-grouping biaffine (NG-Biaffine),
which is to adapt the idea of biaffine model to
the node grouping task. Note that if a triple be-
longs to a node with relation I € Ky¢g (Where
Kn¢ = and, or, null is the set of the logical rela-
tions among triplets.), it will have relation [ with
any other triplet within the group and null rela-
tion with other triplets in the other groups. Thus,
the key step for node grouping is to determine the
relationships among the triplets, which can be con-
veniently modeled by a table-filling task similar to
Equation 3. Denote the augmented text input as
X' = (X, [t], t1, ..., [t], tn,,.], where [| denotes the
text concatenation operation. Note that we add a
special token [t] before each triplet. A pre-trained
encoder like BERT or RoBERTa will encode the
semantic information and provide hidden repre-
sentations for X', and obtain the semantic repre-
sentation of triplet ¢; by taking the hidden vector
corresponding the special token right before ¢; (de-
noted as A(t;)). Then a biaffine module will handle
the classification task for each triplet pair (¢;,t;)
by calculating its probability P(l4, ) distribution
over all the relation categories.

During inference, we will consider a score based
decoding procedure for resolving possible conflicts.
For each triplet pair (;,;), its label Iy, ¢, is ob-
tained by choosing the relation category that re-
ceives the highest probability mass. And denote
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the probability mass of lti,t]. as My, t;- During in-
ference, we first calculate my, +; and Iy, +; for each
triplet pair (¢;, ¢;) in a single forward pass. And we
rank lti’tj by my; +;- The relation lti,tj that receives
the highest Mt value will first be established,
and any conflicting relation predictions with lower
scores will be rejected. Here, a conflict arises when
a triplet ¢; has the and relation with ¢, but also
has the or relation with another triplet ¢ Iz Then
we will establish the relation prediction with the
second highest probability mass that has not been
discarded. Repeting the above procedures till all
the triplets are included in the established relations,
and we will have the complete prediction for node
grouping. The logical relation for each node will
be the relation type among the triplets inside the
node.

Note that we can consider a variant of the NG-
Biaffine model, NG-TableFill, which substitute the
biaffine module (Equation 3) in the NG-biaffine
method to the table-filling module in (Wang et al.,
2020) (Equation 1 of (Wang et al., 2020)).

D.3 Tree assembling

Note that in the above procedure, we already
has the nodes in the decision tree. To assemble the
nodes to a medical decision tree, one has to assign
a role (condition or decision) to each node, and
determine whether a pair of nodes are connected.
Considering the node’s role as the node’s named
entity label, and whether a pair of nodes are con-
nected in the decision tree as a directional relation,
the tree assembling task can also be regarded as a
joint task of entity type classification and relation
extraction.

We now elaborate on the model details for tree
assembling. Denote each unclassified node as
Node; (1 =1, 2, ..., npode). We formulate each
node as a text sequence by concatenating the logi-
cal relation name, role label name, and triplets’ text
contents, and we augment the text input X to

X, = [X, [n]; NOde’L7 eee [n]7 NOdennode]

, where [] denotes the text concatenation opera-
tion. Note that we add a special token [n] before
each node. After being encoded with a pre-trained
text encoder, we can obtain h(Node;), the hidden
states of the special token [n] right before each
node. h(Node;) is considered as the semantic rep-
resentation of Node;. A simple linear layer can
operate as the node type prediciton module, and a



biaffine module will handle the relation classifica-
tion task for each node pair (Node;, Node;). Dur-
ing decoding, we employ the strategy described in
(Dozat and Manning, 2016) to resolve conflicting
predictions. We will refer to the above model as
Tree Assemble-Biaffine.

Note that we can consider a variant of
the Tree Assemble-Biaffine model, Tree Assemble-
TableFill, which substitute the biaffine module
(Equation 3) in the Tree Assemble-biaffine method
to the table-filling module in (Wang et al., 2020)
(Equation 1 of (Wang et al., 2020)).

E Appendix: detailed explanations of the
evaluation metrics

E.1 Metrics for the triplet extraction subtask

As described in Section 4, the most fundamental
step of Text2MDT is to extract triples from the
given text documents. Following (Zhu et al., 2023)
and (Zhu, 2021a), we adopt the triplet precision,
recall and F1 scores as evaluation metrics. These
metrics of triplet extraction are instance-level strict
performance metrics. Here, an instance means a
complete piece of information extracted from the
given document. In our triplet extraction subtask,
an instance consists of a head entity mention, a
tail entity mention, and the relation label name
between these two entities. And strict means that
the model predicts an instance correctly if and only
if it correctly predicts the all the components of the
instance.

E.2 Metrics for the node grouping subtask

Following (Wang and Cer, 2012), we now de-
fine an edit distance based metric to evaluate how
models perform in the node assignment task. Ac-
cording to Equation 1, one can express a predicted
node NP7°? to a tuple.

Npred _

(Rolep’r‘ed’ tllwed’ 4pred

T PN

, Logical_Rel?™*%).
(6)

Note that we treat each triplet in the same level
with the node role label and the logical relation
label. And denote a node in the ground truth as

N9 = (Role¥", t{t, s t?li”, Logical_Rel?").
(7

Treating each element in the N?"*? and N9 tuples
as indivisible, one can calculate the edit distance

17

between NP7¢4 and N9t. In this scenario, the edit-
ing operations include inserting and deleting ele-
ments, and each operation has a cost of 1. Now
we concatenate all the nodes in the node grouping
prediction into a single tuple NG_Tup”"*?. Since
we does not require the model to assign orders to
each node in the node grouping step, we consider
all the permutation m of nodes in the ground truth
MDT9, and we concatenate the nodes in each per-
mutation (denoted as NG_Tup?""™). And the edit
distance between the whole node assignment pre-
diction and the ground truth node assignment is
defined as the minimum edit distance between the
predicted node grouping and a permutation of the
ground truth node grouping:

NG_ED(NG_Tup” ¢, MDT¥")
ED(NG_Tup”"*?, NG_Tup"™),

®)

= min
méEPermute(MDT9?)

where ED(z, y) denotes the edit distance between
tuple = and tuple y. Since the edit distance score
NG_ED is an un-normalized metric, it is in-suitable
for model comparisons. Thus, we now define
the Levenshtein ratio (Navarro, 2001) (denoted as
NG_LR) for the node grouping subtask:

NG_LR(NG_Tup?”"*d, MDT¢?)
- NG_ED(NG_Tup”"*¢, MDT?")
 max(len(NG_Tup”"*?), len(NG_Tup9>™")
)

where len denotes the tuple length, and m* is the
MDT?9"’s permutation that obtains the lowest edit
distance with the prediction:

m* =

argmin  ED(NG_Tup?™*?, NG_Tup?"™).
méEPermute(MDT9?)

(10)

E.3 Metrics for the tree assembling subtask

To properly evaluate a model’s performance in
constructing medical decision trees from text, we
adopt the following three evaluation metrics:

* The accuracy of decision tree extraction
(Tree_Acc). For this metric, the instance is
the entire medical decision tree consisting of
a series of nodes connected as a binary tree
of a certain structure, and each node contains
three components, logical relation, role and



triplets. A decision tree predicted by a model
is correct when it is precisely the same as the
ground truth. Thus, this metric is a very strict
metric.

* F1 score of decision paths (DP_F1). We
define a decision path in a medical decision
tree as a path from the root node to a leaf node.
Thus, in DPF1, an instance is a decision path,
and a model correctly predicts a decision path
if and only if it correctly predicts all the nodes
in the path and how they are connected.

* Lenvenshtein ratio of the decision tree
(Tree_LR).  Similar to the definition of edit
ratio defined for the node grouping task, we
can arrange the contents of all nodes in the
predicted or ground-truth tree into a single
tuple in the in the order of depth-first search
(denoted as Tree_Tup?"*? and Tree_Tup%, re-
spectively), and treat each triple, node role
label, node logical relation as indivisible ele-
ments. Thus Tree_LR is defined by

Tree_LR(Tree_Tup” red , Tree_Tup? t )
ED (Tree_Tuppmd , Tree_Tup?! )

- max (len(Tree_Tup? %), len(Tree_Tup))’

(an

F Appendix for implementation details of
the encoder based methods

For pretrained encoder based methods, we use
the pre-trained Chinese medical BERT (denoted
as MedBERT) by (Guo et al., 2021a) as the de-
fault backbone model. For ablation studies, we
also consider the widely used BERT-wwm-ext!4,
Google BERT-base Chinese (Devlin et al., 2019),
and Erlangshen-ZEN1!3. For the decoding module
such as the biaffine module (Dozat and Manning,
2016) and (Wang et al., 2021), we will use the
original authors’ default configurations. We will
fine-tune all the model parameters. Batch size is
set to 8, warm-up steps is set to 50, the number
of training epochs is set to 50, the learning rate
is set to 2e-5 with a linear schedule, and the opti-
mizer is AdamW (Loshchilov and Hutter, 2017).
The other hyper-parameters like gradient clipping,
Adam epsilon are kept the same with the Trans-
formers repository.

“https://huggingface.co/hfl/
chinese-bert-wwm-ext

BShttps://huggingface.co/IDEA-CCNL/
Erlangshen-ZEN1-224M-Chinese.
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G Dataset details for model training

The original Text2MDT has a 1200:150:150
train/dev/test split. Since we are experiment-
ing with different methods from the pipeline and
end2end frameworks, we now need to construct
different variations of the Text2MDT datasets.

G.1 Datasets for the pipeline framework

Since the pipeline framework has three subtasks,
thus, we need to construct a different dataset for
each subtask so that we can train an encoder-based
model:

* Text2MDT-TE, the Text2MDT triplet extrac-
tion dataset, where the input is the medical
text, and the target is the list of triplets in the
structured format like JSON. This dataset has
a 1200:150:150 train/dev/test split.

* Text2MDT-NG, the Text2MDT node group-
ing dataset, where the input is the medical text
and the list of triplets in text sequence con-
catenated together, and the output is the list
of nodes in the structured format like JSON
and each node contains a list of triplets and
a logical relation label. For the Text2MDT-
NG training set, we augment the original
Text2MDT four times by shuffling the or-
ders of triplets. Thus, this dataset has a
4800:150:150 train/dev/test split.

e Text2MDT-TA, the Text2MDT tree assem-
bling dataset, where the input is the medical
text and the list nodes in text sequence con-
catenated together, and the output is the list
of MDT nodes in the structured format like
JSON and each node contains a list of triplets,
alogical relation label and a role label. For the
Text2MDT-TA training set, we augment the
original Text2MDT four times by shuffling
the orders of nodes in the input. Thus, this
dataset has a 4800:150:150 train/dev/test split.

For each of the above datasets, we will construct
a prompt-based dataset for the generative LM meth-
ods, with the prompt and response templates in the
the Appendix.

G.2 Datasets for the end2end framework

For each end2end method, we will construct the
end2end dataset with the prompt and response tem-
plates in the the Appendix. So that each end2end
dataset has a 1200:150:150 train/dev/test split.


https://huggingface.co/hfl/chinese-bert-wwm-ext
https://huggingface.co/hfl/chinese-bert-wwm-ext
https://huggingface.co/IDEA-CCNL/Erlangshen-ZEN1-224M-Chinese
https://huggingface.co/IDEA-CCNL/Erlangshen-ZEN1-224M-Chinese

Prompt and response templates for the triplet extraction subtask

*[ Prompt template ]
ERETREFIEEXE, IR =JTLE: (Please extract triplets based on the following medical guideline text:)
[Text]

B REARMRSTARAHEEREEN=T0E, EAFG/ARRETENAE, ZTEXEHLENTEK:
"R, AT HY”, "HEEE", B AE", "EHSY", "EATE A" (Instruction: Extract the triplet used to
describe diagnosis and treatment knowledge or clinical information as the content of the condition/decision node.
The triplet relationship defines a total of 6 categories: "clinical manifestations”, "therapeutic drugs”, "usage and

dosage”, " Treatment plan”, "Prohibited drugs”, "Basic situation")

)

*{ Response template J

SEREENXETHN=TTEINT:
[triplets]

(The triples in the given guideline text are as follows:)

Figure 3: Prompt and response templates for the triplet extraction subtask.

H Prompt templates and response
formats for the pipeline framework

H.1 The triplet extraction subtask

In the triplet extraction task asks a language
model to predict a series of triplets from the given
text. A triplet includes the head entity mention, tail
entity mention, and the relation between them. We
present the prompt and response template in Figure
3, in which the special token [Text] denotes the
input text, and [triplets] denotes a list of triplets.
An example pair of prompt and target response is
also presented in Figure 4.

With the idea of COT (Wei et al., 2022), the
prompt will ask the LLMs to first identify the rela-
tions in the given text, and then generate the triplets
one by one. We present the COT prompt and re-
sponse template in Figure 5, in which the COT
templates below, [relations] denotes the list of rela-
tion names. An example pair of COT prompt and
target response is also presented in Figure 6.

H.2 The node grouping subtask

In the node grouping task, we asks a language
model to predict which triplets form a node, and
which logical relation the node has. Figure 7
presents the prompt and response templates, in
which the special token [Text] denotes the input
text, and [triplets] denotes the list of extracted
triplets, and [node] denotes the contents of the node.
An example pair of prompt and target response is
also presented in Figure 8.

H.3 The tree assembling subtask

In the tree assembling task, given the results of
the node grouping step, we ask the language model
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to generate the whole decision tree. Figure 9 is the
prompt and response templates, in which the spe-
cial token [Text] denotes the input text, and [nodes]
denotes the list of nodes from the previous subtask.
In the response, [node_idx] denotes the index of a
node, [triplets] denotes the list of extracted triplets
in a node, [logical_rel] denotes the logical relation
of the node, and [role] denotes the role label of
the node. An example pair of prompt and target
response is presented in Figure 8.

I Prompt templates and response formats
for the end2end framework

I.1 The templates for the Gen method

For the Generation method in the end2end frame-
work, we ask the language model to generate the
whole decision tree given the medical guideline
text. Figure 11 is the prompt and response tem-
plates, in which the special token [Text] denotes
the input text. In the response, [node_idx] denotes
the index of a node, [triplets] denotes the list of
extracted triplets in a node, [logical_rel] denotes
the logical relation of the node, and [role] denotes
the role label of the node.

1.2 The templates for the COT-Gen-1 method

For the COT-Generation-1 method in the
end2end framework, we ask the language model to
generate the whole decision tree given the medical
guideline text with the following steps: (a) generat-
ing the triplets. (b) generating the node grouping
results. (c) complete the tree assembling subtask
and generate the whole medical decision tree. Fig-
ure 12 is the prompt and response templates, in
which the special token [Text] denotes the input



Example for the triplet extraction subtask

‘{ Prompt example }

HRETREFEEXA, B =74: (Please extract triplets based on the following medical guideline text:)
BROIFEEEe THAEZZRHEERNEE, TRAGHYEST. HAD, EFERUERFRAEFEFEUNEER. ¥ TEE
FRHETENEE, BTEAETREWOEER. ABEZXREN. FROEMMINFIERIR. (Patients with hypertrophic

cardiomyopathy@For patients with left ventricular outflow tract obstruction, drug treatment, ICD implantation, chemical ablation, and surgical

treatment can be used to improve symptoms. For patients without left ventricular outflow tract obstruction, treatment focuses on controlling
arrhythmias, improving left ventricular filling pressure, relieving angina, and inhibiting disease progression.)

BEEE: REMARERSTARARFRAESN=E, EAEHRETANAE, ZaEXRRELT6E: "IRERRA", EiTHY" "
FEHRE", & AE" "ZHHEY", "BEAR{EN" (Instruction: Extract the triplet used to describe diagnosis and treatment knowledge or
clinical information as the content of the condition/decision node. The triplet relationship defines a total of 6 categories: "clinical

non nom non nom

manifestations", "therapeutic drugs", "usage and dosage", " Treatment plan", "Prohibited drugs", "Basic situation")

)

4[ Response example ]

BEMNIEMXAPA=THINT: (The triples in the given guideline text are as follows:)

["ARE RGNS B, IR PRI, A AR, AR R AL LA AR, AT AR, " AETT IR B DAL B, ETT R,
"HHAICD"], ["BEEEL DA BE ", air AR, e F R, CERER O BE aT AR FARET, MEREROAL R B E, ET
FE EEOREE, MRS EE, RT AR " EERRREN", MEEEL AR EE, e AR, "ER O, AR
EEUAN BB E, AT AR, "HIHIE 3R] (["Patients with hypertrophic cardiomyopathy”, "Clinical manifestations”, "Left ventricular

outflow tract obstruction”], ["Patients with hypertrophic cardiomyopathy”, "Treatment plan", "Drug therapy"], ["Patients with hypertrophic

non won nom

cardiomyopathy”, "Treatment plan”, "ICD implantation"], ["Patient with hypertrophic cardiomyopathy", "Treatment plan”, "Chemical ablation"],

n wom

["Patient with hypertrophic cardiomyopathy”, "Treatment plan”, "Surgery Treatment"], ["Patients with hypertrophic cardiomyopathy”,

"Treatment plan”, "Control arrhythmia"], ["Patients with hypertrophic cardiomyopathy", "Treatment plan”, "Improve left ventricular filling

pressure"], [" Patients with hypertrophic cardiomyopathy”, "Treatment options", "Relieving angina"], ["Patients with hypertrophic

cardiomyopathy”, "Treatment options", "Inhibiting disease progression”])

Figure 4: An example of the prompt and response for the triplet extraction subtask.

COT Prompt and response templates for the triplet extraction subtask

‘[ Prompt template }
BFIRETREFIEEXE, RIN=TMH: (Please extract triplets based on the following medical guideline text:)

[Text]

VW RIAEHERSTHRAEEREEN=TE, FARMF/ARTANNE, ZSTHEXARENT6%:
"R, AT, "RERER", AT AR, "ERAY", "EEIER" (Instruction: Extract the triplet used to
describe diagnosis and treatment knowledge or clinical information as the content of the condition/decision node.

non non

The triplet relationship defines a total of 6 categories: "clinical manifestations", "therapeutic drugs”, "usage and
dosage”, " Treatment plan”, "Prohibited drugs”, "Basic situation”)

ES: BERIREXETEEWMLEXR, REFRIN=E. (Instruction: Please identify which relationships

are contained in the text before extracting triples.)

‘[ Response template }

ERNIER AR =ITERXFREF:  (The triple relationships in the given guidance text are:)
[relations]

RS E XEPHN=TLEIM T (The triples in the given guideline text are as follows:)
[triplets]

Figure 5: COT style prompt and response templates for the triplet extraction subtask.
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Example for the triplet extraction subtask

_[ Prompt example ]

ERIETRETIEE XA, BB =54H: [I;‘Iease extract triplets based on the following medical guideline text:)

REEOH B e THAZSRYEEENEE, TRAZMET. Ao, E¥FERNEFRBTEREUBEER. HTEXER
MHEEANRE, ATERETEMNOEERE. HELEZRRES. EROSRAFERER. (Patients with hypertrophic
cardiomyopathy@For patients with left ventricular outflow tract obstruction, drug treatment, ICD implantation, chemical ablation, and surgical
treatment can be used to improve symptoms. For patients without left ventricular outflow tract obstruction, treatment focuses on controlling
arrhythmias, improving left ventricular filling pressure, relieving angina, and inhibiting disease progression.)

W REARERSTAASEREEESN=HE, AR/ ARTSNRE, SEXRARHENTeX: "laERRIA" aiTHY", "HE
BE" "aTAE" "ER&AY", "EAREA" (Instruction: Extract the triplet used to describe diagnosis and treatment knowledge or clinical
information as the content of the condition/decision node. The triplet relationship defines a total of 6 categories: "clinical manifestations”,

"therapeutic drugs", "usage and dosage", " Treatment plan”, "Prohibited drugs”, "Basic situation™)

Y BRI XATEAHMEXE, REHEIEN=7H. (Instruction: Please identify which relationships are contained in the text hefore
extracting triples.)

Response example -]

BENEEXEAFN=4XEH: (The tfriple relationships in the given guidance text are:)

I§FEFRIM, J8f7AE (Clinical manifestations, treatment options)

BEMNIERAXAPN=TLHMT: (The triples in the given guideline text are as follows:)

IEERGAFRESE" "EERRL", "EERLEER", FRERCIFEE, ST AE "BYET) MERERCIREE aTAE HE
Alco”], "IRERLGFEEE, AT AR, e FER", MEERCIUEEE" AT AR "FARES, MEEROAEEE AT AR
BRI EL CIEER AR BE T TR, T EEETRED", RO EE, aT R, "R 08", IERE O
BE", BT AE", "Mk gEFEHE"] (["Patients with hypertrophic cardiomyopathy”, "Clinical manifestations”, "Left ventricular outflow tract
obstruction"], ["Patients with hypertrophic cardiomyopathy”, "Treatment plan", "Drug therapy"], ["Patients with hypertrophic cardiomyopathy"”,
"Treatment plan”, "ICD implantation"], ["Patient with hypertrophic cardiomyopathy", "Treatment plan”, "Chemical ablation"], ["Patient with
hypertrophic cardiomyopathy”, "Treatment plan”, "Surgery Treatment"], ["Patients with hypertrophic cardiomyopathy”, "Treatment plan", "Control
arrhythmia”], ["Patients with hypertrophic cardiomyopathy”, "Treatment plan”, "Improve left ventricular filling pressure”], [" Patients with
hypertrophic cardiomyopathy”, "Treatment options”, "Relieving angina"], ["Patients with hypertrophic cardiomyopathy”, "Treatment options",

"Inhibiting disease progression"])

Figure 6: An example of the prompt and response with COT for the triplet extraction subtask.

Prompt and response templates for the node grouping subtask
)

‘[ Prompt template J
WIRETRETERXE, UEMARPHRA=cEHEE, FRE=cHAARETIVR, HEHEI VRN =AM

%%: (Please combine these triples into several nodes based on the following medical guideline text and the triplet information

extracted from it, and indicate the logical relationship of the triplets within this node:)

EfffsEXA&: (Medical guideline text:)

[Text]

HENEEXAPN =TI T (The triples in the given guideline text are as follows:)

[triplets]

WA MRET =AM TR, MEAZE= ol Am Az R andH FHorMHBEXE. MR—T=cH5HME=7xH
EHandsl Fork &, MHAAX =B BEMT R A—T &S (Note: If several triples form a node, it means that there is an and or
or logical relationship between these triples. If a triple does not have an and or or relationship with other triples, it means that the
triple needs to become a node independently.)

—[ Response template ]
IBEAENEEXERE=-THEEE, REWNTSEMIMT: (Based on the given guideline text and its triplet

information, the nodes of the decision tree are composed as follows:)

MT =T EB R RERE— TSR [triplets], ENHAANZ|AEE KN [logical\_rel] (The following triples
constitute a node of the decision tree: [triplets]. The logical relationship of this node is: [logical\_rel])

M= EBERERN— T S [triplets], X SM9EEAFE A [logical\_rel] (The following triples

constitute a node of the decision tree: [triplets]. The logical relationship of this node is: [logical\_rel])

Figure 7: Prompt and response templates for the node grouping subtask.
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Example for the triplet extraction subtask
«[ Prompt example ]

StRIETRETIERXEF, LX&MEFPME!B‘JZTT:SE{:... . BRESTHASHETAIPR, FHEHRIMTRRNSTEMZEXR:  (Please
comblne these triples into several nodes based on the following medical guideline text and the triplet information extracted from it, and indicate the logical
relationship of the triplets within this node:)

EfFIEAXA:  (Medical guideline text:)

BEROIFEEeNTHEEERHUEHENESE, RAAYIATT. BAID, FEMURFRGTESEUNEER. NFLESREBER
PEREE, ATERETFIEFIOCEKE. BSEERRES. EROKRBINIMHEIREH#E. (Patients with hypertrophic ardiomyopathy@For patients
with left ventricular outflow tract obstruction, drug treatment, ICD implantation, chemical ablation, and surgical treatment can be used to improve
symptoms. For patients without left ventricular outflow tract obstruction, treatment focuses on controlling arrhythmias, improving left ventricular filling
pressure, relieving angina, and inhibiting disease progression.)

LSERIEENAPRI=TTHAMT:  (The triples in the given guideline text are as follows:)

EERCIBEE", IGFEERR", "AERHERER", "EEROIEERE", AT AR, "BaT", 'IEERGSESE", AT R "EAICD"),
"BERCIEEE" ATAR" WEER, ' EEROIEEE", AThE", "FAET, 'IEERGIEES", AT AR, e @RE" [
BERCIERE", aTAR", "HMEEERRBEN"], 'EEROIEERE", AT AR" "EROSE", 'EERCIREE", iaT HE", "IER
JBiHR"] (["Patients with hypertrophic cardiomyopathy", "Clinical manifestations", "Left ventricular outflow tract obstruction"], ["Patients with
hypertrophic cardiomyopathy", "Treatment plan", "Drug therapy"], ["Patients with hypertrophic cardiomyopathy",

"Treatment plan”, "ICD implantation"], ["Patient with hypertrophic cardiomyopathy", "Treatment plan", "Chemical ablation"], ["Patient with hypertrophic
cardiomyopathy"”, "Treatment plan", "Surgery Treatment"], ["Patients with hypertrophic cardiomyopathy", "Treatment plan", "Control arrhythmia"],
["Patients with hypertrophic cardiomyopathy", "Treatment plan", "Improve left ventricular filling pressure”], [" Patients with hypertrophic cardiomyopathy",
"Treatment options", "Relieving anglna"], ["Patients with hypertrophic cardiomyopathy", "Treatment options", "Inhibiting disease progression"])

REA: MREFA=TEAR—N TR, WiRBXE=TARRZEARGandHEHoriNBEXR. NR— N =mA5HM=TEEHandHEor kR,
ﬂﬂiﬁﬂﬂz?Eﬁﬁ%ﬁﬂﬁﬁﬁﬂﬂ—Ap}ﬁ (Note: If several triples form a node, it means that there is an and or or logical relationship between these
triples. If a triple does not have an and or or relationship with other triples, it means that the triple needs to become a node independently.)

<[ Response example ]

RIBAENISEN A RE=TTAER, REMINTSEEIT: (Based on the given guideline text and its triplet information, the nodes of the decision
tree are composed as follows:)
WTH=TAERERERIN—ER: [MEEROCIEES", aFAR", "FAET), 'EERCIREEE", e AR", "Siar ), [ EEs0m
EEE", ATAER" WEER", ["IEEROIEES", AT AR, "EAICD ], EMEEANBIERXFN: or (The following triplet constitutes a node
of the decision tree: [["Patients with hypertrophic cardiomyopathy", "Treatment plan", "Surgical treatment"], ["Patients with hypertrophic cardiomyopathy",
Treatment plan”, "Medical treatment"], ["Patients with hypertrophic cardiomyopathy", "Treatment plan", "Chemical ablation"], ["Patients with hypertrophic
cardiomyopathy", "Treatment plan", "ICD implantation"]]. The logical relationship of this node is: or)
WTH=TAERERERN—HR: [MEEROIEES", "IGFRERR", "EEREBMER". XM BRRZEXERN: null (The following triplet
constitutes a node of the decision tree: [["Patients with hypertrophic cardiomyopathy", "Clinical manifestations", "Left ventricular outflow tract
obstruction"]]. The logical relationship of this node is: null)
WTH=TAERERERIN— A ER: ["EEROCIRES", AR ERKRE", MIEEROIRES", aiF R, iHRmiHE", e
EROIVEEE", AThER", "MEAEREEN"), 'BERCIREEE", AITHR" "ERORE"]. BIMTSMZEXER: and (The following
triplet constitutes a node of the decision tree: [["Hypertrophic cardiomyopathy patient", "Treatment plan", "Arrhythmia control"], ["Hypertrophic
cardiomyopathy patient”, "Treatment plan”, "Inhibit disease progression"], ["Patients with hypertrophic cardiomyopathy", "Treatment plan”, "Improve left
ventricular filling pressure"], ["Hypertrophic cardiomyopathy Patients with cardiomyopathy", "Treatment options", "Relieving angina pectoris"]]. The logical
relationship of this node is: and)

Figure 8: An example of the prompt and response for the node grouping subtask.
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Prompt and response templates for the tree assembling subtask
N

‘[ Prompt template J
FIRIE NAESEENE, UERMEPHINTRES, SR — ek :

following medical guideline text and the node informatien extracted from it:)

(Please form a decision tree based on the

EEFFIEMAMNA:  (Medical guideline text:)

[Text]

SEMEENEDNTREHBEMT:  (The nodes in a given guideline text are composed as follows:)
[nodes]

AR (iSRRI RREE T SRR SENN TN, SThEd EESRESRANEENE, BEREE gt
SSRAXREETCE, hERFRLESHTERE, B — M BHERE: ESrisE_Sd, IIMToeERtha,
HFPmBRfEte. BTRMHR. SRMHIERA 2N, SEHANFH#T F— M, SREHIEERA
‘EH, BEAANFOGET T MERRE et Rblin—1dc, BE=1FE: (3a) "rl", ITHRHERE;
(3b) "triples”, BI=rC7IZE: (3c) "logical_rel", TR DRIBIEXATR. (QEMNSTRSERE EIEERHTIA— FIZE.
(Note: (1) The diagnosis and treatment decision tree is a binary tree composed of conditional nodes and decision nodes. It aims to
express guideline text through concise structured information. It requires not only to dig out the core entities and relationships

in the text, but also to carry out this information. They are connected in series to form a complete decision-making process; (2)

In the diagnosis and treatment decision-making binary tree, non-leaf nodes are condition nodes and leaf nodes are decision nodes. For
the condition node, when the condition judgment result is "yes", it will go to the left child node for the next judgment or decision.
When the condition judgment result is "na", it will go to the right child node for the next judgment or decision. (3) The output of each

node is a dict, containing three fields: (3a) "role", which is the node role type; (3b) "triples”, which is a list of triples; (3c) "logical_rel",

the breadth-first strategy.)

which represents the node logical relationship. (4) The entire diagnosis and treatment decision tree is arranged into a list using

<[ Response template ]
IR e SR A BN AL T RN T

given guideline text is as follows:)

logical\_rel=[logical\_rel]; triplets=[triplets])

logical\_rel=[logical\_rel]; triplets=[triplets])

(The diagnosis and treatment decision tree extracted based on the
T A[node\_idx]: role=[role]; logical\_rel=[logical\_rel]; triplets=[triplets] (node [node\_idx]: role=[role];

F5[node\_idx]: role=[role]; logical\_rel=[logical\_rel]; triplets=[triplets] (node [node\_idx]: role=[role];

Figure 9: Prompt and response templates for the tree assembling subtask.

text. In the response, [node_idx] denotes the in-
dex of a node, [triplets] denotes a list of extracted
triplets, [logical_rel] denotes the logical relation of
the node, and [role] denotes the role label of the
node.

LI.3 The templates for the COT-Generation-2
method

For the COT-Generation-2 method in the
end2end framework, we ask the language model
to generate the whole decision tree given the med-
ical guideline text with the following steps: (a)
generating the entities; (b) extract the triplets; (c)
grouping the triplets into nodes; (d) determining
the role labels of the nodes; (e) and finally assem-
bling the whole medical decision tree. Figure 13
is the prompt and response templates, in which the
special token [Text] denotes the input text. In the
response, [node_idx] denotes the index of a node,
[entities] denotes a list of entity mentions, [triplets]
denotes a list of extracted triplets, [role_labels] de-
notes a list of role labels, [logical_rel] denotes the
logical relation of the node, and [role] denotes the
role label of the node.
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L4 The templates for the COT-Generation-3
method

For the COT-Generation-3 method in the
end2end framework, we ask the language model to
generate the whole decision tree given the medical
guideline text with the following steps: (a) gener-
ating the triplets, and then (b) generate the whole
medical decision tree. Figure 14 is the prompt
and response templates, in which the special to-
ken [Text] denotes the input text. In the response,
[node_idx] denotes the index of a node, [triplets]
denotes a list of extracted triplets, [logical_rel] de-
notes the logical relation of the node, and [role]
denotes the role label of the node.

L5 The templates for the COT-Generation-4
method

For the COT-Generation-4 method in the
end2end framework, we ask the language model
to generate the whole decision tree given the med-
ical guideline text with the following steps: (a)
generating the entity mentions, (b) generate the
triplets, and then (c) generate the whole medical
decision tree. Figure 15 is the prompt and response
templates, in which the special token [Text] de-



Example for the tree assembling subtask

Prompt example ]

BRIETREFISAXE, DJ,&MHI:PME}Z’B(J%E?‘EE, ISXLES HBARE— NIRRT . (Please form a decision tree based on the following

medical guideline text and the node information extracted from it:)

EfTIEEXA:  (Medical guideline text:)

BERGIFEESNTHAEERLEEENES, TRAZYAT. BN, AFERURFAGTSHEUNEEL NFLEERLER
PSS, ATERETIENOCERE. MBEEREEN. EROEININHIZRFBHE,. (Patients with hypertrophic cardiomyopathy@For patients
with left ventricular outflow tract obstruction, drug treatment, ICD implantation, chemical ablation, and surgical treatment can be used to improve
symptoms. For patients without left ventricular outflow tract obstruction, treatment focuses on controlling arrhythmias, improving left ventricular filling
pressure, relieving angina, and inhibiting disease progression.)

STERIEREX AP SEMUMT:  (The nodes in a given guideline text are composed as follows:)

MTHETEEERENN—ANTR: [MEERCIRESE", aFHE", "FAET", MEERCIBEEE", 8T HR", "Hiar ], [ IEERGI
BEE", ATHR" WHER", "EERGIREEE", TaITAR", "EAICD"]], EMRAHBIEXFN: or (The following triplet constitutes a node

"o won

of the decision tree: [["Patients with hypertrophic cardiomyopathy", "Treatment plan", "Surgical treatment"], ["Patients with hypertrophic cardiomyopathy",

won "o

Treatment plan", "Medical treatment"], ["Patients with hypertrophic cardiomyopathy", "Treatment plan", "Chemical ablation"], ["Patients with hypertrophic
cardiomyopathy", "Treatment plan", "ICD implantation"]]. The logical relationship of this node is: or)

MTH=TEGRERRM— MBS ["IEEROIEEE", "IGFERR", "AERHEEE" . XMERANBIEXEREMA: null (The following triplet
constitutes a node of the decision tree: [["Patients with hypertrophic cardiomyopathy", "Clinical manifestations", "Left ventricular outflow tract
obstruction"]]. The logical relationship of this node is: null)

MTH=TABERENN—AN TR ([MEERCIRESE", & AR", EHO@RKE", 'EERCIRESE", arhR", IIHEmERE", e
ERONFBEE" TR, "MEEEREEN"], 'EEROIEES", AT AR "EROSE". XM BREBIEXERN: and (The following

triplet constitutes a node of the decision tree: [["Hypertrophic cardiomyopathy patient"”, "Treatment plan”, "Arrhythmia control"], ["Hypertrophic

cardiomyopathy patient", "Treatment plan", "Inhibit disease progression"], ["Patients with hypertrophic cardiomyopathy", "Treatment plan", "Improve left

ventricular filling pressure"], ["Hypertrophic cardiomyopathy Patients with cardiomyopathy", "Treatment options", "Relieving angina pectoris"]]. The logical
relationship of this node is: and)

HEE: (1)iSTREMEBRFUBSMRETRERNXE, SEEEHENEOUERRAEENS, BERIEFPHZOEBHXRISESL
3k, BRBIBXLERHTRIEK, Bl— TEORRRE: QESTREZMP, EHFHSERRMHHR, HFHRRRETR. WFREH
R, SRMHHRERD 2N, BEAENFH ST T MIBERE, SRGHRERD TR, SEAENFE ST T MIBERE. (3)
BMPRBEA—Ndict, BE=ENFER: (3a)"role", BITSRMBIEL; (3b) "triples”, BI=TTHETIE: (3c) "logical_rel', RETRMISEXR. 4)
BT RERUT B RIgHE —1E, (Note: (1) The diagnosis and treatment decision tree is a binary tree composed of conditional nodes
and decision nodes. It aims to express guideline text through concise structured information. It requires not only to dig out the core entities and relationships
in the text, but also to carry out this information. They are connected in series to form a complete decision-making process; (2) In the diagnosis and
treatment decision-making binary tree, non-leaf nodes are condition nodes and leaf nodes are decision nodes. For the condition node, when the condition
judgment result is "yes", it will go to the left child node for the next judgment or decision. When the condition judgment result is "no", it will go to the right
child node for the next judgment or decision. (3) The output of each node is a dict, containing three fields: (3a) "role", which is the node role type; (3b)
"triples", which is a list of triples; (3c) "logical_rel", which represents the node logical relationship. (4) The entire diagnosis and treatment decision tree is

arranged into a list using the breadth-first strategy.)

<[ Response example ]
RIBS ER SR XA BT RERT : (The diagnosis and treatment decision tree extracted based on the given guideline text is as

follows:)

F5590: role=C; logical_rel=null; triples=[["IEEELGIFEE", "IGKREFR", "EERHIERER")

F5E1: role=D; logical_rel=or; triples=[["IBEBMLABEEE", AT HER", "Biar ] 'EERCIEEE", TaiT A E", "EAICD"], ["IEERGIE
BE, ATAR" WHER, 'EEROIEEE", T AR", "FARET

F552: role=D; logical_rel=and; triples=[["IBERLLIBESE", AT AR", "EHOEKE", 'EERUGEEE", aTER", "HEEERREN"],
["BERCAEEE", AT AR, "EROEE", 'IBEROIBEE", AT AR, "IEIREHEE"

Figure 10: An example of the prompt and response for the tree assembling subtask.

24



Prompt and response templates for the Gen method

)

—[ Prompt template J

BN NAEFIEEANAEERISTTRER:  (Please generate a diagnosis and treatment decision tree for the following medical
guideline text:)

[Text]

{5510 (UIRRGEEFERNE, tE— XN, faFMbasiickig, AESEEREEANE, RiERgGss
EFSCER: QRMDRETHE, RBSRERAMNNA0THRHT F—FRE. QETDREAde, BE=1FE: (33)
"role"Fean HARRE, WEARSMATRCRETIR(DY): (3b) "riples"2— P =7eiA0, MiRiSTMitatinkER, oE
IRFERFRW", arrat, "BERAR, A AR "EHEY", BRBER AR, (3¢) "logical_rel"FRRE T = Z [AIMNZEX
B (HXEAand, or, null, HHRE—N=CAMBEXEA null) . (AREERRGERRIIERT R R —1 Pk,

(Task description: (1) Based on the given medical guideline text, create a binary tree, including conditicnal nedes and decision nedes, to

succinctly display the guideline content while capturing core entities and relationships; (2) Conditional nodes are used for judgment,
based on the results Point to the left or right child node to make the next decision. (3) The output of each node is a dict, containing
three fields: (3a) "role" indicates the node type, which can be a condition node ("C") or a decision node ("D"); (3b) "triples” is a list of
trlples describing diagnosis and treatment knowledge or clinical information, including "clinical manifestations", "therapeutic drugs”,

"usage and dosage", "treatment plan", "Prohibited drugs", "Basic situation" six types of relationships; (3¢c) "logical_rel" represents the
logical relationship between multiple triples (the values are and, or, null, when there is only one triple. The legical relationship is null
when it is a tuple). (4) The finally generated diagnosis and treatment decision tree is arranged into a list according to the breadth-first

strategy.)

<[ Response template ]
RIS ER SR FHIBIASISITREMINT:  (The diagnosis and treatment decision tree extracted based on the
given guideline text is as follows:)

T =[node\_idx]: role=[role]; logical\_rel=[logical\_rel]; triplets=[triplets] (node [node\_idx]: role=[role];
logical\_rel=[logical\_rel]; triplets=[triplets])
T s[node\_idx]: role=[role]; logical\_rel=[logical\_rel]; triplets=[triplets] (node [node\_idx]: role=[rale];
logical\_rel=[logical\_rel]; triplets=[triplets])

Figure 11: Prompt and response templates for the Gen method.

notes the input text. In the response, [node_idx]
denotes the index of a node, [triplets] denotes a
list of extracted triplets, [logical_rel] denotes the
logical relation of the node, and [role] denotes the
role label of the node.

J Appendix for case studies

We report two case studies in Figure 16 and 17,
analyzing .
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Prompt and response templates for the COT-Gen-1 method

<[ Prompt template J

B TIRERIERENX A ERRIZTTREN:  (Please generate a diagnosis and treatment decision tree for the following medical
guideline text:)

[Text]

5 (VIRBAEERERNS, E—I"XN, SAFHTRTIRETR, BUESRRESERES, REERROE
BHNXR; QFRGTEETHE, BEERERNENHAENFSR#TT—ERE. /BN TRALAdc, BE=/MFE: (3a3)
"role"/RDREE, FJUARRETR("C)HREBE('D"); (3b) "triples"2—M=EFIE, EHRSTFHMINSKIGKER, 88"
IGERRIN", AT 51", "RiZAR", AT AR", "SREY", "BERER SHEXER, (3¢) "logical_rel"®RBN=TTHZIERNIBIEX
F (BfEHand, or, null, HRF—N=TAEMNBEXFES null) . (AREBERINSTTRERIEI EHSRIEHT I— 152,

(Task description: (1) Based on the given medical guideline text, create a binary tree, including conditional nodes and decision nodes, to

succinctly display the guideline content while capturing core entities and relationships; (2) Conditional nodes are used for judgment,
based on the results Point to the left or right child node to make the next decision. (3) The output of each node is a dict, containing
three fields: (3a) "role" indicates the node type, which can be a condition node ("C") or a decision node ("D"); (3b) "triples" is a list of
triples describing diagnosis and treatment knowledge or clinical information, including "clinical manifestations”, "therapeutic drugs",

"usage and dosage", "treatment plan", "Prohibited drugs", "Basic situation" six types of relationships; (3c) "logical_rel" represents the
logical relationship between multiple triples (the values are and, or, null, when there is only one triple. The logical relationship is null
when it is a tuple). (4) The finally generated diagnosis and treatment decision tree is arranged into a list according to the breadth-first
strategy.)

SRS RIRE: B—S S MRRREMIER, (a) BN LR FPHEN=7E; (b) IRESTEMINGER, E=TASERIFRMN
TER; (o) REERTEARER. (Instructions for the generation steps: Please complete the generation of the decision tree step
by step. (a) First extract triples from the above text; (b) According to the triple extraction results, allocate the triples to different nodes;
(c) and finally generate a complete decision tree.)

<[ Response template J
SERERE XA RAI=TCHINT: (The triples in the given guideline text are as follows:)
[triplets]

RIRAEERNARE=STAEEE, REMITBREMIT: (Based on the given guideline text and its triplet

information, the nodes of the decision tree are composed as follows:)

M= TBIERREMAN—NEE: [triplets], XM T EANBIERZE/: [logical\_rel] (The following triples constitute a node of
the decision tree: [triplets]. The logical relationship of this node is: [logical\_rel])

M= TTEERRERA—NT S [triplets], XM HHARNBIEXZR A [logical\_rel] (The following triples constitute a node of

the decision tree: [triplets]. The logical relationship of this node is: [logical\_rel])

RIBAERI SR A ARSI REMUN T :  (The diagnosis and treatment decision tree extracted based on the given guideline text
is as follows:)
B [node\_idx]: role=[role]; logical\_rel=[logical\_rel]; triplets=[triplets] (node [node\_idx]: role=[role]; logical\_rel=
[logical\_rel]; triplets=[triplets])

P H[node\_idx]: role=[role]; logical\_rel=[logical\_rel]; triplets=[triplets] (node [node\_idx]: role=[role]; logical\_rel=
[logical\_rel]; triplets=[triplets])

Figure 12: Prompt and response templates for the COT-Gen-1 method.
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Prompt and response templates for the COT-Gen-2 method
)

‘[ Prompt template J

BN TFIRERHEB A ERISTTRER:  (Please generate a diagnosis and treatment decision tree for the following medical
guideline text:)

[Text]

{EBIRE8: (VIRBREEFERNSF, IE—1 XK, GaFHTSMRETR, AUEETRTEENE, FiHEEZLE
BHXER; QFHHSBETHE, RIEERENENHENFHRETT—ERE. B/ TREDEAd, EE=ENFER: (3a)
"role" /AP RARE, WURRHHBR("C)FREHBA("D"); (3b) "triples"B—AN=TeAFIR, BRISTHINHIGHKES, E8"
IGFRFRIN", afrsY", "BiZRE", "aiThxR", "ZREY", "BRER "7SHEXR, (3c) "logical_rel" RREZBAN=HEZERIBIEX
R (BUEHand, or, null, HRAF—PM=TRAMNBEXTN null) . (ARBERRNSTT REMHRT ERFREHTI A—1FIE.

(Task description: (1) Based on the given medical guideline text, create a binary tree, including conditional nodes and decision nodes, to

succinctly display the guideline content while capturing core entities and relationships; (2) Conditional nodes are used for judgment,
based on the results Point to the left or right child node to make the next decision. (3) The output of each node is a dict, containing
three fields: (3a) "role" indicates the node type, which can be a condition node ("C") or a decision node ("D"); (3b) "triples" is a list of

nou

triples describing diagnosis and treatment knowledge or clinical information, including "clinical manifestations”, "therapeutic drugs”,
"usage and dosage", "treatment plan”, "Prohibited drugs", "Basic situation" six types of relationships; (3c) "logical_rel" represents the
logical relationship between multiple triples (the values are and, or, null, when there is only one triple. The logical relationship is null
when it is a tuple). (4) The finally generated diagnosis and treatment decision tree is arranged into a list according to the breadth-first
strategy.)

ERPBIRIE: {§—L L HITTRERERAIERE, (a) oM LIRIARHEVSES; (b) BHIEV=7TA; (o) RIE=THEMMER, 8=
TARRIAARARANT SR, (d REDSHNAGIFE, (o) RIGEMATEMREN. (Instructions for the generation steps: Please
complete the generation of the decision tree step by step. (a) First extract entities from the above text; (b) Then extract triples; (c)
According to the triple extraction results, assign triples to in different nodes; (d) determine the role label of the node; (e) finally

generate a complete decision tree.)

<[ Response template J
BEMIEEXFPRNERTBNT:

[entities]

SERISENARI=TTHINT: (The triples in the given guideline text are as follows:)
[triplets]

RIRAENIEENARE=TAEE, REMITEEMRINT: (Based on the given guideline text and its triplet information, the
nodes of the decision tree are composed as follows:)

NTFR= AR RFRII— NS [triplets], XM EAYEIERZEN: [logical\_rel] (The following triples constitute a node of
the decision tree: [triplets]. The logical relationship of this node is: [logical\_rel])

NTER= AP RFEREI— NS [triplets], XM EANEBIERZEM: [logical\_rel] (The following triples constitute a node of

the decision tree: [triplets]. The logical relationship of this node is: [logical\_rel])

LREM T RRIAGIRER: [role\_labels]

RIS ERISENX A HMENAYISIT RPN T :  (The diagnosis and treatment decision tree extracted based on the given guideline text
is as follows:)

T H[node\_idx]: role=[role]; logical\_rel=[logical\_rel]; triplets=[triplets] (node [node\_idx]: role=[role]; logical\_rel=
[logical\_rel]; triplets=[triplets])

TS H[node\_idx]: role=[role]; logical\_rel=[logical\_rel]; triplets=[triplets] (node [node\_idx]: role=[role]; logical\_rel=
[logical\_rel]; triplets=[triplets])

Figure 13: Prompt and response templates for the COT-Gen-2 method.
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Prompt and response templates for the COT-Gen-3 method
)

‘[ Prompt template J

BN TIREZIEENAERISITREN:  (Please generate a diagnosis and treatment decision tree for the following medical
guideline text:)

[Text]

{ES5iRER: (VIRIBREEFERNS, E—I X, SaFHBRIRELR, AUEETERTEREAS, RIERZOE
BHXER: QFHTRATHE, RESREREMNSAENFHRETT—SRE, B BRELAdic, BE=EANFER: (3a3)
"role" REPAEE, AUSEMTE(C)HREBH('D"); (3b) "riples"BE—N=7edAYIE, EiXisrHiNKIGKER, 88"
IGFRZRID", "IfT 251", "iEME", aIT AR, "SRR, "BRER REXER, (3) "logical_rel"RRSN =TeHZIARIBIERX
£ (BYERBand, or, null, HRF—NMZTTERNBERRM null) . (AREEMSTTREEIHET ERARIEHITI -1 T,

(Task description: (1) Based on the given medical guideline text, create a binary tree, including conditional nodes and decision nodes, to

succinctly display the guideline content while capturing core entities and relationships; (2) Conditional nodes are used for judgment,
based on the results Point to the left or right child node to make the next decision. (3) The output of each node is a dict, containing
three fields: (3a) "role" indicates the node type, which can be a condition node (“C") or a decision node ("D"); (3b) "triples" is a list of

"o

triples describing diagnosis and treatment knowledge or clinical information, including "clinical manifestations", "therapeutic drugs",
"usage and dosage", "treatment plan", "Prohibited drugs", "Basic situation" six types of relationships; (3c) "logical_rel" represents the
logical relationship between multiple triples (the values are and, or, null, when there is only one triple. The logical relationship is null
when it is a tuple). (4) The finally generated diagnosis and treatment decision tree is arranged into a list according to the breadth-first
strategy.)

RS BIRIE: E—S S MTRRRINER, (a) M ERXAPMEN=7TA; (b) ARERTERIRER, (Instructions for the
generation steps: Please complete the generation of the decision tree step by step. (a) First extract triples from the above text; (b) and
then generate a complete decision tree.)

‘[ Response template J
SEREEXAPRI=TCAIMT: (The triples in the given guideline

text are as follows:)

[triplets]

RIS ERISR A HENANSTT REEMIUIT .  (The diagnosis and treatment decision tree extracted based on the given guideline text
is as follows:)

T H[node\_idx]: role=[role]; logical\_rel=[logical\_rel]; triplets=[triplets] (node [node\_idx]: role=[role];
logical\_rel=[logical\_rel]; triplets=[triplets])

T H[node\_idx]: role=[role]; logical\_rel=[logical\_rel]; triplets=[triplets] (node [node\_idx]: role=[role];
logical\_rel=[logical\_rel]; triplets=[triplets])

Figure 14: Prompt and response templates for the COT-Gen-3 method.
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Prompt and response templates for the COT-Gen-4 method
)

‘[ Prompt template J

B FIRERISEX A ERLISTTRER:  (Please generate a diagnosis and treatment decision tree for the following medical
guideline text:)

[Text]

{ESZIREA: (VIRIBREEFERNSF, IE— -, G2FHTAIRETR, BUESHRRIEEAE, Ri#ER%0E
BHXER; QFHHSRATFHE, REERERENSENFHERHITT—EREK. )8 MERMmEAdicc, 8E=FE&: (3a)
"role"RADPRXE, JLAREMEDE("C)HRETS("D"); (3b) "triples"B—N=7cHFIE, HEiRiSTMRHKIGKER, €8"
IEFRRI", afreay, "BiZAE", AT AR, "ERHAY", "BEIER EXER, (3¢) "logical_rel"RRSIM=TTHZERNBIEX
R (BUEBand, or, null, HRE—N=TAHAMSEXFN null) . (AREERGSTTRERIET B RIBHITII—1 IR,

(Task description: (1) Based on the given medical guideline text, create a binary tree, including conditional nodes and decision nodes, to

succinctly display the guideline content while capturing core entities and relationships; (2) Conditional nodes are used for judgment,
based on the results Point to the left or right child node to make the next decision. (3) The output of each node is a dict, containing
three fields: (3a) "role" indicates the node type, which can be a condition node ("C") or a decision node ("D"); (3b) "triples" is a list of

triples describing diagnosis and treatment knowledge or clinical information, including "clinical manifestations"”, "therapeutic drugs",
"usage and dosage", "treatment plan", "Prohibited drugs", "Basic situation" six types of relationships; (3c) "logical_rel" represents the
logical relationship between multiple triples (the values are and, or, null, when there is only one triple. The logical relationship is null
when it is a tuple). (4) The finally generated diagnosis and treatment decision tree is arranged into a list according to the breadth-first
strategy.)

ERREIRIRIBE: {E—H L RITRRRMIIERE, (a) M LR APHENERTE, (b) IRINEF=7A; () AREMTENRER
., (Generation step instructions: Please complete the decision tree generation step by step, (a) first extract medical entities from the
above text; (b) extract medical triples; (c) then generate a complete decision tree.)

<[ Response template J

SERISENARRIESZEMINT:  (The medical entities in the given guidance text are as follows:)
[entities]

STERYSEXAPRI=TCHINT: (The triples in the given guideline text are as follows:)
[triplets]

RIBSERISE N A ARSI RERMIINT :  (The diagnosis and treatment decision tree extracted based on the given guideline text
is as follows:)

TS [node\_idx]: role=[role]; logical\_rel=[logical\_rel]; triplets=[triplets] (node [node\_idx]: role=[role]; logical\_rel=
[logical\_rel]; triplets=[triplets])

TS [node\_idx]: role=[role]; logical\_rel=[logical\_rel]; triplets=[triplets] (node [node\_idx]: role=[role]; logical\_rel=

[logical\_rel]; triplets=[triplets])

Figure 15: Prompt and response templates for the COT-Gen-4 method.
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! ifRERIERI3CA: (Clinical guideline)

| BIEEEOUNTEESRMERNSE, FEAWE: FEE, SPUWMSERRNG, WTEASE, SREEwE:

Ei=>=

| (Patients with nasopharyngitis: For patients with nasopharyngeal mucosal congestion, commonly used drugs include: ephedrine, oxymetazoline and
other decongestants; for patients with fever, commonly used drugs include: ibuprofen, acetaminophen and other antipyretics.) |

(B, e, SERREZ)

(EBH, s, SIREEREFm)

((Patients, clinical manifestations,

i ((Patients, clinical manifestations, null nasopharyngeal mucosa null
nasopharyngeal mucosa congestion)) < congestion))
; Yes T No ves -~ N9 o (B eFRETn, &
|, AT, R * E(EE R - '
| MR iy null ((Patient, clinical . Il Patient, cli |
('E‘%r TETT N, FEERA) finding, myoclonic (B4, iﬁﬁm, FRERiE) mj ;i{n;i:-legr:. mcylc?cllccfnic'
| (B, B, zﬁ;ﬁmzﬁ) . ) seizures) (B, SArrTaY, ) /N seizures) :
! ((pa!:lentj therapeutic drug, ephle_adrlne) /,» ((patient, therapeut|c / AN
(patert yeament cymetsionel ves/ e drug,ephectine ves /
! d d 2 (patient, treatment,

and ‘ ‘ null ‘ oxymetazoline)) -

(BE, Inr i, B85

(BE, iar i, M OEEEE)

(BE, Iar i, 1Be)

({patient, treatment, ibuprofen)

(patient, treatment, acetaminophen)
(patient, therapeutic drug, antipyretic drug))

(BE, i, M)

(B, e, N OEEEE)
((patient, treatment, ibuprofen)
(patient, treatment, acetaminophen))

Figure 16: Example (a), an error case of the COT-Generation-3 method on the Text2MDT test samples.

! IFRFEREIY: (Clinical guideline)

| TEREREEOEANERFER T AT EREREREE, WFMRERTIERNSS LU ENEMEE, FENERESINE

! (Patients with lower urinary tract symptoms @ Desmopressin is mainly used to treat nocturia and increased nocturia.
1 Desmopressin is not recommended for men over 65 years of age who have lower than normal sodium concentrations.)

Ground Truth
(BT, e, TERAE)
' (E5, =D, TREE)
| ((Patient, clinical manifestations, nocturia)
| (Patient, clinical manifestations, increased AN
! nocturia)) /%

(B, InrEl, MARERTIES) r/ \\

| (B, BEREN, 65514 E) J/ Yes  No

| (BE, ERER, B L

' ((Patient, clinical manifestations, and

i serum sodium concentration lower
' than normal) (Patient, basic situation, ,

(BH, e,

Prediction
(B, IeFFEM, TR
(=, laFR=l, wRIEE)
(EBE, EFER, MWEERTIEREN655LAE)

1 over 65 years old) (Patient, basic ’
' situation, male)) No
! s Yes
‘ null ‘ null ‘

(B, ool E=8NESR)
(patient, treatment drug,
desmopressin)

EENER)
((patient,

prohibited drug,

desmopressin))

((Patient, clinical manifestations, nocturia) or
(Patient, clinical manifestations, increased
nocturia) (Patient, basic situation, blood ) N
sodium concentration is lower than normal,/ N
for those over 65 years old)) \\
N\ No
Yes El 1
(B, T, |
EEINEE) !
(BE, Z=H, =5 (patient,

INESR)
({(patient, prohibited

drug, desmopressin))

treatment drug, |
desmopressin) |

Figure 17: Example (b), an error case of the COT-Generation-3 method on the Text2MDT test samples.
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