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Abstract
Despite advancements in Large Language Mod-001
els (LLMs), translation quality of generated002
outputs still remains inconsistent, particularly003
due to the misalignment in corresponding ex-004
pressions across source and target languages.005
In this paper, we study the behavior of LLMs,006
focusing on the translational strategies of non-007
compositional expressions or idiomatic expres-008
sions. While LLMs are capable of translating009
non-compositional expressions as shown by the010
high average COMET score of 0.7969, a high011
inconsistent corresponding idiomatic transla-012
tion accuracy across multiple context sentences013
for the same idiom indicate a lack of deeper014
understanding of the idiom and its surround-015
ing context. Our results provide a starting point016
to understand how LLMs process and handle017
non-compositional expressions.018

1 Introduction019

As newer and more advanced large language mod-020

els (LLMs) are developed, LLMs are becoming021

more proficient across multiple languages (Zhu022

et al., 2024; Xue et al., 2021; Brown et al., 2020), in-023

cluding low resource languages (Cahyawijaya et al.,024

2024). In addition, proprietary LLMs such as Hy-025

perCLOVAX have been observed to perform well026

on FLORES+ benchmark (Yoo et al., 2024). How-027

ever, on the other hand, translation still remains028

a challenge, particularly due to the generation of029

less natural-sounding output in other applications030

such as literacy (Shafayat et al., 2024) and text-031

to-image (Saxon et al., 2024). This inconsistency032

in translation performance across various bench-033

marks thus motivates us to answer the following034

question: Are LLMs able to understand what they035

are translating?036

As such, in this study, our objective is to un-037

derstand the behavior of LLMs during the trans-038

lation of non-compositional expressions, which039

are defined by Dankers et al. (2022) as expres-040

sions with definitions that cannot be derived from041

individual entities. In particular, we use Korean 042

idioms as an approximate for non-compositional 043

expressions. We first compiled a Korean-English 044

idiomatic dataset (section 3.1) and prompted 3 Ko- 045

rean LLMs (section 3.2) to translate multiple con- 046

text sentences or sentences that contain the use 047

of idioms and studied the translational behavior 048

through the quality of the translation output us- 049

ing two measurements: overall translational accu- 050

racy and corresponding idiomatic translation ac- 051

curacy (section 3.3). Our results show that though 052

LLMs generally perform well from the perspective 053

of overall translation accuracy with a high COMET 054

score of 0.7969 (section 4.1), there is still a lack of 055

understanding towards the context surrounding the 056

idiom as seen from the high inconsistency rate of 057

70% to 80% corresponding idiomatic translation 058

(section 4.2). We believe that these results can be 059

beneficial towards a wider NLP community, par- 060

ticularly on how LLMs handle hallucinations and 061

unseen instances. 062

2 Related work 063

Translation in idioms Due to their non- 064

compositional nature, idioms have been frequently 065

studied in translation tasks (Dankers et al., 2022; 066

Hwang and Hidey, 2019).1 In particular, Dankers 067

et al. (2022) observed that idioms are generally 068

processed as compositional terms and thus tend 069

to be directly translated. However, translating such 070

terms still remain a challenge. Shafayat et al. (2024) 071

noted several translation errors such as mismatches 072

in honorifics and use of inappropriate phrases that 073

do not sound natural in the context. 074

Contextual knowledge in LLMs Contrary to the 075

expectation that understanding context is impor- 076

tant in generating appropriate translation, context 077

1Though there are other studies in linguistics (Kim, 2018)
which have postulated idioms being compositional phrases,
we will assume that idioms are generally non-compositional
in nature.
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can hinder rather than enhance understanding of078

idioms in LLMs. Mi et al. (2024) observed that079

LLMs were not able to differentiate the type of080

context (e.g. figurative or literal) when the idiom081

was used. Similarly, LLMs that are not trained to082

be aware of idioms experienced a degradation in083

performance (Cheng and Bhat (2024) as cited in Mi084

et al. (2024)). However, these studies focused on085

how LLMs interpret idiomatic expressions rather086

than the quality of translated outputs across multi-087

ple contextual sentences.088

Evaluating idiomatic processing in LLMs A089

variety of methods have been used in previous stud-090

ies, which include attention heads (Dankers et al.,091

2022), similarity score (He et al., 2024) and a mix-092

ture of automated metrics and analysis of quality093

of translated output through lexical, honorifics and094

syntax (Shafayat et al., 2024). However, we con-095

sider these methods out of our scope as we are096

focusing on translational strategies across multi-097

ple context sentences translated by auto-regressive098

LLMs.099

Memorization in idiomatic LLMs Idioms has100

also been widely used to demonstrate memoriza-101

tion in LLMs and are generally treated as "stored102

expressions" when processed by pre-trained lan-103

guage (Mi et al., 2024). In particular, Haviv et al.104

(2023); Li et al. (2024) defined memorization of105

idioms based on the ability of LLMs to correctly106

predict the final token However, due to the nature107

of Korean idioms in which the last token refers to108

the infinitive form (or다), this makes it difficult to109

adapt the aforementioned tests into this study.110

3 Methodology111

3.1 Dataset112

We first collated a list of Korean idioms with113

their corresponding definitions from two published114

books – New Style TOPIK Idiom (source A) 2 and115

TOPIK II Pass Recipe (source B),3 which we have116

obtained permission from the publishers.4 We ex-117

tracted a total of 330 idioms, of which 123 and118

187 idioms are from sources A and B respectively.119

Based on the definitions in the sources, we filtered120

for idioms with only 1 definition.121

2Original Korean title: New스타일 TOPIK관용표현
3Original Korean title: TOPIK II합격레시피
4TOPIK (Test of Proficiency in Korean) is a proficiency

test in Korean language and targets Korean language learners.

Next, we included context sentences to each id- 122

iom, which we define as sentences that combine 123

idioms with various grammatical structures. We 124

excluded sentences that contained modifications to 125

the idioms such as addition of adverbs to avoid any 126

potential loss in idiomatic meaning, in a manner 127

similar to Mi et al. (2024). We sourced 5 sentences 128

from source A for idioms present in Source A and 129

2-3 sentences from 4 electronic dictionaries for id- 130

ioms present in source B. These 4 dictionaries5 131

are: Naver dictionary, 6 Daum dictionary, 7 Uri- 132

malsaem (우리말샘) dictionary,8,and Korean basic 133

dictionary (한국어기초사전).9 134

After compilation of the context sentences, we 135

conducted another round of check and replaced 136

the sentences using source A and electronic dic- 137

tionaries when required. This gives a total of 161 138

idioms and 651 context sentences. A sample of 139

the sentences can be seen in Figure 11. More de- 140

tails can also be found in Appendix A. Although 141

the idioms and context sentences used in this study 142

is of a small scale, we consider this to be accept- 143

able for evaluation of the LLMs as we are neither 144

fine-tuning nor training. 145

3.2 Models 146

We used EXAONE-3.0-7.8B-Instruct (Re- 147

search et al., 2024), Ko-Gemma-2-9B-IT,10 148

Llama-VARCO-8B-Instruct11 in our study. Based 149

on our understanding, these LLMs are not 150

specifically trained to translate Korean idioms. 151

3.3 Experiment 152

We prompted the LLMs to translate the context 153

sentences into English using greedy search. Since 154

our study focus more on translational behavior in 155

LLMs rather than reasoning, we chose a simple 156

prompt technique over prompt engineering tech- 157

niques such as Chain-of-Thought (Wei et al., 2023). 158

More details can be found in appendix B. 159

3.4 Evaluation 160

We analyzed the generated translations through 161

overall translation accuracy and corresponding 162

idiomatic translation. We conducted two separate 163

5Note: Several dictionaries also cite several other dictio-
naries, including the 4 listed here.

6https://ko.dict.naver.com.
7https://dic.daum.net/index.do?dic=kor
8https://opendict.korean.go.kr/main
9https://krdict.korean.go.kr/

10huggingface.co/rtzr/ko-gemma-2-9b-it
11huggingface.co/NCSOFT/Llama-VARCO-8B-Instruct
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analysis as there are no available metrics that eval-164

uate both overall translation and idiomatic transla-165

tion to our best understanding.166

Overall translation accuracy We com-167

pared the LLM-generated outputs with168

source context sentences using a reference-169

free wmt22-cometkiwi-da,12 which estimates170

the quality of the expression of interest from a171

scale of 0 to 1 (Rei et al., 2022). This provides an172

understanding of the overall translation quality,173

regardless of the accuracy of idiomatic translation.174

Corresponding idiomatic translation We then175

define the corresponding idiomatic translation as176

the English translations of the Korean idioms in177

the context sentences. Inspired by Dankers et al.178

(2022); Mi et al. (2024), we annotated and cat-179

egorized these translations into three strategies:180

Direct translation or word-for-word translation;181

Indirect translation or figurative translation, id-182

iomatic translation, similar translations that cap-183

tures the essence of the idiom; and Mistranslation.184

We then calculate the accuracy and precision using185

the formulas below.186

accuracy(%) =
nindirect translation

nidiomatic translations
∗ 100 (1)187

188

precision(%) =
nidioms indirect

ntotal idioms
∗ 100 (2)189

where n refers to the count and nidioms indirect190

refers to the number of idioms with all translations191

marked as indirect translation. We use precision192

as an approximate of model understandability as193

we hypothesize that LLMs will be able to translate194

across all context sentences containing the idiom af-195

ter acquiring relevant knowledge on the said idiom.196

Additional information is included in Appendix C.197

4 Results198

4.1 Overall translation accuracy199

Table 1 shows the average COMET scores of all200

LLMs tested. All LLMs achieved a score above 0.7201

with an average of 0.7969. These indicate a high202

overall accuracy in the generated translations. The203

score is further supported in Figure 1, where most204

LLM-generated translations were observed to be205

between the scores of 0.8-0.9. The result is in line206

with our expectation as the context in the context207

12/huggingface.co/Unbabel/wmt22-cometkiwi-da

LLM Average COMET (4dp)
VARCO 0.7883
EXAONE 0.8035
Gemma 0.7990

Overall 0.7969

Table 1: Average COMET scores for all LLMs.

Figure 1: Distribution of COMET scores across all
LLMs. Note that the yellow portion is due to the overlap
between the different distributions.

sentences can be generally translated through di- 208

rect translation compared to idioms. As such, the 209

tendency for LLMs to stay faithful to the source 210

context sentence will be higher. 211

4.2 Corresponding idiomatic translations 212

We present the distribution of corresponding id- 213

iomatic translations and understandability in Ta- 214

ble 2. In general, the average idiomatic translation 215

accuracy across all LLMs is observed to be 43%, 216

which showed that Though idiomatic translation 217

accuracy is relatively lower than mistranslation 218

due to the experimental design 219

In summary, based on the results for correspond- 220

ing idiomatic translation, we can infer that LLMs 221

do have some form of "idiomatic understanding", 222

but are less precise when translating across various 223

context sentences. 224

5 Analysis and discussion 225

Based on our experimental findings and previous 226

studies, we include additional elaboration in the 227

following areas. 228

Why are LLMs generating inconsistent transla- 229

tions? We are inclined to think that these could 230

be related to the difficulties LLMs experience in 231

detecting the type of context used (Mi et al., 2024). 232

Our experimental results show a high inconsis- 233

tency recorded. This could signify that a lack of 234

awareness in context (i.e. direct or indirect), which 235

3



LLMs idiomatic translations (accuracy) idiomatic understandability (precision)
direct figurative mistranslation consistency (f) consistency

(f+d)
inconsistency

(1-(f+d))
VARCO 27.0 32.0 41.0 10.3 19.9

80.1
EXAONE 24.6 50.1 25.3 23.1 10.3 66.7
Gemma 24.9 38.4 36.7 10.9 9.6 79.5

Table 2: Breakdown of the corresponding idiomatic translations and rate of understandability. LLM with the highest
percentage in each category are marked in blue and red.

LLM EM Some matches Varied
VARCO 7.1 35.3 57.7
EXAONE 8.3 50.0 41.7
Gemma 7.1 41.7 51.3

Table 3: Percentage of exact matches (EM), some
matches and varied translations across then 3 LLMs
tested. Varied refers to instances where LLMs generated
varied corresponding idiomatic translation, whereas
some matches refers to cases where some corresponding
idiomatic translations are identical but not all.

further impacted the type of translations generated.236

In addition, we theorize that instances with miss-237

ing translations (i.e. marked as part of mistransla-238

tion) could also be related to the observation made239

by De Luca Fornaciari et al. (2024) where LLMs240

misidentify idioms, though further investigation is241

required, which is out of scope for this study.242

Does acquiring idiomatic knowledge indicate243

any form of memorization? We examined the244

translated phrases and hypothesize that the ten-245

dency is higher when LLM generates identical cor-246

responding idiomatic translation or exact match247

across all context sentences tested, regardless of248

the type of translational strategies annotated in sec-249

tion 3.3. 13 We present the results on Table 3. Based250

on the results, we observe that that the EM rate is251

generally low, indicating some form of memoriza-252

tion. Interestingly, upon further examination of the253

translations in Table 10 , we note that the LLMs254

tend to express corresponding idiomatic transla-255

tions using phrases with similar meanings rather256

than using the exact words.257

Generic behavior of LLMs in unseen cases For258

instances where LLMs are not aware of the trans-259

lation, direct translation seems to be the default260

translation strategy, which is further supported by261

previous studies (Dankers et al., 2022). Though262

LLMs generate varied expression, we also note263

a higher tendency to generate hallucinated trans-264

13We included translations with slight variations in the
tenses, articles and pronouns.

lations. We believe that this deviation can be ex- 265

plained by the lack of cultural knowledge and nu- 266

ance, as supported by previous studies on Korean 267

cultural benchmarks (Lee et al., 2024; Kim et al., 268

2024) and the inability to transfer such learning 269

across multiple context sentences (Chhikara et al., 270

2025). 271

Impact to the wider NLP community We be- 272

lieve that our findings can help in understanding 273

how LLMs approach unseen instances, particularly 274

for non-compositional expressions. This is because 275

LLMs may be required to understand from a seman- 276

tic, cultural and bilingual level. Though prompting 277

may enhance cultural alignment Pawar et al. (2024), 278

further study is still required. Another application 279

is on how LLMs interpret and handle hallucination 280

as LLMs seem experience difficulties in differenti- 281

ating between "acceptable" and "hallucinated" out- 282

puts. Ideally, LLMs should be able to rationalize 283

their outputs, similar to the thought process (Cha, 284

1997) proposed. However, reasoning methods such 285

as CoT was found to hinder performance in LLMs 286

(Shafayat et al., 2024). This discrepancy highlights 287

the need to further drive awareness in LLMs. 288

6 Conclusion 289

In this study, we aim to understand the behavior 290

of LLMs during translation of non-compositional 291

expressions. Using Koreans idioms as a proxy, we 292

collated context sentences containing idioms and 293

evaluated using overall translational accuracy and 294

corresponding idiomatic translation accuracy. We 295

observe that LLMs are generally able to trans- 296

late context sentences containing idioms appro- 297

priately. However, LLMs seem to lack a deeper 298

understanding across various context sentences, as 299

seen from the inconsistent and hallucinated transla- 300

tions. We hope that the findings can be beneficial 301

in instances where LLMs are exposed to unseen 302

idioms or hallucination-related issues. 303
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Limitations304

The study assumes pre-existing knowledge present305

in the fine-tuned and instruction-tuned LLMs. As306

such, we focus more on how LLMs can utilize their307

existing knowledge from CPT and fine-tuning to308

adapt into translation task and less on the specific309

type of dataset used. Though the mistranslation and310

inconsistent translation could be explained by the311

lack of exposure to specific knowledge or informa-312

tion during training, we do not consider this aspect313

and leave it for further studies to examine it.314

In addition, we conducted our analysis through315

a combination of heuristic examination and auto-316

mated metrics. Due to resource constraint, we did317

not conduct any large-scaled human annotation and318

focused on small-scaled annotation as a starting319

point for the study. As such, certain annotations320

and results can be subjective and may vary from321

person to person. We intend to automate and ex-322

pand our annotation to include large-scaled human323

annotation as part of future work.324

As this study is small-scaled in nature, we leave325

it to future work to expand into other similar bilin-326

gual LLMs, context sentences (e.g. both literal and327

figurative form, various formalities) and idioms for328

a better understanding of the overall behavior in329

LLMs. Scalability related experiments were not330

conducted as the focus was towards 8B-10B LLMs,331

though it would be interesting to see if LLMs can332

acquire and understand context better upon scaling.333

Ethics Statement334

There are no known ethical issues. However, the335

presence of slang, profanities or sexual/violence-336

related words in idioms and context sentences used337

during translation may indicate some form of eth-338

ical concern as the LLMs may have already been339

exposed to these words during training and fine-340

tuning.341

Given the subjective nature of the heuristic ap-342

proach in categorizing of the corresponding id-343

iomatic translation, there might be some form of344

human bias present. In addition, in the course of an-345

notation, we have sought guidance and translations346

from GPT4o-mini-0718, ChatGPT and CLOVAX347

(Yoo et al., 2024), on top with dictionaries, forums348

and commercial translators such as DeepL14, which349

may further lead to more bias being present. As350

such, we advise that the results should be consid-351

14https://www.deepl.com/ko/translator

ered as an approximate before large-scale annota- 352

tion is conducted. 353
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Jeong, Sol Jin, Hanbyeol Jo, Hanju Jo, Minjung521
Jo, Chaeyoon Jung, Hyungsik Jung, Jaeuk Jung,522
Ju Hwan Jung, Kwangsun Jung, Seungjae Jung, Soon-523
won Ka, Donghan Kang, Soyoung Kang, Taeho524
Kil, Areum Kim, Beomyoung Kim, Byeongwook525
Kim, Daehee Kim, Dong-Gyun Kim, Donggook526
Kim, Donghyun Kim, Euna Kim, Eunchul Kim, Gee-527
wook Kim, Gyu Ri Kim, Hanbyul Kim, Heesu Kim,528
Isaac Kim, Jeonghoon Kim, Jihye Kim, Joonghoon529
Kim, Minjae Kim, Minsub Kim, Pil Hwan Kim,530
Sammy Kim, Seokhun Kim, Seonghyeon Kim, Soo-531
jin Kim, Soong Kim, Soyoon Kim, Sunyoung Kim,532
Taeho Kim, Wonho Kim, Yoonsik Kim, You Jin Kim,533
Yuri Kim, Beomseok Kwon, Ohsung Kwon, Yoo-534
Hwan Kwon, Anna Lee, Byungwook Lee, Changho535
Lee, Daun Lee, Dongjae Lee, Ha-Ram Lee, Hodong536
Lee, Hwiyeong Lee, Hyunmi Lee, Injae Lee, Jae-537
ung Lee, Jeongsang Lee, Jisoo Lee, Jongsoo Lee,538
Joongjae Lee, Juhan Lee, Jung Hyun Lee, Junghoon539
Lee, Junwoo Lee, Se Yun Lee, Sujin Lee, Sung-540
jae Lee, Sungwoo Lee, Wonjae Lee, Zoo Hyun541
Lee, Jong Kun Lim, Kun Lim, Taemin Lim, Nuri542
Na, Jeongyeon Nam, Kyeong-Min Nam, Yeonseog543
Noh, Biro Oh, Jung-Sik Oh, Solgil Oh, Yeontaek544
Oh, Boyoun Park, Cheonbok Park, Dongju Park,545
Hyeonjin Park, Hyun Tae Park, Hyunjung Park, Ji-546
hye Park, Jooseok Park, Junghwan Park, Jungsoo547
Park, Miru Park, Sang Hee Park, Seunghyun Park,548
Soyoung Park, Taerim Park, Wonkyeong Park, Hyun-549
joon Ryu, Jeonghun Ryu, Nahyeon Ryu, Soonshin550
Seo, Suk Min Seo, Yoonjeong Shim, Kyuyong Shin,551
Wonkwang Shin, Hyun Sim, Woongseob Sim, Hyejin552
Soh, Bokyong Son, Hyunjun Son, Seulah Son, Chi-553
Yun Song, Chiyoung Song, Ka Yeon Song, Minchul554
Song, Seungmin Song, Jisung Wang, Yonggoo Yeo,555
Myeong Yeon Yi, Moon Bin Yim, Taehwan Yoo,556
Youngjoon Yoo, Sungmin Yoon, Young Jin Yoon,557
Hangyeol Yu, Ui Seon Yu, Xingdong Zuo, Jeon-558
gin Bae, Joungeun Bae, Hyunsoo Cho, Seonghyun559
Cho, Yongjin Cho, Taekyoon Choi, Yera Choi, Ji-560
wan Chung, Zhenghui Han, Byeongho Heo, Euisuk561
Hong, Taebaek Hwang, Seonyeol Im, Sumin Jegal,562
Sumin Jeon, Yelim Jeong, Yonghyun Jeong, Can563
Jiang, Juyong Jiang, Jiho Jin, Ara Jo, Younghyun564
Jo, Hoyoun Jung, Juyoung Jung, Seunghyeong Kang,565
Dae Hee Kim, Ginam Kim, Hangyeol Kim, Heeseung566
Kim, Hyojin Kim, Hyojun Kim, Hyun-Ah Kim, Jee-567
hye Kim, Jin-Hwa Kim, Jiseon Kim, Jonghak Kim,568
Jung Yoon Kim, Rak Yeong Kim, Seongjin Kim,569
Seoyoon Kim, Sewon Kim, Sooyoung Kim, Suky-570
oung Kim, Taeyong Kim, Naeun Ko, Bonseung Koo,571
Heeyoung Kwak, Haena Kwon, Youngjin Kwon, Bo-572
ram Lee, Bruce W. Lee, Dagyeong Lee, Erin Lee,573
Euijin Lee, Ha Gyeong Lee, Hyojin Lee, Hyun-574
jeong Lee, Jeeyoon Lee, Jeonghyun Lee, Jongheok575
Lee, Joonhyung Lee, Junhyuk Lee, Mingu Lee,576
Nayeon Lee, Sangkyu Lee, Se Young Lee, Seulgi577
Lee, Seung Jin Lee, Suhyeon Lee, Yeonjae Lee,578
Yesol Lee, Youngbeom Lee, Yujin Lee, Shaodong579
Li, Tianyu Liu, Seong-Eun Moon, Taehong Moon,580
Max-Lasse Nihlenramstroem, Wonseok Oh, Yuri Oh,581
Hongbeen Park, Hyekyung Park, Jaeho Park, No-582
hil Park, Sangjin Park, Jiwon Ryu, Miru Ryu, Simo583

Source Idioms Sentences Sentence /idiom
A 98 485 5 (93); 4 (5)
B 58 166 2 (8); 3 (50)
Total 156 651

Table 4: Number of idioms and context sentences in
Sources A and B. Due to resource constraint, idioms
with only 1 context sentence are excluded from this
study. Final count of idioms and sentences are bolded.

Ryu, Ahreum Seo, Hee Seo, Kangdeok Seo, Jamin 584
Shin, Seungyoun Shin, Heetae Sin, Jiangping Wang, 585
Lei Wang, Ning Xiang, Longxiang Xiao, Jing Xu, 586
Seonyeong Yi, Haanju Yoo, Haneul Yoo, Hwanhee 587
Yoo, Liang Yu, Youngjae Yu, Weijie Yuan, Bo Zeng, 588
Qian Zhou, Kyunghyun Cho, Jung-Woo Ha, Joonsuk 589
Park, Jihyun Hwang, Hyoung Jo Kwon, Soonyong 590
Kwon, Jungyeon Lee, Seungho Lee, Seonghyeon 591
Lim, Hyunkyung Noh, Seungho Choi, Sang-Woo 592
Lee, Jung Hwa Lim, and Nako Sung. 2024. Hyper- 593
clova x technical report. 594

Wenhao Zhu, Hongyi Liu, Qingxiu Dong, Jingjing Xu, 595
Shujian Huang, Lingpeng Kong, Jiajun Chen, and Lei 596
Li. 2024. Multilingual machine translation with large 597
language models: Empirical results and analysis. 598

A Idiomatic dataset collection 599

This section contains additional information on the 600

selection of the context sentences. 601

To ensure consistency across all context sen- 602

tences, we excluded sentences that are of conversa- 603

tional setting or contain idiomatic expressions with 604

other grammatical structures (e.g. passive forms, 605

addition of adverb or adjective). 606

We replace the sentences with alternative sen- 607

tences from Source A (for idioms present in source 608

A) or electronic dictionaries (for idioms present in 609

source B). To ensure a consistency in the type of 610

source used, for idioms in source A where only 4 611

context sentences were valid instead of 5, we kept 612

the count of the sentence as it is. 613

Idioms with only 1 context sentence were also 614

excluded from the study. This gives a final count 615

of 156 idioms and 651 context sentences. A break- 616

down of the count is shown in Table 4. We also 617

list some criteria in defining duplicates and unique 618

idiom in Table 9. 619

We selected context sentences with varied con- 620

text and position of idioms to the best of our ability, 621

though we note of certain sentences with similar 622

context or with idioms of similar positions. As we 623

are interested in the consistency behavior of LLMs 624

during translation, these instances will still be in- 625

cluded in the analysis. 626
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B Model627

This section includes additional details on the set-628

tings used for implementation. We list the prompts629

used in Table 5.630

LLM Prompt

VARCO

"role": "system", "content": "You are a helpful
assistant Varco. Respond accurately and dili-
gently according to the user’s instructions.",
"role": "user", "content": Translate into En-
glish:context sentences

EXAONE

"role": "system", "content": "You are
EXAONE model from LG AI Research, a
helpful assistant.", "role": "user", "content":
prompt
prompt= f"""Translate into English:context
sentence

GEMMA
"role": "user", "content": prompt
prompt=영어로번역해줘:context sentence

Table 5: Prompts used for the LLMs

We used a Korean prompt for GEMMA instead of631

English as we observe that that the generated trans-632

lations are more desirable. For the implementation633

of the models, we used RTX A4000 GPUs.634

C Categorization for corresponding635

idiomatic translation636

The following section includes additional details on637

the categorization of corresponding idiomatic trans-638

lation. We compared the corresponding idiomatic639

translations based on the LLM-generated outputs640

with the direct and figurative translations of the641

Korean idioms and categorized into the following642

translational strategies as seen in 3.3.643

For instances that contains both direct and indi-644

rect translation, we categorized as direct translation.645

An example can be seen in Table 11. Additional646

examples for direct, indirect and mistranslations647

can also be seen in Tables 6-8. We also provide648

translation generated by GPT-4o-mini-0718 for649

reference.650

In order to minimize variation that might arise,651

we define similar meaning as words/phrases that652

are synonyms. For cases that are ambiguous or do653

not reflect fully the meaning of the idiom, we will654

consider under "mistranslation".655
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Direct translation
Context sentence:형이언론사채용시험에응시했다가그만미역국을먹었다.

Idiom:미역국을먹다
Direct translation: To eat seaweed soup; To eat miyeokguk15

Indirect translation: To fail an examination
LLM Translation Categorization
VARCO He took the job exam at the newspaper,

but gave up and ate miyeokguk instead.
direct

EXAONE His older brother took the media
company’s hiring test but ended up

eating seaweed soup.

direct

GEMMA My older brother took a journalism job
interview and then just gave up, like he

ate a whole bowl of seaweed soup.

direct

GPT (reference) My older brother took the hiring exam
for a media company, but
unfortunately, he failed.

indirect

Table 6: Examples of direct corresponding idiomatic translations across all 3 LLMs tested. All LLMs tested managed
to provide an appropriate idiomatic translation.

Indirect translation
Context sentence:프리랜서로일하기시작한뒤로수입이불안정해서일거리가없을때는입에풀칠하기도어렵다.

Idiom:입에풀칠하다
Direct translation: put glue on one’s mouth

Indirect translation: To live in severe poverty. make ends meet; eke out a living
LLM Translation Categorization
VARCO It was hard for us to make ends meet

with father’s salary of eight dollars a
month.

indirect

EXAONE With the father’s salary, it was difficult
for the four family members to make

ends meet.

indirect

GEMMA His salary wasn’t even enough to feed
his family.

indirect

GPT (reference) With my father’s salary, it was difficult
for our family of four to make ends

meet.

indirect

Table 7: Examples of indirect corresponding idiomatic translations across all 3 LLMs tested. All LLMs tested
managed to provide an appropriate idiomatic translation.

Mistranslations
Context sentence:부모의행동이변덕이죽끓듯하면아이들은항상눈치를보게된다.

Idiom:변덕이죽끓듯하다
Direct translation: Fickle like a boiling porridge

Indirect translation: For words, behavior or feelings to be fickle and frequently change.
LLM Translation Categorization
VARCO When parents’ behavior changes

erratically like a boiling pot, children
always have to watch their step.

mistranslation

EXAONE If parents’ behavior is as unpredictable
as boiling water, children will always

be on guard.

mistranslation

GEMMA When parents’ behavior is as
unpredictable as boiling water,

children are always on edge, trying to
read the situation.

mistranslation

GPT (reference) When parents’ behavior is as
unpredictable as boiling water,
children are always on edge.

direct

Table 8: Example of mistranslated corresponding idiomatic translations across all 3 LLMs tested. All LLMs,
including GPT tested translated "porridge" as "water".
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Excluded from dataset
Description Examples Definitions Translations

Synonyms 1.가닥을잡다
2.실마리를찾다/잡다 문제해결방법을찾아내다. Find a solution to the

problem.

Polysemy 고개를숙이다
1. 잘못이나 패배를 인정하
다.
2.부끄럽다.

1.Admit fault or defeat
2. Ashamed/embarrased.

Alternative idioms 1.긴말이필요없다
2.긴말할것없다

길게 여러 말로 설명할 필요
가없다.

No need for long, wordy
explanations.

Passive forms 1.속을태우다
2.속이타다

1.너무걱정이되다.
2.너무걱정을하다.

1. (being) so worried
2. Worrying too much.

Table 9: List of examples excluded from the collection and processing of the idiomatic dataset. Note: Examples are
non-exhaustive. In cases where other external sources (e.g. dictionaries) show differences in definition or alternative
expressions, we will use Sources A and B as the base. Translations of the meanings were obtained from DeepL().

LLM Examples of mistranslation
VARCO the fire burns on my toes

fire broke out on my ankles
GEMMA a burn on his foot

like having a fire under their feet
working until my feet burn
bolt of lightning struck my foot

Table 10: An example of varied corresponding idiomatic translation generated by VARCO and GEMMA. The idiom of
interest is발등에불이떨어지다, which is literally translated to "a fire drops on top of one’s foot".

Context sentence Translation (VARCO) Reference translation
(GPT-4o-mini-0718) Result

어릴때는하루가멀다하게동
생들에게골탕을먹었다.

When I was young, I used to give
my siblings a hard time, making
them feel like they were in for a
long day.

When I was young I often
played tricks on my siblings. indirect

경쟁사의 공격적인 마케팅에
우리 회사는 골탕을 먹고 말았
다.

The company has been taken aback
by the aggressive marketing of our
competitor.

The aggressive marketing of our
competitor has caused our com-
pany a lot of trouble.

mistranslation

사람을너무잘믿던최대리는
한번 크게 골탕을 먹고 정신을
차렸다.

Having trusted people too much,
Choi Daeryeong was thoroughly
humiliated and woke up to reality.

Choi who used to trust people
too much got badly hurt once
and came to his senses.

indirect

우리는 상대 팀의 예상치 못한
공격에 골탕을 먹고 경기에서
크게패했다.

We were caught off guard by the
opposing team’s unexpected attack
and suffered a crushing defeat in
the match.

We suffered greatly in the match
due to the unexpected attack
from the opposing team.

indirect

마당에 자주 놀러오던 고양이
가우리집개한테물려잔뜩골
탕을먹고달아나버렸다.

A cat that often played in the yard
ate a large amount of dog food
from our dog and ran away.

The cat that often came to play
in the yard got bitten by our
dog and ended up getting a good
scare before running away.

mistranslation

Table 11: An example of a set of translation of context sentences with varying results. The idiom of interest is
골탕을먹다, which is figuratively translated to "cause serious trouble or damage to someone". Words marked in
Red refers to corresponding idiomatic translations with mismatches. In other words, there is a mistranslation.
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