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Abstract

In this paper, we introduce S-MedQA, a medi-001
cal question-answering (QA) dataset for bench-002
marking large language models (LLMs) in fine-003
grained clinical specialties. Using S-MedQA,004
we gauge the role of instructions for knowledge-005
intense scenarios by checking the applicability006
of two popular hypotheses related to knowl-007
edge injection and style/format learning. We008
show that in the medical domain, more instruc-009
tions result in better performance. However,010
the improvement in performance derives nei-011
ther from the extra knowledge contained in the012
instructions nor the style/format learned from013
them. Thus, we suggest rethinking the role of014
instruction data in the medical domain. We015
release S-MedQA for the community.1016

1 Introduction017

Multiple-choice question-answering (QA) datasets018

are often used as benchmarks to evaluate large019

language models (LLMs) in the medical do-020

main (Labrak et al., 2024; Singhal et al., 2023) and021

are crucial to guide the development of medical022

LLMs (e.g., PubMedQA, Jin et al., 2019; MedQA,023

Jin et al., 2021; MedMCQA, Pal et al., 2022). How-024

ever, specialized hospitals that may be interested in025

deploying LLMs to address specific clinical prob-026

lems are typically only interested in the perfor-027

mance of LLMs in a few clinical specialties (e.g.,028

obstetrics or oncology). Moreover, to the best of029

our knowledge, there are no open-source medical030

QA datasets with annotations of medical special-031

ties. Thus researchers could not investigate how032

well knowledge transfers across clinical specialties033

due to this lack of fine-grained benchmarks.034

To address the gap, we develop S-MedQA, the035

first medical QA dataset with clinical specialty036

annotations. We build S-MedQA based on the037

widely used MedQA dataset (Jin et al., 2021) and038

1https://anonymous.4open.science/r/
S-MedQA-85FD/

use gpt-3.5-turbo-0125—henceforth GPT-3.5— 039

and medical experts to map samples onto clini- 040

cal specialties. We first prompt the model with 041

carefully designed prompts and retain only annota- 042

tions agreed upon by a majority. Further experts’ 043

examination guarantees the quality of the anno- 044

tations (more details in §2.3), showing that our 045

dataset maintains a high accuracy of categorization 046

(97.8%). S-MedQA contains 15 specialties, each 047

with hundreds of samples (see §2 for details). 048

We use our dataset to investigate the applicability 049

of two popular hypotheses in the medical domain 050

regarding the role of instruction data in the context 051

of LLMs: H1) little-to-no knowledge injection oc- 052

curs during instruction tuning as a few instructions 053

yield results comparable to large data (Zhou et al., 054

2024); and H2) the role of instruction data is solely 055

to learn downstream language styles or formats for 056

the AI assistants (Lin et al., 2023). We carefully 057

design control experiments to test these two claims. 058

Hypothesis 1 (H1): there is little-to-no knowl- 059

edge injection due to instruction tuning. We 060

fine-tune LLMs on one specialty and test them on 061

all the others. In most cases, the best results are not 062

achieved by fine-tuning with data from the same 063

specialty. E.g., in the cardio domain, we get the 064

best results when fine-tuning with the infect spe- 065

cialty, whereas the clinical knowledge contained 066

in infect is almost completely irrelevant to cardio. 067

This raises questions about the extent to which 068

knowledge injection can be explained as the source 069

of score improvements, partly supporting the hy- 070

pothesis that instructions bring little knowledge. 071

Hypothesis 2 (H2): task improvements result 072

from learning language styles or formats. Here, 073

we change the answer of each training sample in 074

S-MedQA to a random wrong option while keeping 075

the format the same. Our results show that 1) train- 076

ing models using the same format with wrongly 077

answered instruction data results in nearly random 078
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Figure 1: Overview of S-MedQA’s construction process. For each sample, we generate predictions using 5 different
prompts and only keep those where predictions agree (3+, 4+, or 5 times). We keep the top 15 predicted specialties
in the dataset, each containing 250–705 samples when using 3+ majority (or 98-454 samples when requiring
agreement among all 5 prompts; more details in Table 3). To annotate, we randomly sample 1, 000 questions from
our train set and ask a medical expert to evaluate GPT-3.5’s predictions, achieving an accuracy ranging from 97.8%
(coverage of 49.2%) and 90.8% (coverage of 89.1%). The expert also manually annotates S-MedQA’s whole
validation and test set. Three medical students additionally annotate the same 200 samples out of the original 1, 000
samples annotated by the medical expert (for computing inter-annotator agreements; see §2.3 for details).

guessing (∼ 25%), moreover, 2) this negative im-079

pact transfers to all other specialties, even though080

the model is only fine-tuned on “bad data” from a081

certain specialty. Our findings challenge H2 as we082

clearly show that correct instructions are critical to083

model performance, and its impact on the model is084

far greater than changing the language style alone.085

We argue that in the medical domain—and possi-086

bly in other knowledge-intensive scenarios—large087

amounts of high-quality instruction data are still088

necessary for better performance. However, the im-089

provements cannot be completely explained as the090

extra knowledge injection from the instructions.091

2 A Benchmark of Clinical Specialties092

We now describe how we create S-MedQA, a093

high-quality benchmark for medical QA with094

clinical specialty annotations. We release multi-095

ple ‘versions’ of S-MedQA with different accu-096

racy/coverage trade-offs. We create these versions097

using different thresholds for majority voting to098

include an example (with its predicted clinical spe-099

cialty2) in the final dataset. Dataset users can thus100

choose to have a cleaner version of data with fewer101

examples, or a more noisy version with more exam-102

ples (more details in §2.3).103

In §2.1, we explain how we use GPT-3.5 to cate-104

gorize the dataset into distinct specialties. In §2.2,105

we show how we split the dataset and select the106

specialties. Finally, in §2.3, we describe how we107

2We restrict the response of GPT-3.5 to the 55 medical spe-
cialties recognized in the European Union (see Appendix A.1).

manually validate our data to ensure its quality. We 108

show an overview of our benchmark in Figure 1. 109

2.1 Medical Specialty Categorization 110

We source examples from MedQA (Jin et al., 2021), 111

a commonly used dataset in evaluating medical 112

LLMs. We use GPT-3.5 to annotate samples with 113

clinical specialties. However, we observed low 114

accuracy in our preliminary evaluation when using 115

a single prompt (∼ 75%). To improve this accuracy 116

and counter the non-deterministic characteristics of 117

the outputs generated by GPT-3.5, and to minimize 118

the effort of manual annotation, we follow Ding 119

et al. (2023) and Goel et al. (2023) and design 120

five prompts, generate predictions with GPT-3.5 121

for each sample, and apply majority voting. 122

2.2 Dataset Splits 123

We show the resulting distribution of all specialties 124

in §A.2. We exclude 1, 324 (13%) samples where 125

there is no majority vote3 and the 308 (3%) samples 126

categorized into Others, as they contain clinically 127

irrelevant information. We provide more examples 128

and discuss reasons for exclusions in §A.3. 129

After the abovementioned steps, 15 out of 55 130

specialties contain more than 200 samples. We 131

only include these 15 specialties in S-MedQA 132

to ensure their statistical reliability. The final 133

dataset comprises 7, 125 / 899 / 893 samples in 134

train/validation/test sets (after applying the proce- 135

3After manual inspection of some of these examples, we
hypothesize this is due to their ambiguity in terms of specialty.
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dure we describe next in §2.3). Specialties along136

with their number of samples are described in Ta-137

ble 3 in §A.4. Note that in the following experi-138

ments, we use the top 6 representative specialties139

with the largest number of samples (Cardiology,140

Gastroenterology, Infectious diseases, Neurology,141

Obstetrics and Gynecology, and Pediatrics).142

2.3 Manual Validation143

We ask a medical expert to label each example in144

the validation and test sets with the correct clini-145

cal specialty. This expert also validates 1000 ran-146

dom samples from the train set whether the spe-147

cialties predicted by GPT-3.5 are correct. The per-148

formance after using multiple prompts and voting149

greatly improves compared to using single prompts150

(e.g., from 72.8%–80.2% to 90.8%–97.8%; see151

Appendix A.5 for details).152

# votes (out of 5)

3+ 4+ 5

Accuracy (%) 90.8 94.8 97.8
Coverage (%) 89.1 69.0 49.2

Table 1: Accuracy vs. coverage
for majority voting under differ-
ent minimum number of votes.

However, as153

we show in154

Table 1, we must155

decide on the156

trade-off between157

accuracy and158

coverage when159

determining the160

minimal number161

of votes in agreement for the example to be162

included in S-MedQA. A higher quorum results163

in higher accuracy (90.8 → 97.8) but greatly164

decreases coverage (89.1 → 49.2). We release in-165

dividual categorizations and votes of all examples166

for users of the dataset to decide their preference167

between accuracy and coverage — more data but168

possibly more noise or less noise but less data —169

based on their specific use cases. We select 3 as170

the quorum in this study for adequate fine-tuning171

data. To assess the trustworthiness of the expert,172

we then randomly sample 200 from the 1, 000173

examples and further ask three medical master174

students to validate the same way as the expert. We175

use Krippendorff’s alpha (Hayes and Krippendorff,176

2007) to measure the inter-annotator agreement177

among the four annotators (medical students and178

expert) on the 200 examples and achieve 83.6%179

(95% CI [69.0%, 93.9%]).180

3 Experimental Setup181

3.1 Cross-Specialty Evaluation182

We experiment on four variants of two open-183

source LLMs: Llama2-Chat-7b and 13b (Touvron184

et al., 2023)—henceforth Llama2-7b and Llama2- 185

13b—and Mistral-Instruct-v0.1 and v0.2 (Jiang 186

et al., 2023), henceforth Mistral-v0.1 and Mistral- 187

v0.2. We fine-tune each LLM on the six per- 188

specialty training datasets with prompts shown in 189

Appendix A.6 and measure each resulting model’s 190

performance on all six per-specialty test sets. In 191

each experiment, we train for 10 epochs and se- 192

lect the checkpoint based on the best per-specialty 193

validation scores. We also train with a combined 194

set containing all six specialties’ training data to 195

evaluate whether exposure to a more diverse and ex- 196

tensive set of instructions could affect the model’s 197

performance. More details and hyperparameters 198

are found in Appendix A.7. 199

3.2 Bias Mitigation 200

In all test sets, we shuffle the answers 5 times for 201

each sample and add all these 5 entries to the final 202

test set in case the model prefers an option due 203

to its position (Zheng et al., 2023). To further im- 204

prove the reliability of results, we follow Wang et al. 205

(2024) to generate the entire answer with the model 206

and train a classifier to match model outputs to the 207

options in a post-hoc step, instead of using the max- 208

imum probability of options {A, B, C, D} with a 209

single next-token prediction step. More concretely, 210

we randomly select 150 training samples and gener- 211

ate answers for these with all four LLMs (Llama2- 212

7b, Llama2-13b, Mistral-v0.1, and Mistral-v0.2), 213

resulting in 600 responses. We manually annotate 214

all the responses with the right options and use 215

these annotations to train a Mistral-Instruct-v0.2 216

model as the classifier, with 400 (200) train (test) 217

samples. Our classifier achieves 96.5% accuracy 218

and we use it in all experiments. The illustration 219

of our approach to evaluate LLMs performance on 220

S-MedQA can be found in Appendix A.8. 221

4 Results 222

Does Instruction Tuning Data Inject Knowl- 223

edge? Table 2 ‘Right answers’ shows the per- 224

formance of Mistral-v0.2 fine-tuned independently 225

on each specialty training set and tested on all six 226

specialty test sets. We also report the performance 227

after fine-tuning on the combined training set. We 228

observe that the models fine-tuned on the combined 229

dataset, as well as each single specialty, consis- 230

tently outperform the base model, demonstrating 231

the effectiveness of instruction fine-tuning. 232

However, when looking at the results of mod- 233
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Test Sets Cardio Gastro Infect Neuro Obstetrics Pediatrics avg.

Mistral-v0.2† 52.0 45.9 48.2 37.0 52.9 43.5 46.9

Right answers

Tr
ai

n
Se

ts
Cardio 55.8 54.7 47.4 44.0 54.8 47.2 50.6
Gastro 54.0 58.0 41.7 46.5 55.4 45.2 49.8
Infect 57.0 52.6 44.3 47.3 49.6 48.0 49.6
Neuro 52.5 52.4 40.6 43.5 51.5 50.3 48.3
Obstetrics 52.8 51.5 41.9 44.3 54.4 46.6 48.4
Pediatrics 53.0 45.9 43.2 40.5 49.6 44.3 46.0

Combined‡ 61.5 63.1 45.3 51.1 57.9 49.1 54.3

Wrong answers

Tr
ai

n
Se

ts

Cardio 25.5 24.4 28.1 24.5 22.3 26.7 25.1
Gastro 25.8 25.2 29.4 24.7 23.1 26.1 25.6
Infect 25.5 26.1 24.7 23.4 22.3 25.3 24.5
Neuro 28.7 27.2 24.7 23.9 22.5 20.5 24.7
Obstetrics 20.3 20.0 22.9 22.0 21.9 23.0 21.6
Pediatrics 24.3 25.4 29.2 25.5 23.8 23.3 25.2

Combined‡ 29.5 26.5 26.8 23.1 25.8 23.0 25.9

Table 2: Accuracy matrix for Mistral-v0.2 as the base model. †Model is applied without finetuning. ‡Model is
trained on the combination of all 6 specialty train sets. Right answers: For each specialty, we highlight the best
performance when fine-tuning on different specialty datasets in bold. We underline scores for models fine-tuned on
a training set of the same specialty. Surprisingly, 5 out of 6 best performances are not achieved by the model tuned
on the corresponding training set. Wrong answers: Models show near-random performance.

els fine-tuned on individual specialties, 5 out of234

the 6 best performances on each test set were not235

achieved by the model trained on the correspond-236

ing specialty’s data. E.g., the best performance on237

the Cardio test set (57.0%) was achieved by the238

model trained on Infect. This raises the question:239

are these score improvements truly indicative of240

knowledge acquisition or injection? If the improve-241

ments were due to knowledge injection, we would242

not expect the model trained on Infect to perform243

the best on the Cardio test set, as there is almost244

no knowledge existing in Infect that is relevant and245

useful to Cardio. This inconsistency suggests that246

the model’s enhanced performance may not solely247

reflect an increase in knowledge that is injected248

from the instruction data. The results of the other249

models are seen in Appendix A.9.250

Is Instruction Tuning Only Superficial? Lin251

et al. (2023) explains the score improvements after252

fine-tuning as learning the style or formats from253

instruction data rather than acquiring knowledge.254

To explore this hypothesis, we randomly changed255

the answers of the training set into one of the wrong256

options under the question while keeping the rest257

(formats/style) the same. Then we train LLMs with258

wrong-answer instructions under the same setting259

and test on the original shuffled test sets.260

Table 2 ‘Wrong answers’ shows the results. It is261

easy to see that most performances drop to around262

25%, meaning that incorrect information severely 263

harms the performance of LLMs. Moreover, the 264

negative impact is transferred to all other special- 265

ties, even though the models have never been fine- 266

tuned on the corresponding “corrupted” data of 267

those specialties. We also note that the accuracy is 268

close to random guessing (∼ 25%) instead of con- 269

stantly producing wrong answers (∼ 0%), implying 270

that the models almost completely lose the ability 271

to tackle medical tasks accurately. Therefore, we 272

answer hypothesis H2 arguing that instruction data 273

that contains correct clinical knowledge is critical 274

to model performance, and its impact is far greater 275

than changing language styles alone. 276

5 Conclusions 277

In this paper, we present S-MedQA, the first medi- 278

cal instruction dataset annotated across 15 distinct 279

specialties. We use S-MedQA to investigate two 280

popular hypotheses but now in the medical domain. 281

Our findings show that 1) fine-tuning with medical 282

instruction data can improve LLMs’ performance, 283

but the improvements can not be solely explained 284

as extra knowledge injection; and 2) LLMs acquire 285

content information that is far more than stylistic 286

adaptations from instruction data. However, the 287

actual effect of instruction data is still unclear. We 288

suggest future research to further explore the role 289

of instruction tuning. 290
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Limitations291

We limited our experiments to the medical domain.292

However, the findings’ generalizability to other293

knowledge-intense domains is unknown. Also, we294

only allow GPT-3.5 to assign a single specialty to295

each example to obtain a unique ‘ground truth’.296

This might have led to suboptimal performance297

since some examples could be relevant to multiple298

specialties and might not reflect the multifaceted299

nature of our scenario along with other real-world300

cases. Further research is needed to investigate the301

role of instruction data in different domains and to302

explore the possibility of multi-view annotation.303
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moved the list of specialties to the end of the user396

prompt in prompt 4 and changed the format of397

the user prompt to follow the examples by adding398

“Question:” and “Answer:” in prompt 5.399

A.2 Distribution of predicted specialties400

In Figure 2 we show the distribution of samples401

across specialties. We show the 15 specialties we402

include in S-MedQA in dark blue, comprising in403

total 70.0% / 70.7% / 70.1% of the entire train /404

validation / test sets. We do not include the rest of405

the specialties due to too few samples.406

A.3 Examples and reasons for excluding407

samples408

We carefully look into the samples that did not409

reach a vote of three together with the medical ex-410

pert and noticed that most of these examples are411

ambiguous in terms of medical specialties. They412

are therefore difficult to be classified into one sin-413

gle specialty. For instance, many disagreements414

occur with Neurology and Emergency Medicine in415

an emergent neurological issue, such as the follow-416

ing question:417

A 78-year-old man is brought to the418

emergency department by ambulance419

30 minutes after the sudden onset of420

speech difficulties and right-sided arm421

and leg weakness. Examination shows422

paralysis and hypoesthesia on the right423

side, positive Babinski sign on the right,424

and slurred speech. A CT scan of the425

head shows a hyperdensity in the left426

middle cerebral artery and no evidence427

of intracranial bleeding. The patient’s428

symptoms improve rapidly after pharma-429

cotherapy is initiated and his weakness430

completely resolves. Which of the follow-431

ing drugs was most likely administered?432

According to the expert, both Neurology and433

Emergency Medicine apply to this situation, as they434

contain clinical knowledge from both specialties435

and require collaboration of these two specialties in436

clinical practices. Also, classifying it exclusively437

into one of the specialties requires extra expertise438

that could be beyond the capabilities of GPT-3.5,439

e.g. classify as Emergency Medicine if the question440

itself mainly focuses on maintaining vital signs,441

and Neurology when it comes to subsequent treat-442

ment phases. It is hard and unclear whether we443

should classify this type of questions into either 444

specialty, thus we do not include these examples. 445

Another kind of sample we exclude are those 446

classified as "Others", i.e., not belonging to any 447

specialty in the given list of 55 specialties recog- 448

nized by the EU. Here is an example: 449

A resident in the department of ob- 450

stetrics and gynecology is reading about 451

a randomized clinical trial from the late 452

1990s that was conducted to compare 453

breast cancer mortality risk, disease lo- 454

calization, and tumor size in women who 455

were randomized to groups receiving ei- 456

ther annual mammograms starting at 457

age 40 or annual mammograms start- 458

ing at age 50. One of the tables in 459

the study compares the two experimen- 460

tal groups with regard to socioeconomic 461

demographics (e.g., age, income), medi- 462

cal conditions at the time of recruitment, 463

and family history of breast cancer. The 464

purpose of this table is most likely to eval- 465

uate which of the following? 466

This question belongs to Clinical Trial Design 467

instead of any listed clinical specialties and does 468

not contain knowledge required for daily clinical 469

practices. Similar cases also include Toxicology, 470

Epidemiology, and Medical Ethics. We thus also 471

exclude such samples from S-MedQA. 472

A.4 Clinical specialty benchmark description 473

In Table 3, we show the 15 specialties we include 474

in S-MedQA, as well as their respective numbers 475

of samples in the train set. The 3 numbers in each 476

block represent the number of samples obtained 477

via majority voting of 3+, 4+, and 5. 478

A.5 Accuracy vs. coverage trade-off of 479

GPT-3.5 predictions 480

Prompts

#1 #2 #3 #4 #5

Accuracy(%) 76.0 72.8 73.0 73.8 80.2

Table 4: Accuracy of each prompt. Prompt #i refers to
Figures 4–8 in Appendix A.1.

In Table 4, we list the results of our manual val- 481

idation. The accuracy when using only a single 482

prompt ranges from 73% to 80%. We also report 483
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Figure 2: The distribution of all specialties classified by GPT-3.5. The dark blue specialties are the 15 we finally
included in our benchmark.

Number of Votes (out of 5) 3+ 4+ 5

Cardiology 705 576 454
Gastroenterology 681 562 418

Obstetrics and gynecology 658 577 444
Neurology 630 507 325

Infectious diseases 541 346 151
Pediatrics 529 328 144

Emergency medicine 488 340 207
Psychiatry 460 405 331

Hematology 457 387 300
Endocrinology 452 368 275

Nephrology 362 313 236
Dermatology 339 298 237
Orthopedics 293 244 194

Respiratory medicine 280 202 98
Rheumatology 250 216 168

Total 7125 5669 3982

Table 3: Train sets description. Number of samples of
the 15 specialties using different minimal numbers of
votes (3+, 4+, 5) in the train sets included in S-MedQA.

the coverage and accuracy after applying different484

majority voting strategies, (i.e. at least 3, 4, 5 re-485

sponses reach an agreement). Only the questions486

that obtain at least this number of votes are kept.487

There is an inherent trade-off between accuracy and488

coverage when deciding the threshold to use for489

majority voting (i.e., requiring a minimum of 3, 4,490

or 5 votes to agree in order to include an example).491

In practice, we release all individual prompt pre-492

dictions, as well as three versions of the dataset for493

majority voting with a minimum of 3+, 4+, and 5494

votes. A coverage of 89.1% of the data leads to clin-495

ical specialties that are 90.8% accurate, whereas in496

the other side of the spectrum, we can obtain an497

accuracy of 97.8% while the coverage decreases to498

49.2%. By sharing multiple versions of S-MedQA,499

we cater to different users’ needs. Users can then500

use more data (coverage of 89.1%) if their use-501

case can cope with mistakes in the order of 10%502

(majority voting 3+); if the use-case requires data503

akin to gold-standard, i.e., error-free, users can use504

majority voting 5 (which basically requires all 5 505

prompts to agree for an example to be included), 506

which provides an accuracy of 97.8%. 507

A.6 Prompt for LLM tuning and inferring 508

An example of the prompt we use for LLM tuning 509

and inferring in all our experiments is as follows: 510

511

[INST] Please read the multiple-choice question 512

below carefully and select ONE of the listed 513

options and only give a single letter. 514

Question: A 62-year-old woman presents for a 515

regular check-up. She complains of lightheaded- 516

ness and palpitations which occur episodically. 517

Past medical history is significant for a myocardial 518

infarction 6 months ago and NYHA class II 519

chronic heart failure. She also was diagnosed with 520

grade I arterial hypertension 4 years ago. Current 521

medications are aspirin 81 mg, atorvastatin 10 mg, 522

enalapril 10 mg, and metoprolol 200 mg daily. 523

Her vital signs are a blood pressure of 135/90 524

mm Hg, a heart rate of 125/min, a respiratory 525

rate of 14/min, and a temperature of 36.50̆0b0C 526

(97.70̆0b0F). Cardiopulmonary examination is 527

significant for irregular heart rhythm and decreased 528

S1 intensity. ECG is obtained and is shown in the 529

picture (see image). Echocardiography shows a 530

left ventricular ejection fraction of 39%. Which 531

of the following drugs is the best choice for rate 532

control in this patient? 533

A. Atenolol 534

B. Diltiazem 535

C. Propafenone 536

D. Digoxin 537

Answer: [/INST] D. Digoxin 538

A.7 Training settings and hyperparameters 539

We use LoRA (Hu et al., 2021) on all projec- 540

tion layers for the fine-tuning process in all ex- 541

periments. The hyperparameters are as follows: 542

learning rate=2e-5, rank=32, alpha=16, dropout 543
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Text Input
Question: A 28-year-old male presents to the 
emergency department with chest pain. He reports 
that one hour ago he was climbing the stairs in his 
home when he suddenly developed excruciating chest 
pain. He describes the pain as ripping and 
radiating to the back. The patient\u2019s past 
medical history is significant for a heart murmur 
that is being followed by his outpatient 
cardiologist. He takes no medications. The patient 
works as a carpenter and reports being monogamous 
with his wife. He denies any history of intravenous 
drug use or recent travel. In the emergency 
department, the patient\u2019s temperature is 
99.4\u00b0F (37.4\u00b0C), blood pressure is 94/56 
mmHg, pulse is 121/min, and respirations are 14/min. 
On physical exam, the patient appears to be in 
moderate distress and is clutching his chest. He is 
tall and has joint hypermobility. His breath sounds 
are equal and full bilaterally and has weak distal 
pulses.\n\nWhich of the following is most likely to 
be found in this patient?
Options:
A. Holosystolic, high-pitched blowing murmur at the 

lower left sternal border
B. Systolic ejection murmur at the right second 

intercostal space
C. Late systolic crescendo murmur at the apex with 

mid-systolic click
D. Mid-diastolic murmur at the left lower sternal 

border
Answer: C. Late systolic crescendo murmur at the 
apex with mid-systolic click

First Token Probability

A ·· B ·· C ·· D

“A” Suffer from selection bias

Based on the patient's symptoms and physical examination 
findings, the most likely diagnosis is a cardiac condition, 
specifically a mitral valve prolapse (MVP) with 
regurgitation.\n\nTherefore, the most likely murmur to be 
found in this patient is:\n\nA. Holosystolic, high-pitched 
blowing murmur at the lower left sternal border.\n\nThis is 
because MVP is characterized by a holosystolic murmur, 
which is a murmur that is heard throughout the cardiac 
cycle, and is often described as a high-pitched blowing 
sound. The location of the murmur at the lower left sternal 
border is also consistent with MVP.\n\nThe other options 
are not as likely to be found in this patient:\n\nB.
Systolic ejection murmur at the right second intercostal 
space: This type of murmur is more commonly found in 
patients with aortic stenosis, and is not the most likely 
diagnosis in this case.\n\nC. Late systolic crescendo 
murmur at the apex with mid-systolic click: This type of 
murmur is more commonly found in patients with mitral valve 
disease, but it is not the most likely diagnosis in this 
case.\n\nD. Mid-diastolic murmur at the left lower sternal 
border: This type of murmur is not consistent with the 
patient's symptoms and physical examination findings.

Text Output

Model Answer (A)

Explanations of 
Unselected Answers
(B, C, D)

Doesn’t work

Classifier
(Mistral-v0.2)

P(A) P(B) P(C) P(D)

String Matching

Figure 3: The illustration of first token probability, string matching, and our approach (classifier) to evaluating
LLMs performance on S-MedQA. We use text output instead of first token probability for evaluation because first
token probability suffers heavily from selection bias in multiple-choice question answering (Wang et al., 2024).
However, string matching does not work in some cases. Our classifier trained on Mistral-v0.2 works successfully
with an accuracy of 96.5%.

rate=0.1, batch size=8.544

A.8 Illustration of Evaluation Process545

Figure 3 illustrates the approach (classifier) we546

use to evaluate the performance of the models547

and counter the shortage of first token probabil-548

ity (Wang et al., 2024) and simple string matching.549

The classifier is trained based on Mistral-v0.2 and550

applied in all experiments.551

A.9 Cross-specialty evaluation results for552

Llama 13B, Mistral 7B v0.1 and v0.2553

In Tables 5, 6, and 7, we show cross-specialty eval-554

uation matrices for Llama2-7b-chat, Llama2-13b-555

chat, and Mistral-7b-instruct-v0.1 in addition to556

our main results (in §4). Here we also observe557

that the best performance on each per-specialty test558

set is not achieved by the model that is tuned on559

training data from the same specialty for Llama560

models. However, Mistral-7b-instruct-v0.1 shows561

an opposing trend: the best performance is almost562

always obtained with the model trained on the same563

specialty.564

When comparing these results with those ob-565

tained with Mistral-7b-instruct-v0.2 (in Table2 in566

our main paper), we note that results with Mistral-567

7b-instruct-v0.2 (in our main paper) are overall568

better than those obtained with Mistral-7b-instruct-569

v0.1 (in Table 7). We believe that answering why 570

some models better transfer within-specialty than 571

across-specialties (or vice-versa) warrants further 572

research on this topic. 573
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Test Sets

Cardio Gastro Infect Neuro Obstetrics Pediatrics avg.

Tr
ai

n
Se

ts
Cardio 34.3 29.1 32.6 28.3 31.5 29.5 31.0
Gastro 31.3 32.5 30.7 28.8 38.3 30.1 32.0
Infect 35.0 31.3 32.8 31.0 33.3 29.0 32.1
Neuro 32.8 26.3 35.4 31.3 33.5 36.1 32.7
Obstetrics 34.5 30.0 34.6 30.7 37.9 33.2 33.6
Pediatrics 30.5 27.8 34.1 25.8 33.5 31.0 30.7

Combined 42.0 40.1 38.5 37.2 42.5 36.1 39.4

Llama2-7b 36.0 36.3 36.7 34.6 40.6 41.4 37.7

Table 5: Cross-specialty Accuracy Matrix of Llama2-7b.

Test Sets

Cardio Gastro Infect Neuro Obstetrics Pediatrics avg.

Tr
ai

n
Se

ts

Cardio 38.3 34.7 41.1 28.5 38.8 31.8 35.8
Gastro 38.5 35.8 31.8 31.3 36.0 32.7 34.3
Infect 36.0 31.3 36.5 32.9 39.2 32.7 34.9
Neuroy 31.3 29.3 36.2 28.8 35.4 33.5 32.7
Obstetrics 33.5 29.5 36.5 30.4 36.0 32.7 33.3
Pediatrics 37.5 34.9 37.0 33.2 38.5 36.1 36.3

Combined 44.0 45.9 42.4 40.2 45.8 42.9 43.6

Llama2-13b 43.3 34.9 40.6 36.1 45.4 39.2 40.0

Table 6: Cross-specialty Accuracy Matrix of Llama2-13b.

Test Sets

Cardio Gastro Infect Neuro Obstetrics Pediatrics avg.

Tr
ai

n
Se

ts

Cardio 52.8 46.1 47.7 39.9 47.9 44.3 46.6
Gastro 48.3 50.4 41.1 40.2 47.5 44.3 45.2
Infect 51.5 42.7 49.0 44.3 47.5 43.5 46.5
Neuro 50.7 46.3 47.1 44.0 49.6 48.9 47.8
Obstetrics 45.8 44.2 44.3 41.3 53.8 46.3 46.1
Pediatrics 48.8 45.5 42.7 35.1 51.0 48.9 45.5

Combined 52.8 47.6 46.4 49.5 56.3 47.2 49.9

Mistral-v0.1 41.0 39.0 40.0 30.7 42.7 37.5 38.9

Table 7: Cross-specialty Accuracy Matrix of Mistral-v0.1

Figure 4: Prompt-1

### System: Please classify the medical multiple choice question into one of the following clinical specialties: *Emergency medicine*,
*Allergist*, *Anaesthetics*, *Cardiology*, *Child psychiatry*, *Clinical biology*, *Clinical chemistry*, *Clinical microbiology*, *Clinical
neurophysiology*, *Craniofacial surgery*, *Dermatology*, *Endocrinology*, *Family and General Medicine*, *Gastroenterologic
surgery*, *Gastroenterology*, *General Practice*, *General surgery*, *Geriatrics*, *Hematology*, *Immunology*, *Infectious diseases*,
*Internal medicine*, *Laboratory medicine*, *Nephrology*, *Neuropsychiatry*, *Neurology*, *Neurosurgery*, *Nuclear medicine*,
*Obstetrics and gynecology*, *Occupational medicine*, *Oncology*, *Ophthalmology*, *Oral and maxillofacial surgery*, *Orthopedics*,
*Otorhinolaryngology*, *Pediatric surgery*, *Pediatrics*, *Pathology*, *Pharmacology*, *Physical medicine and rehabilitation*, *Plastic
surgery*, *Podiatric surgery*, *Preventive medicine*, *Psychiatry*, *Public health*, *Radiation Oncology*, *Radiology*, *Respiratory
medicine*, *Rheumatology*, *Stomatology*, *Thoracic surgery*, *Tropical medicine*, *Urology*, *Vascular surgery*, *Venereology*, *Others*

### User: A 39-year-old woman comes to the physician because of an 8-month history of progressive fatigue, shortness of breath, and palpitations.
She has a history of recurrent episodes of joint pain and fever during childhood. She emigrated from India with her parents when she was 10 years
old. Cardiac examination shows an opening snap followed by a late diastolic rumble, which is best heard at the fifth intercostal space in the left
midclavicular line. This patient is at greatest risk for compression of which of the following structures?
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Figure 5: Prompt-2

### System: You are medical student taking a multiple choice exam. The knowledge of which of the following clinical specialties is the
most helpful to answering the question: *Emergency medicine*, *Allergist*, *Anaesthetics*, *Cardiology*, *Child psychiatry*, *Clinical
biology*, *Clinical chemistry*, *Clinical microbiology*, *Clinical neurophysiology*, *Craniofacial surgery*, *Dermatology*, *Endocrinology*,
*Family and General Medicine*, *Gastroenterologic surgery*, *Gastroenterology*, *General Practice*, *General surgery*, *Geriatrics*,
*Hematology*, *Immunology*, *Infectious diseases*, *Internal medicine*, *Laboratory medicine*, *Nephrology*, *Neuropsychiatry*,
*Neurology*, *Neurosurgery*, *Nuclear medicine*, *Obstetrics and gynecology*, *Occupational medicine*, *Oncology*, *Ophthalmology*,
*Oral and maxillofacial surgery*, *Orthopedics*, *Otorhinolaryngology*, *Pediatric surgery*, *Pediatrics*, *Pathology*, *Pharmacology*,
*Physical medicine and rehabilitation*, *Plastic surgery*, *Podiatric surgery*, *Preventive medicine*, *Psychiatry*, *Public health*, *Radiation
Oncology*, *Radiology*, *Respiratory medicine*, *Rheumatology*, *Stomatology*, *Thoracic surgery*, *Tropical medicine*, *Urology*,
*Vascular surgery*, *Venereology*, *Others*

Here are some examples:
Question: A 62-year-old woman presents for a regular check-up. She complains of lightheadedness and palpitations which occur episodically. Past
medical history is significant for a myocardial infarction 6 months ago and NYHA class II chronic heart failure. She also was diagnosed with
grade I arterial hypertension 4 years ago. Current medications are aspirin 81 mg, atorvastatin 10 mg, enalapril 10 mg, and metoprolol 200 mg
daily. Her vital signs are a blood pressure of 135/90 mm Hg, a heart rate of 125/min, a respiratory rate of 14/min, and a temperature of 36.5°C
(97.7°F). Cardiopulmonary examination is significant for irregular heart rhythm and decreased S1 intensity. ECG is obtained and is shown in the
picture (see image). Echocardiography shows a left ventricular ejection fraction of 39%. Which of the following drugs is the best choice for rate
control in this patient?
Answer: Cardiology
Question: A 68-year-old man comes to the physician because of recurrent episodes of nausea and abdominal discomfort for the past 4 months.
The discomfort is located in the upper abdomen and sometimes occurs after eating, especially after a big meal. He has tried to go for a walk after
dinner to help with digestion, but his complaints have only increased. For the past 3 weeks he has also had symptoms while climbing the stairs to
his apartment. He has type 2 diabetes mellitus, hypertension, and stage 2 peripheral arterial disease. He has smoked one pack of cigarettes daily
for the past 45 years. He drinks one to two beers daily and occasionally more on weekends. His current medications include metformin, enalapril,
and aspirin. He is 168 cm (5 ft 6 in) tall and weighs 126 kg (278 lb); BMI is 45 kg/m2. His temperature is 36.4°C (97.5°F), pulse is 78/min, and
blood pressure is 148/86 mm Hg. On physical examination, the abdomen is soft and nontender with no organomegaly. Foot pulses are absent
bilaterally. An ECG shows no abnormalities. Which of the following is the most appropriate next step in diagnosis?
Answer: Gastroenterology
Question: A 6-year-old male who recently immigrated to the United States from Asia is admitted to the hospital with dyspnea. Physical exam
reveals a gray pseudomembrane in the patient’s oropharynx along with lymphadenopathy. The patient develops myocarditis and expires on hospital
day 5. Which of the following would have prevented this patient’s presentation and decline?
Answer: Infectious diseases
Question: A 35-year-old woman with a history of Crohn disease presents for a follow-up appointment. She says that lately, she has started to
notice difficulty walking. She says that some of her friends have joked that she appears to be walking as if she was drunk. Past medical history is
significant for Crohn disease diagnosed 2 years ago, managed with natalizumab for the past year because her intestinal symptoms have become
severe and unresponsive to other therapies. On physical examination, there is gait and limb ataxia present. Strength is 4/5 in the right upper limb.
A T1/T2 MRI of the brain is ordered and is shown. Which of the following is the most likely diagnosis?
Answer: Neurology
Question: A 23-year-old G1 at 10 weeks gestation based on her last menstrual period is brought to the emergency department by her husband due
to sudden vaginal bleeding. She says that she has mild lower abdominal cramps and is feeling dizzy and weak. Her blood pressure is 100/60 mm
Hg, the pulse is 100/min, and the respiration rate is 15/min. She says that she has had light spotting over the last 3 days, but today the bleeding
increased markedly and she also noticed the passage of clots. She says that she has changed three pads since the morning. She has also noticed
that the nausea she was experiencing over the past few days has subsided. The physician examines her and notes that the cervical os is open and
blood is pooling in the vagina. Products of conception can be visualized in the os. The patient is prepared for a suction curettage. Which of the
following is the most likely cause for the pregnancy loss?
Answer: Obstetrics and gynecology
Question: An 8-month-old boy is brought to a medical office by his mother. The mother states that the boy has been very fussy and has not been
feeding recently. The mother thinks the baby has been gaining weight despite not feeding well. The boy was delivered vaginally at 39 weeks
gestation without complications. On physical examination, the boy is noted to be crying in his mother’s arms. There is no evidence of cyanosis,
and the cardiac examination is within normal limits. The crying intensifies when the abdomen is palpated. The abdomen is distended with tympany
in the left lower quadrant. You suspect a condition caused by the failure of specialized cells to migrate. What is the most likely diagnosis?
Answer: Pediatrics

### User: A 39-year-old woman comes to the physician because of an 8-month history of progressive fatigue, shortness of breath, and palpitations.
She has a history of recurrent episodes of joint pain and fever during childhood. She emigrated from India with her parents when she was 10 years
old. Cardiac examination shows an opening snap followed by a late diastolic rumble, which is best heard at the fifth intercostal space in the left
midclavicular line. This patient is at greatest risk for compression of which of the following structures?
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Figure 6: Prompt-3

### System: Please classify the medical multiple choice question into one of the following clinical specialties: *Emergency medicine*,
*Allergist*, *Anaesthetics*, *Cardiology*, *Child psychiatry*, *Clinical biology*, *Clinical chemistry*, *Clinical microbiology*, *Clinical
neurophysiology*, *Craniofacial surgery*, *Dermatology*, *Endocrinology*, *Family and General Medicine*, *Gastroenterologic
surgery*, *Gastroenterology*, *General Practice*, *General surgery*, *Geriatrics*, *Hematology*, *Immunology*, *Infectious diseases*,
*Internal medicine*, *Laboratory medicine*, *Nephrology*, *Neuropsychiatry*, *Neurology*, *Neurosurgery*, *Nuclear medicine*,
*Obstetrics and gynecology*, *Occupational medicine*, *Oncology*, *Ophthalmology*, *Oral and maxillofacial surgery*, *Orthopedics*,
*Otorhinolaryngology*, *Pediatric surgery*, *Pediatrics*, *Pathology*, *Pharmacology*, *Physical medicine and rehabilitation*, *Plastic
surgery*, *Podiatric surgery*, *Preventive medicine*, *Psychiatry*, *Public health*, *Radiation Oncology*, *Radiology*, *Respiratory
medicine*, *Rheumatology*, *Stomatology*, *Thoracic surgery*, *Tropical medicine*, *Urology*, *Vascular surgery*, *Venereology*, *Others*

Here are some examples:
Question: A 62-year-old woman presents for a regular check-up. She complains of lightheadedness and palpitations which occur episodically. Past
medical history is significant for a myocardial infarction 6 months ago and NYHA class II chronic heart failure. She also was diagnosed with
grade I arterial hypertension 4 years ago. Current medications are aspirin 81 mg, atorvastatin 10 mg, enalapril 10 mg, and metoprolol 200 mg
daily. Her vital signs are a blood pressure of 135/90 mm Hg, a heart rate of 125/min, a respiratory rate of 14/min, and a temperature of 36.5°C
(97.7°F). Cardiopulmonary examination is significant for irregular heart rhythm and decreased S1 intensity. ECG is obtained and is shown in the
picture (see image). Echocardiography shows a left ventricular ejection fraction of 39%. Which of the following drugs is the best choice for rate
control in this patient?
Answer: Cardiology
Question: A 68-year-old man comes to the physician because of recurrent episodes of nausea and abdominal discomfort for the past 4 months.
The discomfort is located in the upper abdomen and sometimes occurs after eating, especially after a big meal. He has tried to go for a walk after
dinner to help with digestion, but his complaints have only increased. For the past 3 weeks he has also had symptoms while climbing the stairs to
his apartment. He has type 2 diabetes mellitus, hypertension, and stage 2 peripheral arterial disease. He has smoked one pack of cigarettes daily
for the past 45 years. He drinks one to two beers daily and occasionally more on weekends. His current medications include metformin, enalapril,
and aspirin. He is 168 cm (5 ft 6 in) tall and weighs 126 kg (278 lb); BMI is 45 kg/m2. His temperature is 36.4°C (97.5°F), pulse is 78/min, and
blood pressure is 148/86 mm Hg. On physical examination, the abdomen is soft and nontender with no organomegaly. Foot pulses are absent
bilaterally. An ECG shows no abnormalities. Which of the following is the most appropriate next step in diagnosis?
Answer: Gastroenterology
Question: A 6-year-old male who recently immigrated to the United States from Asia is admitted to the hospital with dyspnea. Physical exam
reveals a gray pseudomembrane in the patient’s oropharynx along with lymphadenopathy. The patient develops myocarditis and expires on hospital
day 5. Which of the following would have prevented this patient’s presentation and decline?
Answer: Infectious diseases
Question: A 35-year-old woman with a history of Crohn disease presents for a follow-up appointment. She says that lately, she has started to
notice difficulty walking. She says that some of her friends have joked that she appears to be walking as if she was drunk. Past medical history is
significant for Crohn disease diagnosed 2 years ago, managed with natalizumab for the past year because her intestinal symptoms have become
severe and unresponsive to other therapies. On physical examination, there is gait and limb ataxia present. Strength is 4/5 in the right upper limb.
A T1/T2 MRI of the brain is ordered and is shown. Which of the following is the most likely diagnosis?
Answer: Neurology
Question: A 23-year-old G1 at 10 weeks gestation based on her last menstrual period is brought to the emergency department by her husband due
to sudden vaginal bleeding. She says that she has mild lower abdominal cramps and is feeling dizzy and weak. Her blood pressure is 100/60 mm
Hg, the pulse is 100/min, and the respiration rate is 15/min. She says that she has had light spotting over the last 3 days, but today the bleeding
increased markedly and she also noticed the passage of clots. She says that she has changed three pads since the morning. She has also noticed
that the nausea she was experiencing over the past few days has subsided. The physician examines her and notes that the cervical os is open and
blood is pooling in the vagina. Products of conception can be visualized in the os. The patient is prepared for a suction curettage. Which of the
following is the most likely cause for the pregnancy loss?
Answer: Obstetrics and gynecology
Question: An 8-month-old boy is brought to a medical office by his mother. The mother states that the boy has been very fussy and has not been
feeding recently. The mother thinks the baby has been gaining weight despite not feeding well. The boy was delivered vaginally at 39 weeks
gestation without complications. On physical examination, the boy is noted to be crying in his mother’s arms. There is no evidence of cyanosis,
and the cardiac examination is within normal limits. The crying intensifies when the abdomen is palpated. The abdomen is distended with tympany
in the left lower quadrant. You suspect a condition caused by the failure of specialized cells to migrate. What is the most likely diagnosis?
Answer: Pediatrics

### User: A 39-year-old woman comes to the physician because of an 8-month history of progressive fatigue, shortness of breath, and palpitations.
She has a history of recurrent episodes of joint pain and fever during childhood. She emigrated from India with her parents when she was 10 years
old. Cardiac examination shows an opening snap followed by a late diastolic rumble, which is best heard at the fifth intercostal space in the left
midclavicular line. This patient is at greatest risk for compression of which of the following structures?
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Figure 7: Prompt-4

### System: Please classify the medical multiple choice question into one of the clinical specialties.

Here are some examples:
Question: A 62-year-old woman presents for a regular check-up. She complains of lightheadedness and palpitations which occur episodically. Past
medical history is significant for a myocardial infarction 6 months ago and NYHA class II chronic heart failure. She also was diagnosed with
grade I arterial hypertension 4 years ago. Current medications are aspirin 81 mg, atorvastatin 10 mg, enalapril 10 mg, and metoprolol 200 mg
daily. Her vital signs are a blood pressure of 135/90 mm Hg, a heart rate of 125/min, a respiratory rate of 14/min, and a temperature of 36.5°C
(97.7°F). Cardiopulmonary examination is significant for irregular heart rhythm and decreased S1 intensity. ECG is obtained and is shown in the
picture (see image). Echocardiography shows a left ventricular ejection fraction of 39%. Which of the following drugs is the best choice for rate
control in this patient?
Answer: Cardiology
Question: A 68-year-old man comes to the physician because of recurrent episodes of nausea and abdominal discomfort for the past 4 months.
The discomfort is located in the upper abdomen and sometimes occurs after eating, especially after a big meal. He has tried to go for a walk after
dinner to help with digestion, but his complaints have only increased. For the past 3 weeks he has also had symptoms while climbing the stairs to
his apartment. He has type 2 diabetes mellitus, hypertension, and stage 2 peripheral arterial disease. He has smoked one pack of cigarettes daily
for the past 45 years. He drinks one to two beers daily and occasionally more on weekends. His current medications include metformin, enalapril,
and aspirin. He is 168 cm (5 ft 6 in) tall and weighs 126 kg (278 lb); BMI is 45 kg/m2. His temperature is 36.4°C (97.5°F), pulse is 78/min, and
blood pressure is 148/86 mm Hg. On physical examination, the abdomen is soft and nontender with no organomegaly. Foot pulses are absent
bilaterally. An ECG shows no abnormalities. Which of the following is the most appropriate next step in diagnosis?
Answer: Gastroenterology
Question: A 6-year-old male who recently immigrated to the United States from Asia is admitted to the hospital with dyspnea. Physical exam
reveals a gray pseudomembrane in the patient’s oropharynx along with lymphadenopathy. The patient develops myocarditis and expires on hospital
day 5. Which of the following would have prevented this patient’s presentation and decline?
Answer: Infectious diseases
Question: A 35-year-old woman with a history of Crohn disease presents for a follow-up appointment. She says that lately, she has started to
notice difficulty walking. She says that some of her friends have joked that she appears to be walking as if she was drunk. Past medical history is
significant for Crohn disease diagnosed 2 years ago, managed with natalizumab for the past year because her intestinal symptoms have become
severe and unresponsive to other therapies. On physical examination, there is gait and limb ataxia present. Strength is 4/5 in the right upper limb.
A T1/T2 MRI of the brain is ordered and is shown. Which of the following is the most likely diagnosis?
Answer: Neurology
Question: A 23-year-old G1 at 10 weeks gestation based on her last menstrual period is brought to the emergency department by her husband due
to sudden vaginal bleeding. She says that she has mild lower abdominal cramps and is feeling dizzy and weak. Her blood pressure is 100/60 mm
Hg, the pulse is 100/min, and the respiration rate is 15/min. She says that she has had light spotting over the last 3 days, but today the bleeding
increased markedly and she also noticed the passage of clots. She says that she has changed three pads since the morning. She has also noticed
that the nausea she was experiencing over the past few days has subsided. The physician examines her and notes that the cervical os is open and
blood is pooling in the vagina. Products of conception can be visualized in the os. The patient is prepared for a suction curettage. Which of the
following is the most likely cause for the pregnancy loss?
Answer: Obstetrics and gynecology
Question: An 8-month-old boy is brought to a medical office by his mother. The mother states that the boy has been very fussy and has not been
feeding recently. The mother thinks the baby has been gaining weight despite not feeding well. The boy was delivered vaginally at 39 weeks
gestation without complications. On physical examination, the boy is noted to be crying in his mother’s arms. There is no evidence of cyanosis,
and the cardiac examination is within normal limits. The crying intensifies when the abdomen is palpated. The abdomen is distended with tympany
in the left lower quadrant. You suspect a condition caused by the failure of specialized cells to migrate. What is the most likely diagnosis?
Answer: Pediatrics

### User: A 39-year-old woman comes to the physician because of an 8-month history of progressive fatigue, shortness of breath, and palpitations.
She has a history of recurrent episodes of joint pain and fever during childhood. She emigrated from India with her parents when she was 10 years
old. Cardiac examination shows an opening snap followed by a late diastolic rumble, which is best heard at the fifth intercostal space in the left
midclavicular line. This patient is at greatest risk for compression of which of the following structures?
Please classify the medical multiple choice question into one of the following clinical specialties: *Emergency medicine*, *Allergist*,
*Anaesthetics*, *Cardiology*, *Child psychiatry*, *Clinical biology*, *Clinical chemistry*, *Clinical microbiology*, *Clinical
neurophysiology*, *Craniofacial surgery*, *Dermatology*, *Endocrinology*, *Family and General Medicine*, *Gastroenterologic
surgery*, *Gastroenterology*, *General Practice*, *General surgery*, *Geriatrics*, *Hematology*, *Immunology*, *Infectious diseases*,
*Internal medicine*, *Laboratory medicine*, *Nephrology*, *Neuropsychiatry*, *Neurology*, *Neurosurgery*, *Nuclear medicine*,
*Obstetrics and gynecology*, *Occupational medicine*, *Oncology*, *Ophthalmology*, *Oral and maxillofacial surgery*, *Orthopedics*,
*Otorhinolaryngology*, *Pediatric surgery*, *Pediatrics*, *Pathology*, *Pharmacology*, *Physical medicine and rehabilitation*, *Plastic
surgery*, *Podiatric surgery*, *Preventive medicine*, *Psychiatry*, *Public health*, *Radiation Oncology*, *Radiology*, *Respiratory
medicine*, *Rheumatology*, *Stomatology*, *Thoracic surgery*, *Tropical medicine*, *Urology*, *Vascular surgery*, *Venereology*, *Others*
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Figure 8: Prompt-5

### System: Please classify the medical multiple choice question into one of the following clinical specialties: *Emergency medicine*,
*Allergist*, *Anaesthetics*, *Cardiology*, *Child psychiatry*, *Clinical biology*, *Clinical chemistry*, *Clinical microbiology*, *Clinical
neurophysiology*, *Craniofacial surgery*, *Dermatology*, *Endocrinology*, *Family and General Medicine*, *Gastroenterologic
surgery*, *Gastroenterology*, *General Practice*, *General surgery*, *Geriatrics*, *Hematology*, *Immunology*, *Infectious diseases*,
*Internal medicine*, *Laboratory medicine*, *Nephrology*, *Neuropsychiatry*, *Neurology*, *Neurosurgery*, *Nuclear medicine*,
*Obstetrics and gynecology*, *Occupational medicine*, *Oncology*, *Ophthalmology*, *Oral and maxillofacial surgery*, *Orthopedics*,
*Otorhinolaryngology*, *Pediatric surgery*, *Pediatrics*, *Pathology*, *Pharmacology*, *Physical medicine and rehabilitation*, *Plastic
surgery*, *Podiatric surgery*, *Preventive medicine*, *Psychiatry*, *Public health*, *Radiation Oncology*, *Radiology*, *Respiratory
medicine*, *Rheumatology*, *Stomatology*, *Thoracic surgery*, *Tropical medicine*, *Urology*, *Vascular surgery*, *Venereology*, *Others*

Here are some examples:
Question: A 62-year-old woman presents for a regular check-up. She complains of lightheadedness and palpitations which occur episodically. Past
medical history is significant for a myocardial infarction 6 months ago and NYHA class II chronic heart failure. She also was diagnosed with
grade I arterial hypertension 4 years ago. Current medications are aspirin 81 mg, atorvastatin 10 mg, enalapril 10 mg, and metoprolol 200 mg
daily. Her vital signs are a blood pressure of 135/90 mm Hg, a heart rate of 125/min, a respiratory rate of 14/min, and a temperature of 36.5°C
(97.7°F). Cardiopulmonary examination is significant for irregular heart rhythm and decreased S1 intensity. ECG is obtained and is shown in the
picture (see image). Echocardiography shows a left ventricular ejection fraction of 39%. Which of the following drugs is the best choice for rate
control in this patient?
Answer: Cardiology
Question: A 68-year-old man comes to the physician because of recurrent episodes of nausea and abdominal discomfort for the past 4 months.
The discomfort is located in the upper abdomen and sometimes occurs after eating, especially after a big meal. He has tried to go for a walk after
dinner to help with digestion, but his complaints have only increased. For the past 3 weeks he has also had symptoms while climbing the stairs to
his apartment. He has type 2 diabetes mellitus, hypertension, and stage 2 peripheral arterial disease. He has smoked one pack of cigarettes daily
for the past 45 years. He drinks one to two beers daily and occasionally more on weekends. His current medications include metformin, enalapril,
and aspirin. He is 168 cm (5 ft 6 in) tall and weighs 126 kg (278 lb); BMI is 45 kg/m2. His temperature is 36.4°C (97.5°F), pulse is 78/min, and
blood pressure is 148/86 mm Hg. On physical examination, the abdomen is soft and nontender with no organomegaly. Foot pulses are absent
bilaterally. An ECG shows no abnormalities. Which of the following is the most appropriate next step in diagnosis?
Answer: Gastroenterology
Question: A 6-year-old male who recently immigrated to the United States from Asia is admitted to the hospital with dyspnea. Physical exam
reveals a gray pseudomembrane in the patient’s oropharynx along with lymphadenopathy. The patient develops myocarditis and expires on hospital
day 5. Which of the following would have prevented this patient’s presentation and decline?
Answer: Infectious diseases
Question: A 35-year-old woman with a history of Crohn disease presents for a follow-up appointment. She says that lately, she has started to
notice difficulty walking. She says that some of her friends have joked that she appears to be walking as if she was drunk. Past medical history is
significant for Crohn disease diagnosed 2 years ago, managed with natalizumab for the past year because her intestinal symptoms have become
severe and unresponsive to other therapies. On physical examination, there is gait and limb ataxia present. Strength is 4/5 in the right upper limb.
A T1/T2 MRI of the brain is ordered and is shown. Which of the following is the most likely diagnosis?
Answer: Neurology
Question: A 23-year-old G1 at 10 weeks gestation based on her last menstrual period is brought to the emergency department by her husband due
to sudden vaginal bleeding. She says that she has mild lower abdominal cramps and is feeling dizzy and weak. Her blood pressure is 100/60 mm
Hg, the pulse is 100/min, and the respiration rate is 15/min. She says that she has had light spotting over the last 3 days, but today the bleeding
increased markedly and she also noticed the passage of clots. She says that she has changed three pads since the morning. She has also noticed
that the nausea she was experiencing over the past few days has subsided. The physician examines her and notes that the cervical os is open and
blood is pooling in the vagina. Products of conception can be visualized in the os. The patient is prepared for a suction curettage. Which of the
following is the most likely cause for the pregnancy loss?
Answer: Obstetrics and gynecology
Question: An 8-month-old boy is brought to a medical office by his mother. The mother states that the boy has been very fussy and has not been
feeding recently. The mother thinks the baby has been gaining weight despite not feeding well. The boy was delivered vaginally at 39 weeks
gestation without complications. On physical examination, the boy is noted to be crying in his mother’s arms. There is no evidence of cyanosis,
and the cardiac examination is within normal limits. The crying intensifies when the abdomen is palpated. The abdomen is distended with tympany
in the left lower quadrant. You suspect a condition caused by the failure of specialized cells to migrate. What is the most likely diagnosis?
Answer: Pediatrics

### User: Question: A 39-year-old woman comes to the physician because of an 8-month history of progressive fatigue, shortness of breath, and
palpitations. She has a history of recurrent episodes of joint pain and fever during childhood. She emigrated from India with her parents when she
was 10 years old. Cardiac examination shows an opening snap followed by a late diastolic rumble, which is best heard at the fifth intercostal space
in the left midclavicular line. This patient is at greatest risk for compression of which of the following structures?
Answer:
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