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Abstract
Precise robot manipulations require rich spatial
information in imitation learning, which remains
a challenge in both 2D and 3D based policies.
To tackle this problem, we present RISE, an end-
to-end baseline for real-world imitation learning,
which predicts continuous actions directly from
single-view point clouds. It compresses the point
cloud to tokens with a sparse 3D encoder. Af-
ter adding sparse positional encoding, the tokens
are featurized using a transformer. Finally, the
features are decoded into robot actions by a dif-
fusion head. Trained with 50 demonstrations for
each real-world task, RISE surpasses currently
representative 2D and 3D policies by a large mar-
gin, showcasing significant advantages in both
accuracy and efficiency. Project website: rise-
policy.github.io.

1. Introduction
Recent work has made significant strides in imitation learn-
ing in an end-to-end fashion (Brohan et al., 2023; Chi et al.,
2023; Fang et al., 2024a;b; Zhao et al., 2023), which opens
new possibilities for addressing complex manipulation tasks
and drives research in the field of manipulation (Rahmati-
zadeh et al., 2018).

Spatial information is crucial for precise manipulations.
Image-based imitation learning tends to learn implicit spa-
tial representations from fixed camera views (Brohan et al.,
2023; Chi et al., 2023; Fang et al., 2024a; Ha et al., 2023;
Team et al., 2023; Zhao et al., 2023). Many of these ap-
proaches utilize distinct image encoders for each view and
increase the number of cameras to enhance stability and
precision, consequently increasing the number of network
parameters and computational overhead.

Recently, imitation learning based on point clouds is draw-

1Shanghai Noematrix Intelligence Technology Ltd. 2Shanghai
Jiao Tong University. Correspondence to: Hao-Shu Fang
<fhaoshu@gmail.com>, Cewu Lu <lucewu@sjtu.edu.cn>.

Proceedings of the 41 st International Conference on Machine
Learning, Vienna, Austria. PMLR 235, 2024. Copyright 2024 by
the author(s).

R
ea

l-W
or

ld
 R

ob
ot

 Im
ita

tio
n

global
RGBD
camera

robotic arm
with gripper

Effective Generalization

Arbitrary Object Position within Workspace Novel Workspace (z + 0.13m) Novel Camera View

workspace

C
on
tin
uo
us

A
ct

io
n

3D
 

Po
in

t C
lo

ud

RISE

policy prediction📈 robot execution🤖

📈

Figure 1. RISE focuses on real-world robot imitation settings
with a noisy single-view partial point cloud as input, and outputs
continuous robot actions. While simple, it shows effective gen-
eralization ability across object locations, novel workspaces, and
novel camera views.

ing increasing interest in our community (Chen et al., 2023;
Gervet et al., 2023; Goyal et al., 2023; Guhur et al., 2022;
James et al., 2022; Shridhar et al., 2022; Xian et al., 2023;
Ze et al., 2023). Most of the 3D-based methods learn to
predict the next keyframe as opposed to continuous actions,
which often struggle with tasks involving frequent contacts
and abrupt environmental changes. Meanwhile, address-
ing the annotation of keyframes at scale for real-world data
necessitates additional manual effort.

In this work, we propose an end-to-end imitation baseline,
RISE, a method leveraging 3D perception to make real-
world robot imitation simple and effective. RISE takes
point clouds from a single-view RGB-D camera as input
directly, and outputs continuous action trajectories.

We test RISE in 6 real-world tasks, where all the objects
are randomly arranged throughout the entire workspace.
Trained on 50 demonstrations for each task, RISE signifi-
cantly outperforms other representative methods and keeps
stable when the number of objects increases. We also find
that RISE is more robust to environmental disturbance,
which enhances error tolerance of real-world deployment.

2. Method
Given a point cloud Ot = {P t

i = (xt
i, y

t
i , z

t
i , r

t
i , g

t
i , b

t
i)} as

the observation at time t, RISE aims to predict the next n-
step robot actions At = {At+1, At+2, · · · , At+n}, where
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Figure 2. Overview of RISE architecture. The input of RISE is a
noisy point cloud captured from the real world. A 3D encoder built
with sparse convolution is employed to compress the point cloud
into tokens. The tokens are fed into the transformer encoder after
adding sparse positional encoding. A readout token is used to query
the action features from the transformer decoder. Conditioned
on the action features, the Gaussian samples are denoised into
continuous actions iteratively using a diffusion head.

Ai contains the translation, rotation and width of the grip-
per. Due to the large domain gap between point clouds
and robot actions, it is challenging to learn the approxima-
tion f : Ot → At directly. To model the process, RISE
is decomposed into three functions: a sparse 3D encoder
hE : Ot → F t

P, a transformer hT : F t
P → F t

A and an
action decoder hD : F t

A → At, where F t
P and F t

A denote
the features of point clouds and actions respectively. The
overview of RISE architecture is illustrated in Fig. 2.

2.1. Modeling Point Clouds using Sparse 3D Encoder

The most significant difference between point cloud data
and images is that point clouds are sparse and unorganized,
which makes CNNs unsuitable to be applied to the points.
For inputs at different scales, the computation efficiency
and flexibility of a model should be taken into considera-
tion. We employ a 3D encoder built on sparse convolution
(Choy et al., 2019). It keeps most of the standard convolu-
tion, while only computes outputs on predefined coordinates.
Such an operator saves computation and inherits the core
advantage of conventional convolution.

The sparse 3D encoder hE adopts a shallow ResNet ar-
chitecture (He et al., 2016). It is composed of one initial
convolution layer, four residual blocks, and one final con-
volution layer, with five 2× sparse pooling layers between
every two components. The number of layers can be freely
increased, while the evaluation results demonstrate that a
shallow encoder is sufficient for our experiments.

By hE, the voxelized point cloud Ot is encoded to sparse
point features F t

P in an efficient way, avoiding redundant
computing on huge empty space. F t

P is then fed into the
transformer hT as sparse tokens. For Ot cropped in 1× 1×
1m3 space, F t

P contains only 60 ∼ 80 tokens. Although the
token number is less than the one in ACT (Zhao et al., 2023)
(300 per image), experiments in §3.3 show that point cloud
based ACT still outperforms the original implementation.

2.2. Transformer with Sparse Point Tokens

We adopt transformer (Vaswani et al., 2017) to implement
the mapping from point features F t

P to action features F t
A.

While the positional encoding for image tokens is dense
and natural, sparse point tokens could not be processed in
the same manner. We instead introduce sparse positional
encoding for point tokens.

Let (x, y, z) be the coordinate of the point token P with
d-dimension, the position of P is defined as

posk =
k

v
+ c, k ∈ {x, y, z},

pos = [posx, posy, posz],
(1)

where c and v are fixed offsets, and [·] stands for vector
concatenation. The encoding dimension along each axis is
dx = dy = ⌊d/3⌋, dz = d− dx − dy. The position encod-
ing of P is computed by SPE = [SPEx, SPEy, SPEz]
where

SPEk
(pos,2i) = sin

posk
100002i/dk

SPEk
(pos,2i+1) = cos

posk
100002i/dk

, k ∈ {x, y, z}

(2)

With the help of sparse positional encoding, we effectively
capture intricate 3D spatial relationships among unordered
points, which enables seamless embedding of the 3D fea-
tures into conventional transformers.

The transformer hT utilizes an encoder-decoder architec-
ture, taking point features F t

P as input tokens without other
proprioceptive signals. In the transformer decoding step, we
use one readout token to query action features F t

A.

2.3. Diffusion as Action Decoder

The action decoder hD is implemented as a denoising pro-
cess by diffusion (Chi et al., 2023; Ho et al., 2020; Janner
et al., 2022). Conditioning on F t

A, hD denoises the Gaussian
noises N (0, σ2I) to actions At iteratively. The denoising
process of step k is

At
k−1 = α(At

k − γϵθ(Ot,At
k, k) +N (0, σ2I)), (3)

where ϵθ is a network predicting noises with parameters
θ, α, γ and σ are hyperparameters related to k in noise
schedule. The objective function is the simplified objective
in (Ho et al., 2020). We use the DDIM scheduler (Song
et al., 2021) to accelerate the inference speed in real-world
experiments.

The regression head is also frequently employed due to its
simplicity (Gervet et al., 2023; Guhur et al., 2022; Jang
et al., 2021; Zhao et al., 2023), whereas the diffusion head
excels in handling scenes with multiple targets. Moreover,
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diffusion produces diverse trajectories to the same target, as
opposed to averaging learned trajectories (Chi et al., 2023).

For all tasks in our experiments, RISE adopts a unified ac-
tion representation in the camera coordinate system, which
is composed of translations, rotations, and gripper widths.
We opt for absolute position for translation and 6D repre-
sentation (Zhou et al., 2019) for rotation with continuity
considerations.

3. Experiments

Collect Pens. Collect the marker pens into the bowl.

Collect Cups. Collect the cups into the large metal cup.

Pick-and-Place

Long Horizon

Pour Balls. Grasp the cup, pour the balls in the cup to the bowl, and 
drop the cup into the basket.

6-DoF

……

……

…………

Evaluation Setup

Stack Blocks. Stack the blocks together in the order of block size.

Stack Blocks: ~28s / ~56s / ~76s  for 2 / 3 / 4 blocks

Collect Cups: ~15s / cup
Collect Pens: ~30s / pen

Push Block. Push the block into the goal area using the gripper. 

Push Ball. Push the soccer ball into the goal area using the marker pen.

Push-to-Goal Push Block: ~48s

Pour Balls: ~47s

Push Ball: ~42s

Figure 3. Definition of the tasks in the experiments. During evalu-
ation, each task is randomly initialized within the robot workspace.
For each task, only 3 to 5 evaluation setups are depicted for clarity.

3.1. Setup

Tasks. We designed 6 tasks for the experiments in Fig. 3.

Hardware. We use a Flexiv Rizon robotic arm with a
Dahuan AG-95 gripper for interacting with objects. Two
Intel RealSense D435 RGB-D cameras are installed for
scene perception (One global, one inhand).

Baselines. We employ two representative image-based poli-
cies as our baselines: ACT (Zhao et al., 2023) and Diffusion
Policy (Chi et al., 2023). We also evaluate a keyframe-
based 3D policy Act3D (Gervet et al., 2023), the current

state-of-the-art policy on RLBench (James et al., 2020).

Protocols. For 3D perception, only the global camera is
used to generate a noisy single-view partial point cloud;
while for image-based policies, both cameras are used for
a better understanding of spatial geometries. We gathered
50 expert demonstrations for each task for training, and
each policy was tested for 20 consecutive trials. During
evaluations, objects in the task are randomly initialized
within the robot workspace of approximately 50cm× 70cm.
The evaluation time limit for each task is sufficient for each
method to accomplish the task.

3.2. Results

Pick-and-place tasks are crucial in robotics, focusing on
precise object manipulations and efficient policy generaliza-
tion. The evaluation in Fig. 4 for Collect Cups and Collect
Pens reveals RISE consistently outperforming all baselines,
demonstrating its ability to not only predict the translation
part but also accurately forecast planner rotation. We also
discover that Act3D performs comparably to image-based
baselines. Moreover, given that Act3D requires specially
designed motion planners for more complicated actions and
cannot provide immediate responses to sudden changes in
the environment, we therefore only employ ACT and Diffu-
sion Policy as baselines in our subsequent experiments.

The 6-DoF Pour Balls task assesses robot policies’ capabil-
ity in forecasting actions involving complex spatial rotations,
unlike the simpler planner rotations in pick-and-place tasks.
Tab. 1 presents the experimental results. RISE demonstrates
superior learning of actions with intricate spatial rotations
compared to image-based policies, as evidenced by higher
action success rates. Moreover, its precision in pouring posi-
tions leads to increased task completion rates, highlighting
the effectiveness of 3D perception in capturing accurate
spatial object relationships.

For effective task completion, robot policies must promptly
respond to environmental changes and adapt to object move-
ments. We designed push-to-goal tasks, Push Block and
Push Ball (Fig. 3), to assess this ability. Evaluation results
in Tab. 1 show RISE slightly surpassing Diffusion Policy
in the Push Block task, while significantly outperforming
Diffusion Policy in the Push Ball task, demonstrating its
adeptness in 3D perception for object positioning adjust-
ments and swift policy action modifications.

Long-horizon tasks are essential in robotics, revealing how
errors accumulate over extended actions and showcasing a
policy’s robustness and adaptability. Hence, we introduced
the Stack Blocks task to evaluate this aspect, especially since
block stacks are prone to toppling as they grow. Tab. 1 shows
the experimental results. Initially, with just two blocks,
all policies performed similarly. However, as the block
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Method
Pour Balls Push Block Push Ball Stack Blocks

Success Rate (%) Completion Rate (%) Success Rate (%) Success Rate (%) Completion Rate (%)
Grasp Pour Place Overall If Poured 1 block 2 blocks 3 blocks

ACT 30 30 0 13.0 43.3 - - 60.0 25.0 10.0
Diffusion Policy 55 55 35 30.5 55.5 50 30 70.0 25.0 16.7

RISE (ours) 80 80 70 49.0 61.3 55 60 80.0 75.0 30.0

Table 1. Experimental results of the Pour Balls, Push Block, Push Ball and Stack Blocks task.

13
 cm

L3. HeightL1. Bowl L2. Light L4. CamView

train test

test
train

Method
Completion Rate (%)

Original Disturbance
Bowl Light Height CamView

ACT 80 70 ↓10 40 ↓40 0 ↓80 0 ↓80

Diffusion Policy 70 50 ↓20 30 ↓40 0 ↓70 0 ↓70

Act3D 70 40 ↓30 60 ↓10 50 ↓20 10 ↓60

RISE (ours) 90 80 ↓10 80 ↓10 80 ↓10 50 ↓40

Table 2. Generalization test setup and experimental results of the Collect Pens task with 1 pen (10 trials).

1 2 3 4 5
# Cups

0

20

40

60

80

100

C
om

pl
et

io
n 

R
at

e 
(%

)

ACT
Diffusion Policy
Act3D
RISE (ours)

(a) Collect Cups

1 2 3 4 5
# Pens

0

20

40

60

80

100

C
om

pl
et

io
n 

R
at

e 
(%

)

ACT
Diffusion Policy
Act3D
RISE (ours)

(b) Collect Pens

Figure 4. Experimental results of the pick-and-place tasks.

Method 3D # Cameras Completion Rate (%)

ACT
2 12

✓ 1 32 ↑20

Diffusion Policy
2 24

✓ 1 36 ↑12

DP3* ✓ 1 -
Act3D ✓ 1 28

RISE (ours) ✓ 1 66

Table 3. Effectiveness test of 3D perception on the Collect Cups
task with 5 cups (10 trials). 2D version of policies take images
from both global and in-hand cameras as input. * DP3 fails to
learn in our setting, see appendix for a more detailed analysis.

count increased, RISE notably outperformed the baselines,
demonstrating its strong adaptability to long-horizon tasks
and ability to effectively control accumulated errors.

3.3. Effectiveness of 3D Perception

In this section, we explore how 3D perception enhances the
performance of robot manipulation policies on the Collect
Cups task with 5 cups. We replace the image encoder of the
image-based policies ACT and Diffusion Policy with the
sparse 3D encoder used in RISE. The experiment results are
shown in Tab. 3. We observe a significant improvement in
the performance of ACT and Diffusion Policy after applying
3D perception even with fewer camera views, surpassing
the 3D policy Act3D, which reflects the effectiveness of our

3D perception module in manipulation policies.

We also evaluate the recently proposed DP3 (Ze et al., 2024)
in this experimental setting. However, DP3 appears to strug-
gle to learn meaningful actions from our demonstration data.
Please refer to the appendix for detailed analyses.

3.4. Generalization Test

We assess the generalization abilities of different methods
using the Collect Pens task with 1 pen under various envi-
ronmental disturbances detailed in Tab. 2, including differ-
ent objects (L1), different light conditions (L2), different
workspaces (L3) and different camera viewpoints (L4). The
results in Tab. 2 indicate that image-based policies achieve
decent L1 and some L2-level generalizations but fall short
in L3 and L4-level generalizations involving spatial transfor-
mations. Act3D, as a 3D policy, shows good generalization
up to L3-level disturbances but struggles significantly in
L4-level tests. On the contrary, RISE demonstrates strong
generalization across all testing levels, even excelling in the
challenging L4-level tests involving camera view changes.

4. Conclusion
In this paper, we present RISE, an efficient end-to-end policy
utilizing 3D perception for real-world robot manipulation.
RISE compresses point clouds with a sparse 3D encoder,
followed by sparse positional encoding and a transformer
to obtain action features. The features are decoded into
continuous actions by a diffusion head. RISE significantly
outperforms currently representative 2D and 3D policies
in multiple tasks, demonstrating great advantages in both
accuracy and efficiency. Our ablations verify the effective-
ness of 3D perception and the generalization of RISE under
different levels of environmental disturbances. We hope
our baseline inspires the integration of 3D perception into
real-world policy learning.
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Appendix

1. Related Work
1.1. Imitation Learning for Robotics

Imitation learning is a machine learning paradigm where a
robot learns to operate by observing and mimicking expert
demonstrations. Behavior cloning (BC) (Pomerleau, 1988),
as the most direct form of imitation learning, aims to identify
a mapping from observations to corresponding robot actions
with the supervision of the given demonstrations. Despite
its simplicity, BC has shown promising potential in learning
robotic manipulations (Brohan et al., 2023; Chi et al., 2023;
Jang et al., 2021; Mandlekar et al., 2021; Shridhar et al.,
2022; Team et al., 2023; Zhao et al., 2023).

2D Imitation Learning. 2D image data is commonly used
in imitation learning. One intuitive approach is to utilize pre-
trained representation models for images (Ma et al., 2023a;b;
Majumdar et al., 2023; Nair et al., 2022; Radosavovic et al.,
2022) to convert them into 1D representations and map
these transformed observations to the action space either
through a BC policy (Zhang et al., 2018) or non-parametric
nearest neighbour (Pari et al., 2022). Unfortunately, current
pre-trained representation models are not general enough
to handle diverse experimental environments, encountering
trouble achieving satisfactory results in real-world settings.
Thus, many researchers learn such mapping in an end-to-
end manner (Brohan et al., 2023; Chi et al., 2023; Jang
et al., 2021; Mandlekar et al., 2021; Padalkar et al., 2023;
Reed et al., 2022; Team et al., 2023; Zhao et al., 2023;
Zitkovich et al., 2023) and have demonstrated impressive
performance across many tasks. Specifically, ACT (Zhao
et al., 2023) adopts a CVAE scheme (Sohn et al., 2015) with
transformer backbones (Vaswani et al., 2017) and ResNet
image encoders (He et al., 2016) to model the variability
of human data, while Diffusion Policy (Chi et al., 2023)
directly utilizes diffusion process (Ho et al., 2020) to express
multimodal action distributions generatively. Nonetheless,
these policies are sensitive to camera positions and often
fail to capture 3D spatial information about the objects in
the environments.

3D Imitation Learning. The formulation of incorporating
3D information in the imitation learning framework is un-
der active exploration. The most straightforward method
is to apply projections to transform the 3D point cloud to
several 2D image views and transfer the task to multi-view
image-based policy learning (Goyal et al., 2023; Guhur et al.,
2022), which requires the virtual viewpoints to be carefully
designed to ensure performance. Moreover, due to sparse
and noisily sensed point clouds, (Goyal et al., 2023) fails
to grasp slim objects like marker pens in real-world experi-
ments. (James et al., 2022; Shridhar et al., 2022; Ze et al.,
2023) process point clouds to dense voxel grids and apply
3D convolutions. Since high-resolution 3D feature maps
require expensive computes, these methods have to trade
off performance against cost. (Zhu et al., 2023) proposed an
object-centric representation for learning which requires an
additional segmentation process. (Gervet et al., 2023; Xian
et al., 2023) featurize point clouds by projecting multi-view
image features to 3D world to avoid dense convolutions.
However, such feature fusion techniques struggle to capture
the consistent 3D representation from different views accu-
rately. Recently, a concurrent work DP3 (Ze et al., 2024)
also leverages 3D perception in robotic manipulation poli-
cies, but our real-world evaluations in §3.3 demonstrate that
it cannot handle demonstrations with various representations
limited by its network capacity. DexCap (Wang et al., 2024)
also proposed a PointNet (Qi et al., 2017) with diffusion
head architecture for dexterous manipulation.

As mentioned before, most of the current 3D robotic imi-
tation learning methods predict keyframes instead of con-
tinuous action, which makes it hard to annotate and limits
their capacity. Besides, many of these methods only show
results in simulation environments like RLBench (James
et al., 2020) and CALVIN (Mees et al., 2022). In this work,
we aim to evaluate our method in a more challenging setting:
continuous action control with a noisy single-view partial
point cloud in the real world.

1.2. 3D Perception

3D perception has received considerable attention from re-
searchers in the computer vision and robotics communities.
It can be roughly divided into the following three categories:

Projection-based. This approach initially projects the 3D
point cloud onto multiple images on different planes and
then employs traditional multi-view image perception tech-
niques. It is widely applied in shape recognition (Hamdi
et al., 2021), object detection (Chen et al., 2017; Li et al.,
2016) and robotic manipulations (Goyal et al., 2023; Guhur
et al., 2022) due to its simplicity. However, the projections
can lead to the geometric information loss of the 3D data,
and the sensitivity to the choice of projection planes may
result in inferior performance (Zhao et al., 2021).
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Point-based. Early researchers directly utilized 3D convo-
lutional neural networks (CNNs) to process 3D point cloud
data based on dense volumetric representations (Dai et al.,
2017; Wu et al., 2015; Zhou and Tuzel, 2018). Still, the
sparsity of 3D data makes the vanilla approaches inefficient
and memory-intensive. To solve this problem, researchers
have explored using octrees for memory footprint reduc-
tion (Riegler et al., 2017; Wang et al., 2017), utilizing sparse
convolutions to minimize unnecessary computations in inac-
tive regions to improve efficiency and effectiveness (Choy
et al., 2019; Graham et al., 2018), and aggregating features
across point sets directly using different network architec-
tures (Pan et al., 2021; Qi et al., 2017; Qian et al., 2022;
Zhao et al., 2021).

NeRF-based. Neural radiance fields (NeRFs) (Mildenhall
et al., 2021) have demonstrated impressive performance on
high-fidelity 3D scene synthesis and scene representation ex-
tractions. In recent years, some studies (Driess et al., 2022;
Shen et al., 2023; Ye et al., 2023; Ze et al., 2023) have em-
ployed features extracted from pre-trained 2D foundational
models as additional supervisory signals in NeRF training
for scene feature extraction and distillation. Nevertheless,
NeRF training requires image data from multiple views,
which poses obstacles for scaling up in real-world environ-
ments. Additionally, it does not align with our single-view
setting.

2. Experiment Details
2.1. Tasks Parameters

We list the parameters of the demonstrations for different
tasks in this paper in Tab. 4. The axis-wise action repre-
sentation is implemented with keyboard teleoperation (one
key to control movement, or rotation, or gripper action in
each direction). We observe that although the axis-wise
action representation results in fewer steps during demon-
strations, its teleoperation time was approximately 3x as
long as that of the natural teleoperation, aligning with the
findings in (Mandlekar et al., 2018).

The evaluation settings for different tasks are summarized
in Tab. 5. Compared to the average steps in demonstrations,
the maximum steps in evaluations prove to be sufficient.

2.2. Implementation Details

Data Processing. The point cloud is created from a single-
view RGB-D image. Both input point clouds and output
actions are in the camera coordinate system. We crop the
point clouds with the range of x, y ∈ [−0.5m, 0.5m], z ∈
[0m, 1m], and normalize the translation values to [−1, 1]
with the range of x, y ∈ [−0.35m, 0.35m], z ∈ [0m, 0.7m].
The gripper width is normalized to [−1, 1] using the range
of [0m, 0.11m].

Task Name Notes # Demos Avg. Steps Avg. Teleop.
Time (s)

Collect Cups

1 cup 10 117.4 19.37
2 cups 10 225.0 34.73
3 cups 10 345.3 54.84
4 cups 10 451.4 71.07
5 cups 10 520.0 76.02
∗ 1 cup,

natural action
50 102.7 17.06

∗ 1 cup,
axis-wise action

50 30.2 45.93

Collect Pens

1 pen 10 179.4 52.47
2 pens 10 278.2 62.71
3 pens 10 411.5 91.88
4 pens 10 556.1 124.22
5 pens 10 694.1 157.15

Pour Balls 50 185.4 50.69
Push Block 50 204.3 51.72
Push Ball 50 223.1 46.00

Stack Blocks
2 blocks 10 148.6 32.06
3 blocks 20 286.2 59.22
4 blocks 20 401.8 79.83

Table 4. Parameters of the collected demonstrations for different
tasks. “Avg. Teleop. Time” stands for the average teleoperation
time for collecting one demonstration. ∗ denotes that these data
are only used for the comparison experiments with DP3.

Task Name Notes # Trials Max. Steps Max. Keyframes

Collect Cups

1 cup 10 300 20
2 cups 10 600 40
3 cups 10 900 60
4 cups 10 1200 80
5 cups 10 1500 100

Collect Pens

1 pen 10 300 20
2 pens 10 600 40
3 pens 10 900 60
4 pens 10 1200 80
5 pens 10 1500 100

Pour Balls 20 1200 N/A
Push Block 20 1200 N/A
Push Ball 20 1200 N/A

Stack Blocks
2 blocks 10 600 N/A
3 blocks 10 1200 N/A
4 blocks 10 1800 N/A

Table 5. Evaluation settings for different tasks.
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Network. The sparse 3D encoder is implemented based
on MinkowskiEngine (Choy et al., 2019) with a voxel size
of 5mm, which outputs a set of point feature vectors at
the dimension of 512. For sparse positional encoding, we
set v = 5mm and c = 400. The transformer contains 4
encoding blocks and 1 decoding block, with dmodel = 512
and dff = 2048. The dimension of the readout token is 512.
We employ a CNN-based diffusion head (Chi et al., 2023)
with 100 denoising iterations for training and 20 iterations
for inference. The output action horizon is 20.

Training. RISE is trained on 2 Nvidia A100 GPUs with
a batch size of 240, an initial learning rate of 3e-4, and
a warmup step of 2000. The learning rate is decayed by
a cosine scheduler. During training, the point clouds are
randomly translated by [−0.2m, 0.2m] along X/Y/Z-axis,
and randomly rotated by [−30◦, 30◦] around X/Y/Z-axis.

Baseline. ACT (Zhao et al., 2023), Diffusion Policy (Chi
et al., 2023), Act3D (Gervet et al., 2023) and DP3 (Ze et al.,
2024) are trained based on the official implementations.
The Diffusion Policy baseline takes ResNet18 as the visual
encoder and adopts a CNN-based backbone. For the Act3D
baseline, we implement a simple planner for pick-and-place
tasks to avoid collisions, which decouples an action into
a horizontal one and a vertical one. It follows a heuristic
rule: the horizontal action precedes the downward one while
it follows the upward one. For ACT (3D), we replace the
image tokens with the point tokens. For Diffusion Policy
(3D), we employ an AvgPooling layer to get the observation
embedding from point features.

2.3. Analyses of DP3 Failure

Axis-wise Action

Δ𝑥 𝛥𝑦 𝛥𝑧 rot gripper

0, -0.10,     0, ...,        0
0, -0.10,     0, ...,        0

+0.06,     0,     0, ...,        0
0,     0,     0, ...,   +0.095
0,     0, -0.13, ...,        0
0,     0,     0, ...,   -0.095

Natural Action

Δ𝑥 𝛥𝑦 𝛥𝑧 rot gripper

0, -0.02,     0, ...,        0
+0.01, -0.03,     0, ...,        0
...... ...... ...... .... ........
+0.01, -0.02, -0.02, ...,   +0.095

0, -0.01, -0.03, ...,        0
...... ...... ...... .... ........

0, -0.01, -0.02, ...,   -0.095

Method Completion Rate (%)
Axis-wise Natural

DP3, hor. 4 0 0
DP3, hor. 8 0 0

DP3, hor. 16 20 0
DP3, hor. 24 40 0

RISE 80 100

Table 6. Analysis of the failures of DP3 in our experiments. (left)
Illustrations of the axis-wise and natural action. (right) Results of
the Collect Cups task with 1 cup when using demonstrations with
different action representations for training (10 trials).

After communicating with the authors of DP3, one potential
reason is that they are using RealSense L515 in their orig-
inal experiments, and we adopted RealSense D435 in our
experiments. The point cloud from D435 is noisier, making
it more challenging for networks to learn. By using sparse
convolution, RISE is more robust to the noise in the point
cloud. Besides, after delving into their real robot experi-
ments, we found that instead of natural actions, axis-wise
actions are used in their demonstration data, as illustrated

in Tab. 6 (left). Hence, we collect 50 demonstrations on the
Collect Cups task with 1 cup using axis-wise and natural
action representations respectively. These demonstrations
are then used for DP3 policy training. After carefully tuning
hyper-parameters such as horizons and color utilizations,
we report the evaluation results in Tab. 6, with the best com-
pletion rate of 40%. We suspect that the limited network
capacity of the 3D encoder of DP3 prevents it from modeling
the diverse state-action pairs present in the real-world hu-
man teleoperated demonstrations, leading it to only handle
a smaller set of state-action pairs under the axis-wise action
representations. On the contrary, RISE can handle real-
world demonstrations with various action representations
and maintain satisfactory performances. Lastly, compared
to the evaluation setup in the DP3 paper, we allow objects
to be placed anywhere in the entire workspace. This results
in a greater variation of object locations, making the task
more challenging.

2.4. Discussions about Action Representations

Axis-wise. (Tab. 6 (blue)) Axis-wise action representation
assumes that only one axis-wise movement is conducted in
each step (typically one of the translations along the X/Y/Z-
axis, the rotation around the X/Y/Z-axis, and the gripper
opening/closing). Demonstrations with axis-wise action
representations are usually collected via teleoperation with
low frequency, like keyboard teleoperations.

Natural. (Tab. 6 (red)) Natural action representation allows
composite movement patterns in each step (that is, the robot
can simultaneously translate, rotate, and open or close the
gripper in one step). Demonstrations with natural action
representations are usually collected via teleoperations with
high frequency, like teleoperations with haptic devices.

Discussions. Due to only one non-zero value for each ac-
tion at any step, axis-wise action representations are easy
to learn. However, this ease of learning can introduce no-
ticeable induction biases in the learned policy, resulting
in a lack of action diversity. Moreover, the axis-wise ac-
tion representation increases the difficulty of representing
complex trajectories, resulting in the limited generalization
capability of the learned policy. On the contrary, the natu-
ral action representation is more challenging to learn than
the axis-wise action representation, the learned policy can
exhibit more natural action trajectories. Furthermore, the
natural action representation aligns more closely with the
patterns of human action execution, thus adopting natural
actions can enhance data collection efficiency, as illustrated
in Tab. 4. Therefore, we adopt natural action representation
in our collected real-world demonstrations.
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Figure 5. Failure cases of the Collect Pens task in the experiments.

2.5. Failure Cases and Recovery

In this section, we take the Collect Pens task as an example
and illustrate the failure cases of RISE during experiments
in Fig. 5. We observe that failure cases are mainly caused by
inaccurate positions during picking (Failure #1) and placing
(Failure #2). We found that RISE can automatically correct
some failure scenarios, such as instances where the pen is
inadvertently moved due to imprecise positioning during
grasping (Failure #1). In contrast, many keyframe-based
methods (Gervet et al., 2023; Shridhar et al., 2022; Xian
et al., 2023) lack the ability to offer immediate recovery
actions for failures, potentially leading to the exacerbation
of errors.
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