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ABSTRACT

Dataset distillation has emerged as a technique aiming to condense informative
features from large, natural datasets into a compact and synthetic form. While
recent advancements have refined this technique, its performance is bottlenecked
by the prevailing class-specific synthesis paradigm. Under this paradigm, syn-
thetic data is optimized exclusively for a pre-assigned one-hot label, creating an
implicit class barrier in feature condensation. This leads to inefficient utiliza-
tion of the distillation budget and oversight of inter-class feature distributions,
which ultimately limits the effectiveness and efficiency, as demonstrated in our
analysis. To overcome these constraints, this paper presents the Inter-class Fea-
ture Compensator (INFER), an innovative distillation approach that transcends the
class-specific data-label framework widely utilized in current dataset distillation
methods. Specifically, INFER leverages a Universal Feature Compensator (UFC)
to enhance feature integration across classes, enabling the generation of multiple
additional synthetic instances from a single UFC input. This significantly im-
proves the efficiency of the distillation budget. Moreover, INFER enriches inter-
class interactions during the distillation, thereby enhancing the effectiveness and
generalizability of the distilled data. By allowing for the linear interpolation of
labels similar to those in the original dataset, INFER meticulously optimizes the
synthetic data and dramatically reduces the size of soft labels in the synthetic
dataset to almost zero, establishing a new benchmark for efficiency and effec-
tiveness in dataset distillation. In practice, INFER demonstrates state-of-the-art
performance across benchmark datasets. For instance, it outperforms SRe2L by
8.8% on ImageNet-1k in the ipc = 50 setting.

1 INTRODUCTION

Figure 1: Performance vs. compression ratio of SOTA
dataset distillation methods (G-VBSM (Shao et al.,
2024), SRe2L (Yin et al., 2024), MTT (Cazenavette
et al., 2022)) on three benchmarks. Performance is
measured as the Top-1 accuracy of ResNet-18 (Con-
vNet128 for MTT) on the respective validation sets,
trained from scratch using synthetic datasets. The com-
pression ratio, including the additional soft labels, is the
proportion of the distilled dataset size to the original
dataset size. The star indicates optimal performance.

The remarkable success of Deep Neural Net-
works (DNNs) (Yang et al., 2024; Cai et al.,
2024; Zheng et al., 2024; Dosovitskiy et al.,
2021) in recent years can largely be attributed
to their ability to extract complex and represen-
tative features from vast real-world data (Gao
et al., 2020; Benenson et al., 2019). However,
the extensive data requirements for training
DNNs pose significant challenges. These chal-
lenges include not only the time-consuming
training process (Liu et al., 2021; Touvron
et al., 2021; Tolstikhin et al., 2021), but also
the substantial costs associated with data stor-
age and computational resources (Kaplan et al.,
2020; Hoffmann et al., 2022).

In response to the rapid growth of computa-
tional and storage demands in training DNNs,
dataset distillation (DD) (Sachdeva & McAuley, 2023; Lei & Tao, 2023; Yu et al., 2023) has emerged
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Figure 2: Left: Overview of dataset distillation paradigms. The first illustrates the traditional “one
instance for one class” approach, where each instance is optimized exclusively for its pre-assigned
label, creating implicit class barriers. The second illustrates our INFER method, designed for “one
instance for ALL classes” distillation. Right: t-SNE visualization of the decision boundaries be-
tween the traditional approaches (i.e., SRe2L (Yin et al., 2024)) and our INFER approach. We
randomly select seven classes from CIFAR-100 dataset for the visualization. INFER forms thin
and clear decision boundaries among classes, in contrast to the chaotic decision boundaries of the
traditional approach.

as an effective solution. Dataset distillation condenses essential features from extensive datasets into
a compact, synthetic form, allowing models to maintain comparable performance levels with fewer
resources (Wang et al., 2018). Recent advancements in dataset distillation encompass techniques
such as gradient matching (Zhao et al., 2021; Zhao & Bilen, 2021; Lee et al., 2022b; Shin et al.,
2023), trajectory matching (Cazenavette et al., 2022; Cui et al., 2023; Du et al., 2023a;b), data fac-
torization (Liu et al., 2022; Kim et al., 2022; Wei et al., 2023; Shin et al., 2024), and kernel ridge
regression (Nguyen et al., 2020; 2021; Loo et al., 2022). These approaches have significantly en-
hanced dataset distillation by compressing dense knowledge into single data instances. Despite the
diversity of these methods, most of them adhere to a uniform paradigm: each synthetic data instance
is class-specific and optimized exclusively for a pre-assigned one-hot label.

While this “one label per instance” paradigm aligns with the traditional data-label pair structure of
original datasets, it presupposes that the most effective encapsulation of a dataset’s knowledge can
be achieved through individual instances representing discrete class identities. When the amount of
synthetic data is limited, this class-specific paradigm benefits distillation by encouraging synthetic
data to condense the most distinctive features of each class. However, as more synthetic instances are
assigned to the same class, they tend to capture significant but similar features rather than diversify-
ing to include unique, rarer features. This phenomenon, known as “feature duplication” (Jiang et al.,
2022; Kim et al., 2022; Cazenavette et al., 2022), leads to Inefficient Utilization of the Distillation
Budget, thereby limiting the creation of a more diverse and comprehensive synthetic representation.

Another critical downside of the class-specific synthesis paradigm is the “Oversight of Inter-Class
Features”. By focusing on distinctive class-specific characteristics under the “one label per instance”
approach, implicit “Class Barriers” are created between classes. These class barriers prevent the
synthetic data instances from capturing inter-class features that bridge different classes in the orig-
inal dataset. This oversight, inhibits the formation of thin and clear decision boundaries among
classes, which are essential for models to generalize well across complex scenarios. We demon-
strate the visualization of frormed decision boundaries in Figure 2.

Recognizing the aforementioned limitations, we introduce a novel paradigm for dataset distilla-
tion, termed the Inter-class Feature compEnsatoR (INFER). Unlike traditional methods that follow
the “one instance for one class” paradigm and generate separate synthetic instances for each class,
INFER pioneers a “one instance for ALL classes” paradigm by introducing a Universal Feature
Compensator (UFC). The UFC, designed to reflect the general representativeness across all classes
of the original dataset, depreciates the importance of pre-assigned labels. This feature enables UFC
to compensate for inter-class features while INFER randomly incorporates a few natural data in-
stances to enhance intra-class features. Notably, INFER integrates one UFC with multiple natural
data instances from different classes through a simple additive process without auxiliary generator
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networks (Liu et al., 2022), allowing the generation of multiple synthetic instances from a single
input. This “one instance for ALL classes” paradigm significantly enhances the efficiency of the
distillation budget.

Furthermore, we have meticulously designed the optimization of UFCs to encompass inter-class fea-
tures. This optimization makes synthetic instances generated from UFCs compatible with MixUp
data augmentation, which promotes inter-class interactions and aids in forming thin, clear decision
boundaries among classes. Prior works applying MixUp to synthetic data (Yin et al., 2024) involve
dynamic generating and storing an extensive amount of soft labels, which can increase storage re-
quirements up to 30-fold. INFER, however, dramatically eliminates the need for such extensive
soft label storage by elegantly adopting the linear interpolation of labels used with natural datasets,
decreasing the storage requirement by 99.3%. This enhancement not only preserves the distilla-
tion budget but also streamlines the entire training process, underscoring INFER’s efficiency and
effectiveness. Notably, INFER achieves 62.5% accuracy on ImageNet-1k with a ResNet-50 model,
training solely on the synthetic dataset, which is only 4.04% the size of the original ImageNet-1k.
This performance, which does not require additional models or dynamically generated soft labels,
outperforms existing approaches in both accuracy and compression ratio.

Our contribution can be summarized as follows:

• We rethink the prevailing “one label per instance” paradigm that exclusively optimizes
each synthetic data instance for a specific class. Through empirically analysis, we identify
and address its two main limitations: inefficient utilization of the distillation budget and
oversight of inter-class features.

• To overcome these issues, we introduce a new paradigm INFER, for “one instance for all
classes” dataset distillation. Our INFER incorporates a novel Universal Feature Compen-
sator (UFC) to efficiently condense and integrate features across multiple classes. Exten-
sive experiments across CIFAR, tiny-ImageNet and ImageNet-1k datasets demonstrate the
state-of-the-art performance of INFER.

2 PRELIMINARIES AND RELATED WORKS

The precursor to dataset distillation in condensing of datasets is coreset selection (Bachem et al.,
2017; Chen et al., 2010; Har-Peled & Kushal, 2005; Sener & Savarese, 2018; Xin et al., 2024).
This method involves selecting a coreset of the original dataset that ideally contains the entire repre-
sentativeness of the population. However, this approach encounters a significant performance drop
when compression ratio1 is small. A plausible explanation for this could be the low density of rep-
resentativeness within natural data instances. Therefore, dataset distillation seeks to synthesize data
instances with densely packed features. We begin with a brief formulation of dataset distillation.

Problem Formulation. Assume we are given a natural and large dataset T = {(xi,yi)}|T |
i=1, where

each element xi ∈ Rd is drawn i.i.d. from a natural distribution D, and the class label yi ∈ Y =
{0, 1, . . . , C − 1} with C representing the number of classes. Dataset distillation aims to synthesize
a small dataset S = {(si,yi)}|S|

i=1, where si ∈ Rd and yi ∈ Y , to serve as an approximate solution
to the following optimization problem:

S = argmin
S⊂Rd×Y

E
(x,y)∼D

[ℓ (fθS ,x,y)] , (1)

where θS represents the converged weights trained with S, and ℓ is the loss function. The class label
yi is typically a pre-assigned one-hot label (Zhao & Bilen, 2023; Zhao et al., 2021; Zhao & Bilen,
2021; Jiang et al., 2022; Kim et al., 2022; Cazenavette et al., 2022) to encourage si to exhibit more
distinct, class-specific features.

Pioneering our approach, Wang et al. (Wang et al., 2018) is the first to propose DD, a method that
optimizes S directly after substituting D with T in Equation 1. Due to the limited guidance, this
approach often leads to suboptimal performance, prompting the development of gradient-matching
methods (Zhao et al., 2021; Zhao & Bilen, 2021; Lee et al., 2022b; Shin et al., 2023). These methods

1Compression Ratio (CR) = synthetic dataset size / original dataset size (Cui et al., 2022). A lower ratio
indicates a more condensed dataset.
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improve supervision by aligning the models’ gradients. The success of gradient-matching has in-
spired further research into matching the trajectory of gradients (Cazenavette et al., 2022; Cui et al.,
2023; Du et al., 2023a;b), yielding even better performance. Despite these advancements, most of
current dataset distillation methods still primarily focus on generating class-specific synthetic in-
stances. This ongoing adherence to the class-specific paradigm not only constrains the efficiency
of the distillation budget but also results in the neglect of critical inter-class features. These limita-
tions drive our investigation into a new paradigm, aimed at developing a more efficient and effective
dataset distillation solution.

Distillation Budget Consistency. As our INFER depreciates the class-specific paradigm, it be-
comes necessary to establish clear criteria for maintaining consistency in the distillation budget.
Traditional methods adopt Images Per Class (IPC) as described by (Wang et al., 2018; Zhao et al.,
2021; Cazenavette et al., 2022), such that |S| = ipc× C. This approach provides a uniform crite-
rion across various datasets. Therefore, we continue to employ IPC as the criterion to measure the
distillation budget.

However, IPC does not account for the auxiliary generator (Liu et al., 2022; Lee et al., 2022a)
or additional soft labels (Yin et al., 2024) that are used to enhance the performance of a syn-
thetic dataset, resulting in an asymmetric advantage compared to methods that solely utilize the
data-label pair. Therefore, we also employ the compression ratio, as described by (Cui et al.,
2022), to measure the distillation budget. The total bit count of any auxiliary modules and
soft labels will be considered part of the synthetic dataset. To compute the compression ra-
tio, we divide the total bit count of the synthetic dataset, by that of the original dataset, i.e.,
CR = synthetic dataset size/original dataset size.

3 METHODOLOGY

In this section, we introduce our novel distillation paradigm, INFER. We begin by detailing the
limitations associated with the class-specific distillation paradigm, highlighting inefficiencies and
oversight of inter-class feature distributions. Following this, we describe the Universal Feature
Compensator (UFC), the cornerstone of our methodology, designed to integrate inter-class features.
Lastly, we discuss our approach to augmenting synthetic datasets, which aims to facilitate the for-
mation of thin and clear decision boundaries among classes.
Algorithm 1 Distillation on synthetic dataset via Inter-class Feature Compensator (INFER)
Require: Target dataset T ; Number of subsets K; Number of classes C; M networks with different

architectures:{f1, f2, · · · , fM}.
1: Initialize S = {}
2: for k = 1 to K do
3: Initialize subset Pk = {}, the UFCs set Uk = {}, and the static labels set Yk = {}
4: Randomly select C instances, one for each class, to form Pk, such that:
5: Pk = {(xi,yi) | (xi,yi) ∈ T and each yi is unique in Pk}
6: Initialize Uk with zeros, where each ui has the same dimensions as x:
7: Uk = {uj | uj = 0dim(x), for j = 1, . . . ,M}
8: for each uj in Uk do
9: ▷ Construct integrated synthetic instance s̃i

10: Let S̃kj = {(s̃i, ỹi) | s̃i = xi + uj , for each xi ∈ Pk}
11: repeat
12: Optimize uj to minimize loss defined in Equation 3
13: until Converge
14: Generate static soft labels ỹi by Equation 6, Yk = Yk ∪ {ỹi}
15: end for
16: Sk = {Pk,Uk,Yk}
17: S = S ∪ {Sk}
18: end for
Ensure: Synthetic dataset S

3.1 LIMITATIONS IN CLASS-SPECIFIC DISTILLATION
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Figure 3: Illustration of the integration process
between Universal Feature Compensators (UFCs)
and natural data instances as described in Equa-
tion 2. The integration is performed through a
simple addition process. Consequently, only the
sets S = (Pk,Uk) need to be stored as the syn-
thetic dataset. The synthetic dataset S̃k is gener-
ated on-the-fly during training.

Wang et al. (Wang et al., 2018) established
the general approach to solve S as outlined in
Equation 1: Each synthetic data instance si
is assigned a one-hot label yi and optimized
to capture intra-class features by minimizing∑

(x,y)∈T ℓ (fθS ,x,y). Unlike Equation 1, D
is replaced by T , given that D is inaccessi-
ble and T ∼ D. Initially, this class-specific
design achieved progress in the early stages.
However, as dataset distillation research has
evolved, two major limitations become promi-
nent, compelling a rethinking of this design.

Inefficient Utilization of Distillation Bud-
get. Recent advancements in dataset distilla-
tion (Yin et al., 2024; Loo et al., 2022; Cui
et al., 2023) have enabled individual synthetic
data instances to capture more features specific
to a class, particularly notable in highly com-
pressed scenarios where ipc = 1 (Cui et al.,
2023; Loo et al., 2022). However, as ipc in-
creases, additional synthetic data instances tend
to capture distinctive yet duplicated intra-class

features, leading to redundancy within the synthetic dataset. This redundancy explains the marginal
performance gains observed in less compressed scenarios (ipc = 50). SeqMatch (Du et al., 2023b)
and DATM (Guo et al., 2023) addressed this redundancy by dividing the synthetic data into several
subsets optimized diversely. We validate this hypothesis through experiments shown in Figure 4 (a).
Ideally, newly optimized synthetic data instances should capture rare and diversifying features that
complement the distinctive class-specific features.

Oversight of Inter-class Features. The prevalent focus on optimizing synthetic instances for the
most distinctive intra-class features often leads to the oversight of inter-class features. This oversight
significantly limits the synthetic data’s ability to represent the feature distributions that span across
different classes, which is crucial for complex classification tasks. Consequently, the potential for
these synthetic datasets to support the training of models that can generalize across varied scenarios
may be significantly hampered. As depicted in Figure 2, this issue is evidenced by the chaotic
decision boundaries formed by the “one label per instance” synthetic dataset, which neglects the
inter-class features necessary for forming thin and clear decision boundaries.

These limitations drive our investigation into a new paradigm, aimed at developing a more efficient
and effective dataset distillation solution.

3.2 UNIVERSAL FEATURE COMPENSATOR: BREAKING CLASS BARRIERS

The Universal Feature Compensators (UFCs), denoted as U = {ui}|U|
i=1, forms the core of our novel

INFER paradigm, designed specifically to address the inefficiencies and oversight inherent in the
class-specific distillation approach.

Design and Functionality. The primary objective of designing the UFC is to enable the generation
of multiple synthetic instances from a single compensator. To achieve this, our INFER divides the
base synthetic dataset S into K subsets, such that S = S1 ∪ S2 ∪ · · · ∪ SK . Each base subset Sk
consists of a pair (Pk,Uk), where Uk represents the set of UFCs, and Pk ⊂ T contains natural
instances to be integrated with UFCs and |Pk| = C. For actual model training on the synthetic
dataset, we first integrates UFCs with natural data instances as follows:

S̃k = {(s̃i, ỹi) | s̃i = xi + uj ,
for each xi ∈ Pk and each uj ∈ Uk}, (2)

where S̃k represents the UFCs integrated synthetic dataset. This process is illustrated in Figure 3.
In practice, multiple architectures participate in UFCs’ generation. Assuming the number of archi-
tectures is M , i.e., |Uk| = M , each Sk can be multiplied approximately M times by INFER. We
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repeat the intergration process described above K times, once for each subset of S. This structured
approach allows INFER to utilize the distillation budget approximately M times more efficiently
compared to the class-specific paradigm.

Optimization. Under the INFER paradigm, each Pk contains exactly one instance for each class,
randomly selected from the original dataset T . Consequently, Pk effectively captures the intra-class
features with minimal duplication. In contrast, the UFCs are designed to optimize the capture of
inter-class features. Therefore, the elements in Pk uniformly cover each class, allowing the element
Uk to focus on capturing inter-class features by solving the follow minimization problem:

argmin
uj∈Rd

∑
(xi,yi)∈Pk

[
ℓ (fθT ,xi + uj ,yi) + αLBN (fθT ,xi + uj)

]
, (3)

where LBN (fθT ,xi + uj) =
∑

l
∥µl(S̃kj )− µl(T )∥2

+
∑

l
∥σ2

l (S̃kj )− σ2
l (T )∥2. (4)

we define S̃kj = {(s̃i, ỹi) | s̃i = xi + uj , for each xi ∈ Pk} which is the generated synthetic
dataset by integrating uj with the corresponding Pk. LBN is the BN loss inspired by SRe2L (Yin
et al., 2024) to regularize the values of generated s̃i to fall within the same normalization distribution
as those in T . Intuitively, uj serves as the feature compensator for the natural instances in S,
carrying universal inter-class features that are beneficial for classification.

3.3 ENHANCING SYNTHETIC DATA WITH INTER-CLASS AUGMENTATION

Although UFCs are encouraged to encapsulate more inter-class features, their limited size, especially
compared to the size of the original dataset T , restricts the breadth of features crucial for forming
the decision boundaries of neural networks. Therefore, we also leverage MixUP (Zhang et al., 2018)
as a technique to enhance inter-class augmentation.

Data augmentation (Shorten & Khoshgoftaar, 2019) has been well-developed and proven effective in
training neural networks with natural datasets. However, the advancements in data augmentation do
not generalize well to synthetic datasets generated through dataset distillation. DSA (Zhao & Bilen,
2021) designed an adapted augmentation method specialized for dataset distillation, but it is not as
effective as standard data augmentation methods. SRe2L (Yin et al., 2024) applies MixUp (Zhang
et al., 2018) to the synthetic dataset, achieving superior performance across many datasets. Un-
fortunately, the cost of applying MixUp in SRe2L is expensive, due to the massive volume of soft
labels. The soft labels are dynamically generated for each augmented instance in each validation
epoch, resulting enormous storage requirements or extra training efforts. For example, the synthetic
dataset generated by SRe2L for ImageNet-1k requires 0.7GB to store synthetic images, but requires
additional 25.9GB to store the soft labels.

Motivated by this, we aim to apply MixUp to our INFER model in the same way it is used in
natural datasets, which we refer to as “static” soft labels. The linear interpolation of labels can be
represented mathematically as:

fθT [λs̃i + (1− λ)s̃j ]

≈ λfθT (s̃i) + (1− λ)fθT (s̃j),∀s̃i, s̃j ∈ S̃
(5)

where fθT (·) represents the logits output, λ ∼ Beta(β, β), and β > 0. To achieve this, we propose
three improvements in INFER: (a) We use Pk, a subset of natural datasets, for integration with
UFCs because natural instances inherently follow the linear interpolation of labels. (b) We make Pk

to span across all the classes, rather than limiting it to instances within the same class. As such, the
optimized UFCs, U , which are integrated withPk for optimization, also embody the characteristic of
linear label interpolation. (c) We employ M neural networks with various architectures (M = |Uk|)
to relabel the generated synthetic data instance s̃i through averaging, i.e.,

ỹi =
1

M

∑
m

fm
θT (s̃i). (6)

By doing so, INFER does not require the dynamic soft labels for any combinations of [λs̃i + (1 −
λ)s̃j ], but only the static soft labels of s̃i, s̃j , which reduces the size of soft labels by up to 99.9%.
Additionally, training on synthetic datasets can follow the same paradigm as training on natural
datasets. More details of synthesizing and training S can be found in Algorithm 1 and Algorithm 2.
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Table 1: Comparison with SOTAs on CIFAR-10/100 and Tiny-ImageNet. Except for SRe2L (Yin
et al., 2024), G-VBSM (Shao et al., 2024), and our INFER, all other methods use ConvNet128 for
distillation. The distilled synthetic datasets are then evaluated on ConvNet128 and ResNet18. “IN-
FER+Dyn” denotes the application of INFER using dynamically generated soft labels, as described
in SRe2L (Yin et al., 2024). The best performers in each setting are highlighted in red.

CIFAR-10 CIFAR-100 Tiny-ImageNet
ipc 10 50 10 50 100 10 50

Random 31.0
±0.5

50.6
±0.3

14.6
±0.5

33.4
±0.4

42.8
±0.3

5.0
±0.2

15.0
±0.4

C
on

vN
et

12
8

DC (Zhao et al., 2021) 44.9
±0.5

53.9
±0.5

25.2
±0.3

- - - -

DSA (Zhao & Bilen, 2021) 52.1
±0.5

60.6
±0.5

32.3
±0.3

42.8
±0.4

- - -

KIP (Nguyen et al., 2021) 62.7
±0.3

68.6
±0.2

28.3
±0.1

- - - -

RFAD (Loo et al., 2022) 66.3
±0.5

71.1
±0.4

33.0
±0.3

- - - -

MTT (Cazenavette et al., 2022) 65.4
±0.7

71.6
±0.2

39.7
±0.4

47.7
±0.2

49.2
±0.4

23.2
±0.2

28.0
±0.3

SeqMatch (Du et al., 2023b) 66.2
±0.6

74.4
±0.5

41.9
±0.5

51.2
±0.3

- 23.8
±0.3

-

G-VBSM (Shao et al., 2024) 46.5
±0.7

54.3
±0.3

38.7
±0.2

45.7
±0.4

- - -

INFER 33.7
±0.8

54.1
±0.2

42.9
±0.7

55.1
±0.4

56.7
±0.5

26.2
±0.1

34.7
±0.1

INFER+Dyn 30.1
±0.8

52.4
±0.7

37.2
±0.3

50.7
±0.3

53.4
±0.2

24.9
±0.3

33.9
±0.6

R
es

N
et

18

Random 29.6
±0.9

36.7
±1.7

15.8
±0.2

32.0
±0.0

47.5
±0.0

12.1
±0.3

17.7
±0.0

SRe2L (Yin et al., 2024) 27.2
±0.5

47.5
±0.6

31.6
±0.5

49.5
±0.3

- - 41.1
±0.4

G-VBSM (Shao et al., 2024) 53.5
±0.6

59.2
±0.4

59.5
±0.4

65.0
±0.5

- - 47.6
±0.3

INFER 33.5
±0.3

59.2
±0.8

50.2
±0.2

65.1
±0.1

68.6
±0.4

38.6
±0.4

55.0
±0.1

INFER+Dyn 30.7
±0.3

60.7
±0.9

53.4
±0.6

68.9
±0.1

73.3
±0.2

41.0
±0.4

54.6
±0.4

4 EXPERIMENTS

To evaluate the effectiveness of our proposed INFER distillation paradigm, we conducted a series
of experiments across multiple benchmark datasets and compared our results with several state-
of-the-art approaches. In this section, we provide details on the experimental setup, the datasets
used, and the results obtained. We summarize our main results in Table 1 and Table 2. Following
this, we perform ablation studies to assess the impact of individual components of our method. All
experiments were conducted using two Nvidia 3090 GPUs and one Tesla A-100 GPU.

4.1 EXPERIMENTAL SETUP

Baselines and Datasets. We conduct the comparison with several representative distillation meth-
ods, including Random, DC (Zhao et al., 2021), DSA (Zhao & Bilen, 2021), KIP (Nguyen et al.,
2021), RFAD (Loo et al., 2022), MTT (Cazenavette et al., 2022), SeqMatch (Du et al., 2023b), G-
VBSM (Shao et al., 2024) and SRe2L (Yin et al., 2024). This evaluation is performed on four popular
classification benchmarks, including CIFAR-10/100 (Krizhevsky et al., 2009), Tiny-ImageNet (Le
& Yang, 2015), and ImageNet-1k (Deng et al., 2009).

Implementation Details. Our INFER uses M = 4, meaning it employs four different architectures
for optimizing UFCs: ResNet18 (He et al., 2016), MobileNetv2 (Sandler et al., 2018), Efficient-
NetB0 (Tan & Le, 2019), and ShuffleNetv2 (Ma et al., 2018). When distilling ImageNet-1k, only
the first three architectures (M = 3) are involved. For reproducibility, the hyperparameter settings
for the experimental datasets—CIFAR-10/100, Tiny-ImageNet, and ImageNet-1k, are provided in
Appendix A.3. These settings generally follow SRe2L (Yin et al., 2024), with the sole modification
being a proportional reduction in the validation epoch number for the dynamic version to ensure fair
comparison. All other critical hyperparameters remain unchanged.
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Table 2: Comparison with SOTAs on ImageNet-1k. SRe2L (Yin et al., 2024), G-VBSM (Shao
et al., 2024), and our INFER use ResNet18 for distillation. The distilled synthetic datasets are
then evaluated on ResNet18, 50, and 101. “INFER+Dyn” denotes the application of INFER using
dynamically generated soft labels, as described in SRe2L (Yin et al., 2024). The best performers in
each setting are highlighted in red.

Compression Ratio ResNet18 ResNet-50 ResNet-101
ipc 10 50 10 50 10 50 10 50

Random 0.78% 3.90% 10.5
±0.4

31.4
±0.3

9.3
±0.3

31.5
±0.2

10.0
±0.4

33.1
±0.1

INFER 0.81% 4.04% 37.0
±0.5

54.3
±0.4

39.3
±0.3

62.5
±0.2

37.0
±0.4

63.0
±0.4

SRe2L (Yin et al., 2024) 4.53% 22.67% 21.3
±0.6

46.8
±0.2

28.4
±0.1

55.6
±0.3

30.9
±0.1

60.8
±0.5

G-VBSM (Shao et al., 2024) 4.53% 22.67% 31.4
±0.5

51.8
±0.4

35.4
±0.8

58.7
±0.3

38.2
±0.4

61.0
±0.4

INFER+Dyn 4.53% 22.67% 36.3
±0.3

55.6
±0.2

38.3
±0.5

63.4
±0.3

38.9
±0.5

60.7
±0.1

Consistant Distillation Budget. As we stated in Section 2, the baselines SRe2L (Yin et al., 2024)
and G-VBSM (Shao et al., 2024) use the dynamic generated soft labels from a teacher model in
each validation epoch for enhanced performance. However, these additional dynamic soft labels
are not considered in the “Images Per Class (IPC)” distillation budget. Therefore, we also adopt the
compression ratio (CR = synthetic dataset size/original dataset size (Cui et al., 2022)) for consistant
distillation budget. As the size of the soft labels is proportional to the number of validation epochs,
we only report the CR in ImageNet-1k dataset, as shown in Table 2.

Our INFER also employs the soft labels as shown in Equation 6. However, INFER only stores one
soft label per instance, which equals one epoch dynamic soft labels. We term it as static soft labels
in contrast to the dynamic soft labels generated across every validation epochs. Therefore, INFER
reduces the size of soft labels by up to 99.3% in ImageNet-1k dataset (from 300 epoch to 1 epoch).
We also implement the dynamic soft labels under INFER, denoted as “INFER+Dyn”. As increasing
the validation epoch can improve the performance, but it incurs a larger size of soft labels. Another
point to note is, to ensure fair comparison, we reduce the validation epoch to 1

M , as INFER generates
M -fold synthetic instances by integrating UFC (M is 3 for ImageNet-1k). Lastly, we also average
the number of UFCs into ipc for fair comparison.

4.2 MAIN RESULTS

Performance results on CIFAR-10/100 and Tiny-ImageNet are summarized in Table 1. While most
previous methods rely on ConvNet128 due to resource constraints, SRe2L (Yin et al., 2024), G-
VBSM (Shao et al., 2024), and our INFER method use ResNet18 for synthesis. INFER significantly
outperforms competitors. With ipc=50, ResNet18 trained on the distilled CIFAR-100 achieves
68.9% and 65.1% accuracy, surpassing SRe2L by 19.4% and 15.6%, respectively. INFER also
outperforms G-VBSM by 7.4% on Tiny-ImageNet. Despite reducing 99.3% of dynamic soft labels,
INFER still outperforms methods using dynamic labels. Static labels suffice for simpler networks,
but dynamic labels provide stronger supervision for complex architectures.

Table 2 provides a detailed performance comparison between SRe2L (Yin et al., 2024), the pi-
oneering method for scaling dataset distillation to large datasets like ImageNet-1k, its extension
G-VBSM (Shao et al., 2024), and our proposed INFER approach. These methods use ResNet18 for
dataset distillation, and their performance is evaluated on three architectures: ResNet18, ResNet50,
and ResNet101. The table highlights the advantages of our INFER method, which consistently out-
performs SRe2L across all evaluation settings. Notably, when distilling datasets with ipc = 50,
INFER achieves a significant performance improvement of 7.5% on ResNet18, while maintain-
ing a highly compact synthetic dataset, only 4.04% the size of the original. This result showcases
the superior efficiency and effectiveness of INFER in large-scale dataset distillation, particularly in
compressing datasets while maintaining performance.

4.3 ABLATION STUDY

Compensator Generation. We examine the effectiveness of the proposed UFC. As shown in Fig-
ure 4 (b), regardless of the ipc setting and the labeling strategy, our UFC significantly enhances the
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Figure 4: Left: The change in feature duplication with the increase of ipc. To measure the level of
feature duplication, we employ the averaged cosine similarities between each pair of synthetic data
instances within the same class. Therefore, a greater value represents higher feature duplication, as
SRe2L (Yin et al., 2024) shows. In contrast, our INFER obtains a lower feature duplication, which
is closer to the level observed in natural datasets. Right: The ablation study of UFC. The first two
groups are under the ipc = 10 setting, while the other two are under ipc = 50. The purple
annotations indicate the performance gains contributed by our UFC.

Table 3: Ensemble of architectures for UFC generation. “R”, “M”, “E”, and “S” represent
ResNet18 (He et al., 2016), MobileNetv2 (Sandler et al., 2018), EfficientNetB0 (Tan & Le, 2019),
and ShuffleNetV2 (Ma et al., 2018), respectively. ✔ indicates the network architectures participating
in UFC generation. ↑ denotes the performance gain contributed by the current ensembles compared
with the baseline (only ResNet18). These experiments are conducted on CIFAR-100 dataset.

ipc = 10 ipc = 50
R M E S INFER ↑ INFER+Dyn ↑ INFER ↑ INFER+Dyn ↑

✔ 45.0
±0.3

+ 0.0 38.1
±1.7

+ 0.0 62.6
±0.2

+ 0.0 65.3
±0.2

+ 0.0

✔ ✔ 48.4
±0.6

+ 3.4 46.2 + 8.1 64.2
±0.1

+ 1.6 67.3
±0.1

+ 2.0

✔ ✔ ✔ 49.6
±0.5

+ 4.6 50.6
±0.7

+ 12.5 64.9
±0.2

+ 2.3 68.3
±0.2

+ 3.0

✔ ✔ ✔ ✔ 50.2
±0.2

+ 5.2 53.4
±0.6

+ 16.3 65.1
±0.1

+ 2.5 68.9
±0.1

+ 3.6

quality of the distilled dataset. For example, the Top-1 classification accuracy of the model trained
with dynamic labels is improved by 35.0% with ipc = 10. We also study the influence of network
architectures participating compensator generation. According to the results provided in Table 3,
performance consistently improves with the addition of more ensembled networks. This trend is
particularly pronounced with dynamic labeling. For instance, the ensemble of four architectures
enhances performance by 5.2% with static labeling and by 16.3% with dynamic labeling. To align
with the multi-model-aided compensator generation, we also employ multiple networks for soft la-
bel generation. Table 6 in Appendix A.5 presents the model performance trained with soft labels
generated by various architecture ensembles.

Cross-Architecture Generalization. Table 4 presents the performance evaluation of synthetic
CIFAR-100 dataset across different architectures, trained from scratch. When ipc=10 , our IN-
FER+Dyn and INFER methods outperform SRe2L across all architectures. For instance, IN-
FER+Dyn achieves an accuracy of 52.3% on ResNet50, significantly higher than the 22.4% achieved
by SRe2L. For ipc=50, the performance advantage of INFER+Dyn and INFER remains evident.
INFER+Dyn reaches an accuracy of 70.0% on ResNet50, far surpassing SRe2L. Our INFER shows
a well generalization abilities across different architectures. The cross-architecture results on Ima-
geNet, shown in Table 2, further confirm the effectiveness of our methods. Specifically, INFER+Dyn
and INFER demonstrate superior performance compared to SRe2L and G-VBSM across various
ResNet architectures on ImageNet-1k.

4.4 MORE DISCUSSIONS WITH SOTA METHOD SRE2L

Feature Duplication Study. We verify our hypothesis that synthetic data instances tend to cap-
ture distinctive yet duplicated intra-class features under the traditional class-specific distillation
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Table 4: Cross-architecture performance of distilled dataset. Here, the synthetic CIFAR-100 datasets
are evaluated by training ResNet-50, ResNet-101 (He et al., 2016), MobileNetV2 (Sandler et al.,
2018), EfficientNetB0 (Tan & Le, 2019), and ShuffleNetV2 (Ma et al., 2018) from scratch. The best
performers in each setting are highlighted in red.

ipc = 10 ipc = 50
Networks SRe2L INFER INFER+Dyn SRe2L INFER INFER+Dyn

ResNet50 22.4
±1.3

49.3
±0.6

52.3
±0.4

52.8
±0.7

65.6
±0.3

70.0
±0.2

MobileNetV2 16.1
±0.5

50.8
±0.3

43.3
±0.7

43.2
±0.2

66.9
±0.3

67.2
±0.2

EfficientNetB0 11.1
±0.3

37.9
±0.3

34.9
±0.8

24.9
±1.7

60.5
±0.3

62.7
±0.4

ShuffleNetV2 11.8
±0.7

42.4
±0.5

30.9
±0.5

27.5
±1.1

64.5
±0.6

62.1
±0.2

Figure 5: Visualizations of loss landscapes in pixel space on CIFAR-100 dataset. The optimal
decision boundary is supposed to have a rapid change in cross-entropy loss at the edge, indicating
a clear and distinctive decision boundary. Left: A distinctive decision boundary trained on the
original dataset T . Middle: A less distinctive decision boundary trained on the synthetic dataset of
outstanding class-specific approach SRe2L. Right: An improved decision boundary trained on the
synthetic dataset of INFER.

paradigm. We measure feature duplication by averaging the cosine similarities between each pair of
synthetic data instances within the same class. Our experimental results, as shown in Figure 4(a),
support our hypothesis: the class-specific approach SRe2L exhibits higher feature duplication as
the number of ipc increases. Conversely, our INFER, achieves improved feature uniqueness, more
closely resembling natural datasets. This reduction in intra-class feature duplication significantly
enhances the diversity of the distilled dataset, which, in turn, improves the training performance.

Visualization on Decision Boundaries. To verify our hypothesis regarding the “oversight of inter-
class features” in the traditional class-specific distillation paradigm, we visualize the decision bound-
aries of ResNet-18 models trained with synthetic datasets generated by SRe2L and our INFER,
respectively. We randomly select seven classes from the CIFAR-100 dataset and use the t-SNE ap-
proach for visualization. As illustrated in Figure 2, INFER forms thin and clear decision boundaries
between classes, in contrast to the chaotic decision boundaries produced by the traditional approach.
Additionally, we visualized the 3D loss landscape in pixel spaces of the decision boundaries in
Figure 5, which further supports our hypothesis from a different perspective.

For further analysis, refer to Appendix A.6, where we provide additional insights into the perfor-
mance improvements of INFER.

5 CONCLUSION

In this work, we rethink the current “one class per instance” paradigm in dataset distillation and
identified its limitations, including inefficient utilization of the distillation budget and oversight of
inter-class features. These issues arise as distillation techniques advance, leading to synthetic data
that often captures duplicated class-specific features. To address these limitations, we introduce a
novel paradigm INFER that employs a Universal Feature Compensator (UFC) for “one instance for
all classes” distillation. Our experimental results demonstrate that INFER improves the efficiency
and effectiveness of dataset distillation, achieving state-of-the-art results in several datasets, reduc-
ing resource requirements while maintaining high performance. Future work will focus on scaling
INFER for extremely large dataset and exploring its application in various real-world scenarios.
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Hervé Jégou. Training data-efficient image transformers & distillation through attention. In
ICML, 2021.

Kai Wang, Bo Zhao, Xiangyu Peng, Zheng Zhu, Shuo Yang, Shuo Wang, Guan Huang, Hakan
Bilen, Xinchao Wang, and Yang You. Cafe: Learning to condense dataset by aligning features.
In CVPR, 2022.

Tongzhou Wang, Jun-Yan Zhu, Antonio Torralba, and Alexei A Efros. Dataset distillation. arXiv
preprint arXiv:1811.10959, 2018.

Xing Wei, Anjia Cao, Funing Yang, and Zhiheng Ma. Sparse parameterization for epitomic dataset
distillation. In NeurIPS, 2023.

Zhang Xin, Du Jiawei, Li Yunsong, Xie Weiying, and Joey Tianyi Zhou. Spanning training progress:
Temporal dual-depth scoring (tdds) for enhanced dataset pruning. In CVPR, 2024.

Eric Xue, Yijiang Li, Haoyang Liu, Yifan Shen, and Haohan Wang. Towards adversarially robust
dataset distillation by curvature regularization. arXiv preprint arXiv:2403.10045, 2024.

Lihe Yang, Bingyi Kang, Zilong Huang, Xiaogang Xu, Jiashi Feng, and Hengshuang Zhao. Depth
anything: Unleashing the power of large-scale unlabeled data. In CVPR, 2024.

Zeyuan Yin and Zhiqiang Shen. Dataset distillation in large data era. 2023.

Zeyuan Yin, Eric Xing, and Zhiqiang Shen. Squeeze, recover and relabel: Dataset condensation at
imagenet scale from a new perspective. In NeurIPS, 2024.

Ruonan Yu, Songhua Liu, and Xinchao Wang. Dataset distillation: A comprehensive review. IEEE
Transactions on Pattern Analysis and Machine Intelligence, 2023.

Hongyi Zhang, Moustapha Cisse, Yann N Dauphin, and David Lopez-Paz. mixup: Beyond empirical
risk minimization. In ICLR, 2018.

Bo Zhao and Hakan Bilen. Dataset condensation with differentiable siamese augmentation. In
ICML, 2021.

Bo Zhao and Hakan Bilen. Dataset condensation with distribution matching. In WACV, 2023.

Bo Zhao, Konda Reddy Mopuri, and Hakan Bilen. Dataset condensation with gradient matching. In
ICLR, 2021.

Guangze Zheng, Shijie Lin, Haobo Zuo, Changhong Fu, and Jia Pan. Nettrack: Tracking highly
dynamic objects with a net. In CVPR, 2024.

Muxin Zhou, Zeyuan Yin, Shitong Shao, and Zhiqiang Shen. Self-supervised dataset distillation: A
good compression is all you need. arXiv preprint arXiv:2404.07976, 2024.

13



702
703
704
705
706
707
708
709
710
711
712
713
714
715
716
717
718
719
720
721
722
723
724
725
726
727
728
729
730
731
732
733
734
735
736
737
738
739
740
741
742
743
744
745
746
747
748
749
750
751
752
753
754
755

A APPENDIX

A.1 TRAINING WITH SYNTHETIC DATASET

Algorithm 2 Training with synthetic dataset via Inter-class Feature Compensator (INFER)
Require: Synthetic dataset S; A network fθ with weights θ; Mini-batch size b; Learning rate η;

Parameter β for MixUP.
1: Initialize S̃ = {}
2: for each {Pk,Uk,Yk} in S do
3: ▷ Construct integrated synthetic instance
4: S̃k = {(s̃i, ỹi) | s̃i = xi + uj , for each xi ∈ Pk and each uj ∈ Uk, ỹi ∈ Yk}
5: S̃ = S̃ ∪ S̃k
6: end for
7: ▷ Start training network fθ
8: for e = 1 to E do
9: Randomly shuffle the synthetic dataset S̃

10: for each mini-batch {(s̃(b)i , ỹ
(b)
i )} do

11: ▷ Augmented synthetic dataset by MixUP without additional relabel
12: {(s̃(b)i , ỹ

(b)
i )} = MIXUP({(s̃(b)i , ỹ

(b)
i )})

13: Compute loss function L(fθ; s̃(b)i , ỹ
(b)
i ) ▷ KL Loss

14: Update the weights: θ ← θ − η∇θL
15: end for
16: end for
Ensure: The network fθ with converged weights θ
17: function MIXUP({(x(b)

i ,y
(b)
i )}, β)

18: {(x′(b)
i ,y′(b)

i )} ← shuffle
(
{(x(b)

i ,y
(b)
i )}

)
▷ Shuffle the batch of inputs and labels

19: Sample λ from Beta(β, β) for the batch
20: λ′ ← max(λ, 1− λ) ▷ Ensure symmetry
21: for i = 1 to b do
22: x̃i ← λ′xi + (1− λ′)x′

i
23: ỹi ← λ′yi + (1− λ′)y′

i ▷ Linear interpolation of labels
24: end for

return {(x̃(b)
i , ỹ

(b)
i )}

25: end function

A.2 MORE RELATED WORKS

The goal of dataset distillation is to create a condensed dataset that, despite its significantly reduced
scale, maintains comparable performance to the original dataset. This concept was first introduced
by Wang et al. (Wang et al., 2018) as a bi-level optimization problem. Building on this foundational
work, recent advancements have broadened the range of techniques available for effectively and
efficiently condensing representative knowledge into compact synthetic datasets. Techniques such
as gradient matching (Zhao et al., 2021; Zhao & Bilen, 2021; Lee et al., 2022b; Shin et al., 2023)
optimize synthetic data to emulate the weight parameter gradients of the original dataset, while tra-
jectory matching (Cazenavette et al., 2022; Cui et al., 2023; Du et al., 2023a;b) aims to replicate
gradient trajectories to tighten synthesis constraints, showcasing the focus on effectiveness. Addi-
tionally, factorized methods (Liu et al., 2022; Kim et al., 2022; Wei et al., 2023; Shin et al., 2024)
use specialized decoders to generate highly informative images from condensed features, enhancing
both the utility and efficiency of distilled datasets. Another strategy, distribution matching (Wang
et al., 2022; Zhao & Bilen, 2023; Sajedi et al., 2023; Sun et al., 2024; Deng et al., 2024), optimizes
synthetic data to align its feature distribution with that of the original dataset on a class-wise basis.
Although its efficiency has significantly improved, the performance of this method may still lag
behind those using gradient or trajectory matching. Despite these innovations, most methods con-
tinue to grapple with balancing final accuracy and computational efficiency, presenting challenges
for their application to large-scale and real-world datasets.
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Table 5: Training recipes of CIFAR-10/100, Tiny-ImageNet, and ImageNet-1k.

Optimizer Learning Rate Batch Size Epoch/Iteration Augmentation Architectures
C

IF
A

R
-1

0/
10

0 Syn Adam
{β1, β2} = {0.5, 0.9}

0.25
cosine decay 100 Iteration:1000 - {ResNet18, MobileNetv2,

EfficientNetB0, ShuffleNetV2}

Val AdamW
weight decay = 0.01

0.001
cosine decay 64 Epoch:400

RandomCrop
RandomHorizontalFlip

MixUp

{ResNet18, MobileNetv2,
EfficientNetB0, ShuffleNetV2}

Val+dyn AdamW
weight decay = 0.01

0.001
cosine decay 64 Epoch:80

RandomCrop
RandomHorizontalFlip

MixUp

{ResNet18, MobileNetv2,
EfficientNetB0, ShuffleNetV2}

Ti
ny

-I
m

ag
eN

et Syn Adam
{β1, β2} = {0.5, 0.9}

0.1
cosine decay 200 Iteration:2000 RandomResizedCrop

RandomHorizontalFlip
{ResNet18, MobileNetv2,

EfficientNetB0, ShuffleNetV2}

Val SGD
weight decay = 0.9

0.2
cosine decay 64 Epoch:200

RandomResizedCrop
RandomHorizontalFlip

MixUp

{ResNet18, MobileNetv2,
EfficientNetB0, ShuffleNetV2}

Val+dyn SGD
weight decay = 0.9

0.2
cosine decay 64 Epoch:50

RandomResizedCrop
RandomHorizontalFlip

MixUp

{ResNet18, MobileNetv2,
EfficientNetB0, ShuffleNetV2}

Im
ag

eN
et

-1
k Syn Adam

{β1, β2} = {0.5, 0.9}
0.25

cosine decay 1000 Iteration:2000 RandomResizedCrop
RandomHorizontalFlip

{ResNet18, MobileNetv2,
EfficientNetB0}

Val AdamW
weight decay = 0.01

0.001
cosine decay 32 Epoch:300

RandomResizedCrop
RandomHorizontalFlip

MixUp

{ResNet18, MobileNetv2,
EfficientNetB0}

Val+dyn AdamW
weight decay = 0.01

0.001
cosine decay 32 Epoch:75

RandomResizedCrop
RandomHorizontalFlip

MixUp

{ResNet18, MobileNetv2,
EfficientNetB0}

To further enhance dataset distillation for large datasets like ImageNet-1k (Deng et al., 2009), re-
searchers have developed various innovative strategies to overcome inherent challenges. Cui et
al. (Cui et al., 2023) introduced unrolled gradient computation with constant memory usage to man-
age computational demands efficiently. Following this, Yin et al. (Yin et al., 2024) developed the
SRe2L framework, which decouples the bi-level optimization of models and synthetic data dur-
ing training to accommodate varying dataset scales. Recognized for its excellent performance and
adaptability, this framework has spurred further research. Further, Yin et al. proposed the Cur-
riculum Data Augmentation (CDA) (Yin & Shen, 2023), a method that enhances accuracy without
substantial increases in computational costs. Based on SRe2L, Zhou et al. (Zhou et al., 2024) de-
veloped SC-DD, a Self-supervised Compression framework for dataset distillation that enhances
the compression and recovery of diverse information, leveraging the potential of large pretrained
models. Additionally, Xuel et al. (Xue et al., 2024) focused on improving the robustness of dis-
tilled datasets by incorporating regularization during the squeezing stage of the SRe2L process. In
Generalized Various Backbone and Statistical Matching (G-VBSM) (Shao et al., 2024), Shao et al.
introduced a ”local-match-global” matching technique based on SRe2L, which yields more precise
and effective results, producing a synthetic dataset with richer information and enhanced generaliza-
tion capabilities. Most recently, the Curriculum Dataset Distillation (CUDD) (Ma et al., 2024) was
introduced, employing a strategic, curriculum-based approach to distillation that balances scalability
and efficiency. This framework systematically distills synthetic images, progressing from simpler to
more complex tasks.

A.3 TRAINING RECIPES

The hyperparameter settings for the experimental datasets CIFAR-10/100, Tiny-ImageNet, and
ImageNet-1k are listed in Table 5.

A.4 VISUALIZATION OF GENERATED COMPENSATOR

To offer a clearer understanding of how the compensator enhances distillation outcomes, we visu-
alize the compensators in Figure 7 and Figure 6. These visualizations reveal varying compensator
patterns across different models and initialization instances.
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Figure 6: Visualizations of generated inter-class compensators of different models.

Figure 7: Visualizations of generated inter-class compensators using different initialization in-
stances.
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Table 6: Ensemble of architectures for soft label generation. “R”, “M”, “E”, and “S” represent
ResNet18 (He et al., 2016), MobileNetv2 (Sandler et al., 2018), EfficientNetB0 (Tan & Le, 2019),
and ShuffleNetV2 (Ma et al., 2018), respectively. ✔ indicates the network architectures participating
in soft labels generation. ↑ denotes the performance gain contributed by the current ensembles
compared with the baseline (only ResNet18). These experiments are conducted on CIFAR-100
dataset.

ipc = 10 ipc = 50
R M E S INFER ↑ INFER+Dyn ↑ INFER ↑ INFER+Dyn ↑

✔ 41.3
±0.2

+ 0.0 46.4
±0.2

+ 0.0 61.6
±0.4

+ 0.0 69.0
±0.1

+ 0.0

✔ ✔ 48.6
±0.4

+ 7.3 53.2
±1.0

+ 6.8 65.3
±0.3

+ 3.7 70.2
±0.3

+ 1.2

✔ ✔ ✔ 50.0
±0.4

+ 8.7 53.0
±0.6

+ 6.6 65.0
±0.3

+ 3.4 69.0
±0.1

+ 0.0

✔ ✔ ✔ ✔ 50.2
±0.2

+ 8.9 53.4
±0.6

+ 7.0 65.1
±0.1

+ 3.5 68.9
±0.1

- 0.1

Figure 8: Performance on the validation set. The bars represent the number of samples correctly
classified by SRe2L and our INFER, in each CE loss interval.

A.5 ENSEMBLE OF ARCHITECTURES FOR SOFT LABEL GENERATION

A.6 MORE DISCUSSIONS WITH SOTA METHOD SRE2L

Generalization to Varying Sample Difficulties. As illustrated in Figure 8, the x-axis shows the
cross-entropy loss from a pretrained model, indicating sample difficulty. The graph reveals that IN-
FER consistently outperforms SRe2L across all levels of sample difficulty, from easy to challenging.
This demonstrates that INFER’s performance improvements are comprehensive, providing a robust
enhancement regardless of sample complexity.

Adaptability to Static Labeling. Figure 9 shows the Kullback-Leibler divergence (KLD) between
dynamic and static labels. A smaller KLD indicates that our method adapts better to static labeling,
making high compression rates feasible. In contrast, SRe2L relies heavily on dynamic labeling,
which is more memory-intensive. This explains why our method achieves high compression rates
while maintaining satisfactory performance.
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Figure 9: Kullback-Leibler divergence (KLD) between dynamic labels and static labels.
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