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Abstract

Recent studies have shown that language mod-
els achieve high performance in idiomaticity
detection tasks. Given the crucial role of con-
text in interpreting these expressions, it is im-
portant to evaluate how models use context to
make this distinction. To this end, we collect
a comprehensive evaluation dataset to see how
the model discriminates the use of the same
expression in two different contexts. In par-
ticular, we produce high-quality instances of
idiomatic expressions occurring in their non-
dominant literal interpretation, as a way to test
whether models can use the context to construct
meaning. Our findings highlight the models’
tendency to default to figurative interpretations
and they do not appear to fully attend to the
context. Moreover, the frequency of idioms im-
pacts their ability to accurately discern literal
and figurative meanings.

1 Introduction

Idiomatic expressions (IEs) are strange birds that
march to a different beat. For example, proficient
English speakers understand “spill the beans” not
as causing legumes to fall, but as disclosing a secret.
Weinreich (1969) references an estimate suggest-
ing there are 25,000 fixed expressions in English
alone, and a similar estimate is quoted for French
(Gross, 1982). Notably, this figure is comparable to
the number of individual words in the lexicon (Jack-
endoff, 1997). This suggests that idioms are not
mere linguistic curiosities but fundamental compo-
nents of language.

The term “potentially idiomatic expressions"
(PIEs) refers to multi-word sequences, that can
be interpreted either non-compositionally (figura-
tively or idiomatically) or compositionally (liter-
ally), depending on the context in which they ap-
pear. Accurately identifying the meaning of a PIE
within its context is essential for numerous down-
stream applications, such as machine translation

(Dankers et al., 2022; Barreiro et al., 2013; Salton
et al., 2014; Fadaee et al., 2018), sentiment analysis
(Williams et al., 2015; Liu et al., 2017), and auto-
matic spelling correction (Horbach et al., 2016).
Beyond these applications, it is also crucial for
grasping the underlying meaning of the text.

Recent studies have shown that language models
achieve high performance in idiomaticity detection
tasks (Phelps et al., 2024; Zeng and Bhat, 2021).
This task involves binary classification, where mod-
els must determine whether the usage of a PIE is lit-
eral or idiomatic. Given the crucial role of context
in interpreting these expressions, it is important to
evaluate how models use context to make this dis-
tinction. However, since these models are trained
on extensive corpora that likely include idiomatic
expressions, it is unclear whether they are memo-
rizing these idioms or genuinely comprehending
the context to identify idiomaticity.

Existing datasets that include sentences featur-
ing both literal and idiomatic usages often fail to
rigorously analyze the effect of context. Literal
instances frequently arise from modifications to the
expression, whereas figurative instances typically
involve minimal variation. This can lead models to
rely on reasoning shortcuts and dataset artefacts in
the evaluation datasets, rather than completing the
task using their idiomaticity knowledge as intended
(Boisson et al., 2023).

In the example of "spill the beans", passivization
(2) and modification (3) often result in the loss of
idiomatic meaning.

(1) Despite my promise to her, I managed to
spill the beans.

2) Despite my promise to her, the beans were
spilt by me.

3) Despite my promise to her, I managed to

spill the freshly made beans.

To address this gap, we propose a novel eval-



uation set' where we strictly control the form of
idiomatic expressions. This eliminates the possi-
bility that models rely on grammatical variations
for idiomaticity disambiguation. By maintaining
consistent expression forms across contexts, our
dataset ensures that the challenge lies in under-
standing contextual nuances, thereby providing a
more accurate assessment of a model’s idiomatic
comprehension.

We focus specifically on idioms, as these ex-
pressions serve as pivotal indicators of a model’s
linguistic understanding. By "idioms," we refer to
dominantly figurative expressions. Given the rar-
ity of their literal interpretations, our dataset chal-
lenges models to accurately interpret contextual
cues to discern between literal and figurative mean-
ings. This approach mirrors the principles of con-
trastive evaluation, where changes in input require
maximal understanding from models. We hypothe-
size that if models are merely memorizing idioms,
their performance will drop when faced with the
literal variations of these expressions. Thus, our
evaluation set provides a rigorous framework to
assess true idiomatic comprehension by language
models.

To address these gaps in the field, we curated
a novel, comprehensive evaluation dataset 2 con-
taining idioms in both their figurative and literal
forms. We focus specifically on idioms, as we be-
lieve these expressions serve as pivotal indicators
of a model’s linguistic understanding. By "idioms",
we mean dominantly figurative expressions. Given
the rarity of their literal interpretations, our dataset
challenges models to interpret contextual cues ac-
curately to discern between literal and figurative
meanings. This idea mirrors the principles behind
contrastive evaluation, where changes in input re-
quire maximal understanding from models. Under
the hypothesis that the models are memorizing id-
ioms, we expect to observe a drop in performance
when faced with these adversarial examples.

2 Related Works

Contrastive Evaluation Contrastive evaluation
often takes the form of minimal pairs evaluation,
where a single perturbation such as a change in a
word or phrase, is systematically introduced into
otherwise identical conditions. This method has

"We will make our dataset and code publicly available for
camera-ready.

>We will make our dataset and code publicly available for
camera-ready.

been noted for its advantage in identifying specific
weaknesses in model understanding and robustness
(Linzen et al., 2016; Sennrich, 2017; Robertson,
2019).

Our dataset can be positioned within this cate-
gory of contrastive evaluation, with a specific focus
on idiomaticity. By presenting idioms in both their
figurative and literal forms, our dataset forces mod-
els to understand and differentiate between subtle
contextual cues that determine the meaning. More-
over, by controlling for the dictionary form of ex-
pressions, our dataset ensures that the challenge
comes from understanding context rather than deal-
ing with variations in form. This approach mirrors
the principles behind contrastive evaluation, where
minimal changes in input require maximal under-
standing from models.

Memorisation and Context Transformer mod-
els appear to handle IEs mainly by recalling stored
expressions and stored knowledge rather than em-
ploying an advanced mechanism for processing
their meanings (Mileti¢ and Walde, 2024). Li et al.
(2022) found that GPT-3’s interpretations of the
novel compounds matched closely to that of the
humans. However, unlike humans who could use
the context in which the expression occurred to
work out the meaning of nonsensical strings, the
models failed due to the memorisation of token
distributions in its training data. Thus, it could
not leverage its surrounding contextual clues to
work the meanings of nonsensical strings. Coil
and Shwartz (2023) investigates noun compound
interpretation and conceptualization using LLMs.
They found that while GPT-3 performs well in inter-
preting common noun compounds, its performance
drops with novel compounds, suggesting a reliance
on pre-existing knowledge. Their analysis high-
lights the balance between reasoning and parroting
seen in large models, providing insights into the
depth of model comprehension in noun compound
tasks.

Cheng and Bhat (2024) find that pretrained
LLMS are negatively affected by the context, as
performance on Idiomatic Expression Reasoning
almost always increases with its removal. The find-
ings of this work are in line with findings in other
reasoning-based tasks, such as question-answering
retrieval (Liu et al., 2024). Moreover, Sun et al.
(2021) find that LLMs tend to rely on contextual
cues only when the answer is directly retrievable.
Even in tasks like the minimal-pair paradigm ac-



ceptability task, models appear to only exhibit sen-
sitivity to specific contextual features (Sinha et al.,
2023).

Taken together, these existing findings under-
score the need for a dataset that explores context
further for idiomatic processing. They validate this
need by highlighting a common limitation: pre-
trained LLMs frequently struggle with nuanced
contextual understanding. To address this gap,
we examine models’ understanding of idiomaticity
through controlled figurative and literal contexts,
providing a novel contrastive evaluation framework
specifically targeting idiomatic comprehension. We
focus on both noun compounds and phrasal expres-
sions. Noun compounds often retain some degree
of literal meaning and undergo fewer variations in
form, whereas idiomatic expressions require mod-
els to accurately interpret more nuanced and often
non-literal meanings within diverse contexts.

In this study, we focus on both noun compounds
and phrasal expressions. Noun compounds often
retain some degree of literal meaning and undergo
fewer variations in form, whereas idiomatic expres-
sions require models to accurately interpret more
nuanced and often non-literal meanings within di-
verse contexts. Additionally, we examine models’
understanding of idiomaticity through controlled
figurative and literal contexts, providing a novel
contrastive evaluation framework specifically tar-
geting idiomatic comprehension.

Existing Datasets The task of idiomaticity sense
disambiguation (or, idiomaticity detection) in-
volves evaluating whether an expression is used
literally or figuratively in a sentence (Liu and Hwa,
2018; Salehi et al., 2014; Senaldi et al., 2016; Ghar-
bieh et al., 2016).

To the best of our knowledge, the biggest dataset
for idiomatic sense disambiguation is MAGPIE
(Haagsma et al., 2020). Other large datasets target-
ing various types of IEs have been released: The
VNC-Tokens dataset focusing on V+NP expres-
sions (Cook et al., 2008), IDIX on V+NP/PP ex-
pressions (Sporleder et al., 2010), SemEval-2013
which has unrestricted expressions (Korkontzelos
et al., 2013), AStitchInLanguageModels on noun
compounds (Tayyar Madabushi et al., 2021). Visi-
bly, these datasets often only contain expressions
of a singular type. As a result, we address this lack
of coverage by compiling expressions from both
phrasal expressions datasets and noun compound
datasets.

In the curation of the MAGPIE dataset, a large
amount of deviation of the form of the expression
was allowed (Haagsma et al., 2020). However, we
believe it is crucial to maintain the same form of
expression in both literal and figurative contexts.
Idioms are somewhat fixed, with varying degrees
of susceptibility to change.

3 Dataset of Adversarial Evaluation in
Idioms: DAEVID

A robust evaluation of idiomatic expressions in lan-
guage models requires a carefully curated dataset
that ensures idioms are interpreted correctly in both
figurative and literal contexts. It is notably more
challenging for dominantly literal expressions to
adopt an idiomatic meaning than for idiomatic ex-
pressions to be interpreted literally. Therefore, we
selected idioms that consistently appear across ex-
isting idiomaticity datasets to ensure they predomi-
nantly convey figurative meanings.

We compiled a list of phrasal idioms by iden-
tifying overlapping expressions from MAGPIE
(Haagsma et al., 2020) and SLIDE (Jochim et al.,
2018), and a list of noun compound idioms by
finding non-compositional expressions common
to NCTTI (Garcia et al., 2021) and AStitchIn-
LanguageModels (Tayyar Madabushi et al., 2021).
We excluded compositional and partially compo-
sitional compounds due to the difficulty in over-
riding their dominant meanings (e.g., "skin tone,"
"noble gas"). This process resulted in a total of 783
unique idioms: 680 phrasal expressions and 103
non-compositional noun compounds.

GPT-4 (?) was then used to generate sentences,
where a given idiom occurs in a sentence that leads
to a literal interpretation. We provide the prompting
setting we used for sentence generation in A. Ini-
tially, we piloted this study using GPT-40, GPT-4,
and GPT-3.5. We found GPT-4 to perform the best
at generating sentences where the figurative inter-
pretation is suppressed. Our preference for GPT-4
aligns with the findings of (Phelps et al., 2024),
which demonstrate that off-the-shelf GPT-4 pos-
sesses relatively stronger idiomaticity knowledge
as it performed consistently well across idiomatic-
ity detection tasks compared to other off-the-shelf
LLMs. We prompted the model to produce three
different sentences, where the form of the idiom
must be kept the same. In total, we obtained 2,349
sentences.

To mitigate the potential bias of using GPT-4,
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Figure 1: A visual illustration of our dataset curation
process. We obtain a list of idioms using existing
datasets, which GPT-4 is then prompted to generate
sentences where the idiom is used literally. Human
annotators then check the sentences.

which may itself struggle with idiomatic nuances,
we employed human annotators to verify the gener-
ated test sentences. We recruited four experts with
at least three years of university-level experience
in linguistics, compensated at a rate of £15/hour.
Annotators reviewed each sentence to either ac-
cept it unconditionally, reject it, or skip it if the
figurative meaning of the idiom could not be over-
ridden. In cases of rejection, annotators provided
reasons such as ambiguity, figurative interpretation,
change of form, or other issues. If an expression
was skipped, a second annotator reviewed it to con-
firm if it should be discarded. Examples of sen-
tences for each category are presented in Table 1.

The figurative counterparts of these sentences
were sourced from MAGPIE and AStitchInLan-
guageModels. We ensure that the same number
of variants is matched between the figurative and
literal settings. In other words, if we have three
sentences containing "all hell broke loose" in lit-
eral contexts, we would extract an equal number of
sentences containing the idiom from the figurative
datasets. In doing so, we curate a balanced and
rigorous dataset.

In total, our contrastive evaluation dataset (DAE-
VID) consists of 2066 sentences, featuring 402
expressions. A summary of the statistics of our
dataset is presented in Table 2. Although we only

use a subset of the dataset for our analysis into
the use of context in idiomaticity processing, we
release the rest of the subset as well, so they can
serve as good resources for future directions as well
as for creating even more challenging datasets.

4 How Well Do LLMs Use Context for
Idiomaticity?

Using DAEVID, we evaluated the ability of vari-
ous language models to differentiate between literal
and figurative uses of idioms. Replicating the Id-
iomaticity Sense Disambiguation (ISD) task, we
prompted each model with a sentence and an id-
iomatic expression, instructing it to return "literal"
if the expression has a literal meaning, or "figura-
tive" if it has a figurative meaning.

This evaluation challenges the models to rely on
contextual cues to make the correct distinction, as-
sessing their idiomatic comprehension capabilities.
By comparing model performance in both figu-
rative and literal contexts, we determine whether
LLMs truly understand the nuances of idiomatic
expressions or if they are simply relying on memo-
rized patterns. This analysis helps us identify the
extent to which language models can interpret id-
iomatic expressions based on context rather than
rote memorization.

4.1 Experimental Setup

Models We present the task of idiomaticity de-
tection or idiomatic sense disambiguation to 10
large language models: GPT-4o 3, GPT-3.5-Turbo
(Brown et al., 2020), FLAN-T5 models in the
XXL, XL, Large, Small sizes (Chung et al., 2023),
Llama-2-7B (L1ama-2-7b-chat-hf), Llama-3-8B
(Llama-3-8b-instruct) (Touvron et al., 2023),
and Mistral 7B (Mistral-7B-Instruct-ve.3)
(Jiang et al., 2023). Additionally, we evaluated
GPT-4 (?), which was used to generate the sen-
tences. The hyperparameters, prompts and com-
putational resources used for the experiments are
reported in the Appendix C.

Evaluation To thoroughly evaluate the models’
performance, we employed three distinct evalua-
tion settings:

* Individual Accuracy: This setting includes
two sub-evaluations: (1) Figurative Accu-
racy: We computed the accuracy of each
model in correctly identifying the figurative

3https://platform.openai.com/docs/models/gpt-40



Idiom Definition of the Figurative Meaning Sentence Accept ‘ Reject ‘ Reason (if reject) ‘
smoking gun "a piece of incontrovertible evidence" The detective found a smoking gun at the crime scene. N Y Ambiguous
guilt trip "to make someone feel guilty" After breaking her mother’s vase, Sarah’s sister put her on a guilt trip for weeks. N Y | Doesn't make sense
turn a blind eye | "pretend not to notice" Despite the obvious safety hazards, the supervisor chose to turn a blind eye. N Y Figurative
down the wire "a situation whose outcome is not decided until the very last minute" | The electrician was careful not to cut down to the wire while he was working. N Y Form changed
set eyes on "see" As soon as she set eyes on the beach, she was overwhelmed by its serene beauty. N Y Skip
blow off steam | "get rid of pent-up energy or emotion” During the train ride, the kids were excited to see the old locomotive blow off steam. ‘ Y ‘ ‘
get a grip "begin to deal with or understand" He struggled to get a grip on the slippery glass jar of pickles. Y
Table 1: Examples of expert annotations. Definitions are taken from Ayto (2020).
Counts Examples and Remarks

Number of Sentences (Literal) 1033 Carpenters recommend not to sand against the grain as it can damage the wood.

Number of Sentences (Figurative) 1033 e.g., Out of duty she had caved in, but it still went against the grain. (MAGPIE)

Total no. of sentences 2066 -

Number of Unique Idioms 402 -

Total Number of Expressions 402 103 noun compounds + 299 phrasal expressions

Average length of sentences (literal) 15.4 words -

Average length of sentences (figurative) 28.1 words -

All annotated sentences 2349 This includes the aforementioned 1033 literal sentences.

Unique expressions 783 -

Ambiguous sentences 165 The panda car is a popular item in the collectible toy market.

Figurative/Idiomatic sentences 465 It was a close call when the hiker almost slipped off the cliff.

Change in Form sentences 32 She reached into the bag to find her glasses. (The idiom is "in the bag".)

Doesn’t make sense sentences 162 When the children play at the park, their parents always remind them to play it safe.

Grammatical Error sentences 9 The old locomotive runs out of steam halfway up the mountain.

Can’t be literal sentences ("skips") 462 The nurse cared for the critical patients day in, day out without a moment’s rest.

Total sentences 1295 -

Table 2: The upper panel of the table shows the properties of the subset for the experiments and analysis we
conducted in this paper. The lower panel of the table shows the properties of the remaining of the annotations we
collected. We make both parts of the dataset available.

uses of expressions within the figurative sub-
set. (2) Literal Accuracy: We assessed the
accuracy of the models in correctly identify-
ing the literal uses of expressions within the
literal subset. These evaluations measure the
models’ ability to recognize idiomatic and lit-
eral meanings based on context.

Consistencyryy,, =
> wex 1 (Vi,Prediction(z;) = Type)
Total number of expressions(X’)

6]

where Type can be either “Literal” or “Figura-
tive” and 1(-) is the indicator function.

* Consistency in Classification (Consistency
Check): In this setting, we only rewarded the
model for correctly classifying an expression
as figurative or literal if it correctly identified
all the variations of that expression in the re-
spective subset. Given that each expression
has 1 to 3 variations in both literal and figura-
tive contexts, the model needed to classify all
these variations correctly to receive a positive
score.

Given that LLMs may be sensitive to the word-
ing of the prompt, and that different word-
ing may result in different performances, we
prompted all the models using three different
variations.* We reported the average and stan-
dard deviation over these three variations to
ensure a reliable evaluation.

“Please see Appendix C for information on the prompts
we used.

* Strict Consistency (Robustness Check):
This is the most stringent evaluation. The
model had to correctly identify all variations
of an expression in both figurative and literal
contexts to be rewarded. This setting assumes
that a truly understanding model should cor-
rectly classify an idiom regardless of its con-
text.

Strict Consistency =
> wcx 1 (Vi,Prediction(x;) = True Label(x;))
Total number of expressions(X)

@

By employing these evaluation settings, we aim
to provide a comprehensive assessment of the mod-
els’ capabilities in understanding and differentiat-
ing idiomatic expressions. This approach helps us
determine whether the models rely on contextual
understanding or memorized patterns to perform
the task.



4.2 Results

Table 3 presents the results of model performances
on our evaluation set. We can make the following
observations based on these results.

Per Class Performance Comparison By com-
paring the accuracy of the figurative and literal sub-
sets, we observe a noticeable preference towards
the figurative class among the models. Eight out
of the ten models display better performance in
idiomatic contexts. Most models exhibit a signif-
icant gap between performances on these subsets,
highlighting a struggle with literal contexts despite
dealing with the same set of expressions.

For instance, Flan-T5-LARGE shows a signifi-
cant drop from 99.0% accuracy in figurative con-
texts to just 1.8% in literal contexts. FLAN-XXL
shows the smallest differences between its perfor-
mance on these two subsets. Flan-T5-SMALL,
although showing perfect accuracy on literal ex-
amples, fails to understand idiomatic contexts, evi-
denced by its near-zero accuracy on figurative ex-
amples (0.3 £0.3).

Additionally, we observe that there can be sig-
nificant variations in performance depending on
the prompt used. LLAMA-2-7B, LLAMA-3-8B,
and GPT-40 have the highest standard deviations,
indicating the greatest challenges in achieving con-
sistent performance with different prompts, with
differences of 38.2, 39.1, and 20.6 points on the
figurative subset, respectively.

Consistency Comparison The results from the
Consistency Check evaluation reveal the following
insights. Overall, the general trend aligns with our
previous observations: models show a preference
for figurative interpretations when encountering an
idiom, as there is a higher proportion of idioms that
the models can consistently predict to be figurative
across all contextual sentences than in the literal
setting. As expected, all models achieve lower
scores on both subsets when evaluated based on
consistency, where the model must correctly clas-
sify all variations of the same expression in each
sense to be rewarded. We observe the largest drop
for GPT-40 when scores are evaluated using this
metric. This decline indicates that GPT-40’s per-
formance stems from its familiarity with a broad
range of idioms (evidenced by an accuracy of 57.2
on the figurative class). However, the model lacks
a deep understanding of these idioms, making it
susceptible to susceptible to variations. This is

illustrated by a Consistency score of 32.7, show-
ing that the model can only accurately interpret a
subset of idioms consistently across different texts.
Flan-T5-XXL remains the model with the least
performance difference across the two subsets, in-
dicating a more balanced understanding of both
figurative and literal contexts.

Robustness Check The robustness check, as pre-
viously defined, requires models to correctly clas-
sify all the figurative and literal uses of an expres-
sion to be rewarded. The results from this eval-
uation are striking: only three models—GPT-3.5,
FLAN-XXL, and Mistral-7B—achieve an accuracy
above 10%, with 44.5%, 25.4%, and 12.4% respec-
tively. This indicates that while state-of-the-art
models may show high performance on existing
idiomaticity benchmarks, they perform very poorly
when a more systematic approach is used to evalu-
ate their understanding. Even GPT-4, which served
as the annotator model, can consistently classify
only 63.5% of the expressions correctly in both
literal and figurative contexts. This highlights a
significant gap in the current models’ ability to
truly understand idiomatic expressions, suggesting
considerable room for improvement in idiomaticity
detection and achieving true meaning comprehen-
sion.

5 Impact of Expression Frequency on
Model Performance

In this section, we analyze how the frequency of
idiomatic expressions in the pretraining data in-
fluences model performance on our evaluation set.
Given the lack of access to specific pretraining
datasets, we utilize the English Web Corpus (en-
TenTen) (Jakubicek et al., 2013) to approximate
the frequency distributions of these idioms. The
enTenTen corpus, with its extensive scale of 52
billion words and diverse genres, provides a robust
basis for our frequency-based analyses.

Our research explores two main hypotheses:
First, higher frequencies of idiomatic expressions
in the pretraining data may improve model perfor-
mance primarily on the figurative subset, as the
expressions we used commonly appear in their fig-
urative forms. Second, frequent exposure to id-
iomatic expressions could enhance performance
across both figurative and literal contexts, reflect-
ing a more comprehensive understanding of these
expressions. By investigating these hypotheses, we
aim to determine how exposure frequency impacts



Model Per Class Performance Consistency Strict Consistency

Figurative Literal  Figurative Literal Overall
GPT-40 572+20.6 29.8+294 327+£249 124+163 49+5.0
GPT-3.5-Turbo  88.5+6.5 60.3+18.9 79.1+103 434+21.0 303+£124
Flan-T5-XXL 793+9.2 734+£18.0 639+13.7 58.8+23.2 329 +6.8
Flan-T5-XL 95.5+3.7 238+£194 O91.1£7.0 13.0+11.2 10.0 £ 8.9
Flan-T5-Large 99.0+1.5 1.8+25 97.7+34 0.6 +0.8 0.6 +0.8
Flan-T5-Small 03+03 100.0+0.0 00+0 100.0+0 0.0£0.0
Llama-3 451+39.1 72.1+245 257+225 56.6+37.7 9.5+8.2
Llama-2 59.7+38.2 38.0+£34.0 435+£495 199199 28+3.0
Mistral-7B 974+18 289+17.8 939+£39 133+11.1 122 +£9.8
GPT-4 88.7+£0.6 869+36 78409 769+56 58.2+4.9

Table 3: Mean scores + 1 std (over 3 different sets of prompts). For per-class performance scores, we report
accuracy scores, for Consistency and Strict Consistency we report the measures calculated defined in §4.1 Bold
values denote the best performance on each metric for each model. We separate GPT-4 results from the rest, as this

is the model where evaluation sentences were obtained.
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Figure 2: Log frequency distribution of idioms in DAE-
VID. Only a selection of idioms is displayed for read-
ability.

the models’ ability to generalize idiomatic under-
standing beyond memorization.

5.1 Frequency Estimation

As shown in Figure 2, some idiomatic expressions
are low-frequency occurring items in language,
with a small number being high-frequency items.
Due to the non-linear nature of this distribution,
we categorized the idioms into four bins based on
their frequency. We ranked the expressions based
on their frequency and focused on the two extreme
bins: the lowest frequency bin (representing the
rarest expressions) and the highest frequency bin
(representing the most common expressions). We
present the results for the other two bins in Ap-
pendix D.

5.2 Results

We observe a clear trend in Table 4: all models
achieve higher performance on both figurative and

literal evaluations for idioms with higher occur-
rences. This finding aligns with our second hypoth-
esis, indicating that frequent exposure to idiomatic
expressions during pretraining enhances the mod-
els’ overall understanding. The models exhibit a
more nuanced comprehension of idioms that are en-
countered more often, suggesting that increased fre-
quency in pretraining data significantly improves
performance across various contexts, both figura-
tive and literal. This highlights the importance of
frequent exposure to idiomatic expressions for ro-
bust language model training.

A closer inspection of the top 3 best performing
models on the Robustness Check reveals that the
idioms occurring with the highest frequency bins
were most accurately understood, whether they ap-
peared in literal or figurative contexts, in all of the
sentences in the dataset. The mid-frequency group
followed, with models comprehending a quarter
of these idioms entirely. Even idioms in the low-
frequency category were understood to a significant
extent, at 23.5%. Notably, none of the idioms in
the rare group was completely understood by the
models. In Appendix 8, we provide the list of id-
ioms that have demonstrated this robustness. noun
compounds constitute a significant proportion of
these expressions. This is likely because noun com-
pounds typically undergo fewer variations in form
compared to phrasal expressions (Pafel, 2017).

6 Discussion

Our findings indicate that when models encounter
contexts containing idiomatic expressions, they
struggle to effectively utilize contextual informa-



Model Rare High
Figurative Literal  Figurative Literal
GPT-40 673+£23.6 457+43.6 84995 464435
GPT-3.5-Turbo  785+6.6 62.1+19.2 83.6+2.6 80.4+10.6
Flan-T5-XXL 81.2+24 793+81 83.0x55 823638
Flan-T5-XL 729+44 38.1+£21.8 784+9.1 547+35.1
Flan-T5-Large  679+1.1 103£89 65115 65+£11.2
Flan-T5-Small 0.0£00 66.7+0.0 00+£0.0 66.7+0.0
Llama-3 41.6+389 61.0+154 477+420 705+9.0
Llama-2 467+ 185 3277+283 49.0+24.0 323+285
Mistral-7B 76.1£6.2 50.8+£22.6 79.0+7.4 59.7+242
GPT-4 91.5+45 91.8+38 954+29 93822

Table 4: Mean F1 scores £ 1 std (over 3 prompts). Bold values denote highest performances.

tion. Consequently, they often classify these con-
texts as figurative, even when humans would in-
terpret them as literal. Overall, our results show
a higher F1 score for classifying figurative con-
texts compared to literal ones. The significant drop
in performance on literal examples supports our
hypothesis that models may rely more on memo-
rization than a nuanced understanding of idiomatic
expressions, particularly when faced with language
that deviates from common, dominantly idiomatic
usages. We believe that this is due to pretrain-
ing datasets containing potential lists, explanations,
and definitions of idioms in addition to their usages
in context.

However, the presence of this information in the
pretraining dataset does not mean the model nec-
essarily would do well on figurative understand-
ing either. As demonstrated by Flan-T5-Small
and Llama-3, they do appear to have sufficiently
learned idioms that can be figurative. The low
performance on these models is in line with evalu-
ations on three datasets, as carried out by (Phelps
et al., 2024).

The Consistency and Robustness Checks pro-
vided additional layers of analysis for our inves-
tigation. Given the task’s binary nature, models
could potentially guess labels randomly. In the
broader Consistency Check, we anticipated that a
model demonstrating an understanding of an id-
iom’s sense would correctly classify all instances
and contexts where the idiom appears in that sense.
For example, if a model comprehends the figurative
meaning of "spill the beans," it should classify all
occurrences of this idiom figuratively. In the nar-
rower Robustness Check, true understanding would
be evidenced by the model correctly identifying

whether an idiom is literal or figurative across all
contexts in which it appears. Our findings indicate
a limited genuine understanding of idioms by the
models, consistent with our hypothesis that insuf-
ficient leveraging of context impedes meaningful
comprehension.

Additionally, we observe that idiom frequency
correlates with higher performance in both literal
and figurative contexts. This suggests that in-
creased exposure to an idiom improves the model’s
understanding in different contexts. Notably, the
idioms in our dataset are mostly figurative, with
literal occurrences being rare. Therefore, for highly
frequent idioms, models may encounter some lit-
eral examples alongside numerous figurative ones.

7 Conclusion

In this work, we have demonstrated that LLMs
do not effectively utilize the context in which ex-
pressions occur to form judgments on idiomaticity.
Instead, the frequency of the expressions in lan-
guage use is correlated with performance improve-
ments in both literal and figurative senses. These
findings are based on our contrastive evaluation
dataset, specifically curated for a fine-grained and
thorough evaluation of the role of context in id-
iomaticity detection. As future work, this study
motivates further investigation into larger-scale fre-
quency analyses using more extensive datasets to
deepen our understanding of how frequency and
context influence idiomaticity detection in LLMs.

8 Limitations

One of the limitations of our work is that some id-
iomatic expressions are noticeably more reliant on



the context than others. This means that there were
cases, where we could not provide a literal counter-
part to the figurative interpretation. For example,
the expression "set eyes on" has such a dominant
meaning of "to see", that the annotators believed to
be impossible to override. In these cases, we would
discard the expression. As a result, our dataset
only contains a selected sample of idioms, and we
acknowledge that this idea of contrastive evalua-
tion cannot necessarily be applied to all idioms in
a language.

Another of the limitations of our work is that we
only consider English idioms. We would like to
have extended this work to other languages, how-
ever, due to the scarcity of idiomaticity datasets, it
is hard to do so within our budget. Moreover, the
idea of making idioms literal might not be translat-
able to other languages, where the expression takes
rigid and fixed forms.

9 [Ethical Considerations

We adhere to ethical practices of data collection.
All participants were required to sign a consent
form and informed that they could withdraw from
participation at any time without facing any conse-
quences. Our collection procedures and processes
are monitored and reviewed by a University-wide
ethics committee. Th committee members are un-
related and detached from this work.
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A Sentence Generation Prompt

The prompt we used for generating the sentences
is shown here. For other configurations that are not
mentioned, we used the default setting.

Model: GPT-4

"non

"role": "system", "content": "You are an expert of
English"
"role": "user", "content": "Generate three sen-

tences using the expression: ’idiom’, where the
expression has a literal meaning. Each sentence
must contain the expression unchanged. Format
these sentences as a Python list. Don’t say anything
that are not the sentences."

temperature = 0.8

B Participant Briefing

Upon signing up for participation, each annota-
tor received a 30mins training session where they
were shown examples, including 1. We omit the
Participation Information sheet since this contains
information that could break anonymity.

C Implementation Details

We ran the FLAN-T5 models, Llama-2, LLlama3
and Mistral on a NVIDIA H100 GPU. Each model
was evaluated with three different prompts. All
of the results we report are the average across the
three prompt settings. We use OpenAlI’s API for in-
teractions with the GPT models, and HuggingFace
for the rest of the models.

Model: GPT-4, GPT-40, GPT-3.5-Turbo
Prompt 1: "Is the expression ’idiom’ used
figuratively or literally in the sentence: ’sentence’.
Answer ’1’ for figurative, ’l’ for literal."

Prompt 2: "In the sentence ’sentence’, is the
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expression ‘idiom’ being used figuratively or
literally? Respond with ’i’ for figurative and ’l” for
literal."

Prompt 3: "How is the expression ’idiom’ used
in this context: ’sentence’. Output ’i’ if the
expression holds figurative meaning, output ’l’ if
the expression holds literal meaning."

Models: Flan-T5-XXL, Flan-T5-XL, Flan-
TS-Large, Flan-T5-Small
Prompt 1: "Is the meaning of expression idiomatic

or literal? If used idiomatically, answer ’i’,

if literally, answer ’I'." "Expression: idiom"
"Sentence: sentence".
Prompt 2: "In the sentence ’sentence’, is the

expression ’‘idiom’ being used figuratively or
literally? Respond with ’i’ for figurative and ’I” for
literal."

Prompt 3: "How is the expression ’idiom’ used
in this context: ’sentence’. Output ’i’ if the
expression holds figurative meaning, output ’l” if
the expression holds literal meaning."

Models: meta-llama/Meta-Llama-3-8B-Instruct,
meta-llama/Llama-2-7B-chat-hf

Prompt 1: "role": "system", "content": "You are a
language expert."
"role": "user", "content": "expression: ’id-

iom’sentence: ’‘sentence’ QUESTION: Is the
expression figurative or literal? Generate the letter
’1’ if the idiom is used figuratively, or generate '’
if the expression is used literally. Only generate
the letter."

Prompt 2: "role": " content": "You are an
assistant.” "role": "user", "content": "expression:
’idiom’sentence: ’sentence’ QUESTION: Given
a contextual sentence and an expression, tell me
if the expression is used figuratively or literally.
Either generate the letter ’1’ if figurative or generate
the letter ’1’ if literal."

Prompt 3: "role": "system", "content": "You are a
native speaker of English." "role": "user", "con-
tent": f"expression: ’idiom’sentence: ’sentence’
QUESTION: Does the expression hold a figurative
or literal meaning in the contextual sentence?
Generate a letter i’ for figurative meaning, or I’
for literal meaning."

non

system",

Model: mistralai/Mistral-7B-Instruct-v0.3

Prompt 1: "[INST] You are a language expert
who can only generate one letter. Your task is
to interpret the sentence, and generate a letter
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"1" if the idiom is used figuratively, or generate
"I" if the expression is used literally. expression:
’idiom’ sentence: ’sentence’ Generate a Python list
containing the letter.[/INST]"

Prompt 2: "[INST] You are an assistant, who can
only generate one letter. Given a contextual sen-
tence and an expression, tell me if the expression
is used figurative or literally. Either generate "i"
if figurative, or generate "1" if literal. expression:
’idiom’ sentence; "sentence’ Generate a Python list
containing the letter.[/INST]"

Prompt 3: "[INST] You are a native speaker of
English, who can only generate one letter. Does
the expression hold a figurative or literal meaning
in the following contextual sentence? Generate
a letter "i" for figurative meaning, or "l" for
literal meaning. expression: ’idiom’ sentence;
"sentence’ Generate a Python list containing the
letter.[/INST]"

D F1 Scores across Each Class

Table 5 represents the f1 scores, each model ob-
tained on each class (figurative and literal).

Model Figurative F1  Literal F1
GPT-40 68.6 + 14.0 39.2+£35.1
GPT-3.5-Turbo 78.4 + 3.6 69.8+11.8
Flan-T5-XXL 77.2+14 749 £ 8.4
Flan-T5-XL 70.5 £ 3.6 33.9+26.9
Flan-T5-Large  66.6 + 0.1 35+47
Flan-T5-Small  0.5+0.6 66.7 £ 0.1
Llama-3 22.5+30.2 65.6 £2.9
LIAMA-2 50.0 £ 18.5 34.8 £30.1
Mistral-7B 72.8 +4.1 42.0+21.6
GPT-4 88.5+1.7 88.1+1.8

Table 5: Mean F1 score + 1 std (over 3 runs). Bold
values denote the best performance across each class for
each model.

E Additional Results for Frequency
Analysis

We present supplementary results we obtained. Ta-
ble 6 shows the F1 scores across each frequency
bin, for the figurative and literal subsets. Table 7
shows the Consistency scores for each frequency
group. Table 8 shows the expressions on which the
top 3 models achieved the highest robustness score.



Model Rare Low Moderate High
Figurative Literal  Figurative Literal  Figurative Literal  Figurative Literal
GPT-40 673+£23.6 457+43.6 67.6+x152 392%262 69997 372+339 849%95 464435
GPT-3.5-Turbo  785+6.6 62.1+£192 784+35 69.5+21.1 773+42 707+126 83.6+x2.6 804=%10.6
Flan-T5-XXL 812+24 793+81 766+13 741+£48 775+21 765+66 83.0%55 823+6.8
Flan-T5-XL 729+44 38.1+21.8 702+34 327+30.1 70.7+35 363+304 78491 547351
Flan-T5-Large  67.9+1.1 103+89 66.7+0.1 32+41 663%1.0 36+£35 651%15 65+112
Flan-T5-Small 0.0+£0.0 66.7+0.0 05+0.5 66.7+34.7 08+15 668+02 00£0.0 66.7+0.0
Llama-3 41.6£389 61.0+154 43.1+373 625£0.1 422+365 642+3.0 47.7+420 70.5+9.0
Llama-2 46.7+18.5 327+283 498+185 350%115 51.6+181 343+£299 49.0+24.0 323+285
Mistral-7B 76.1+£6.2 50.8+22.6 725+39 413*x14 735+47 428%23.7 79.0+x74 59.7+242
GPT-4 91.5+45 91.8+38 884+13 880+89 87.0+32 871£37 954+29 938+£22
Table 6: Mean F1 scores £ 1 std (over 3 prompts)..
Model Rare Low Moderate High
Figurative Literal Figurative Literal ~ Figurative Literal Figurative Literal
GPT-40 333+289  25%287 323+264 123+264 322+192 944+192 48.1+£257 185+25.7
GPT-3.5-Turbo 91.7+ 144 167+144 794+103 42.1+103 739+102 489+102 81.5+17.0 63.0+17.0
Flan-T5-XXL 583+ 144 41.7+144 623+152  59.0+152 683+833 572+833 741+642 519+642
Flan-T5-XL 1000£0.0 833£0.0 909%7.06 124+£7.06 89.4£9.18 161+9.18 100.0+0.0 185%0.0
Flan-T5-Large  100.0 + 0.0 00£0.0 982255 0418+255 956+7.70 1.11+7.70 92.6+642 3.70+6.41
Flan-T5-Small 0.0+0.0 100.0+0.0 0.0£0.0 100.0+0.0 0.0£0.0 100.0+0.0 0.0£0.0 100.0+0.0
Llama-3 16.7+289 50.0+289 26.1+23.04 563+230 228%19.7 57.8+19.7 2594+23.1 63.0+23.1
Llama-2 333+£577 00577 433+£497 21.1+49.7 444+483 1556+483 51.9+£50.1 11.1+50.1
Mistral-7B 100+0.0 8.33£0.0 93.1+442 13.1+442 956+255 150+255 100.0+0.0 11.1+0.0
GPT-4_ 33.3+£289 250+289 323+264 123+264 322+192  9.44+192 48.1+257 185+25.7

Table 7: Mean Consistency scores =+ 1 std (over 3 prompts).
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Model Expressions Total

Flan-T5-XXL on the shelf, on a shoestring, break 54
the ice, poison pill, turn the tables, cut
and dried, pass the buck, closed book,
acid test, out of the loop, hit the jack-
pot, pick someones brain, on the ropes,
rock bottom, full of beans, melting pot,
turn the screw, the bees knees, get un-
der someones skin, in the raw, muddy
the waters, rocket science, carrot and
stick, in a nutshell, cut both ways, on
the ball, hold the line, run out of steam,
nest egg, raise the roof, get a rise out
of, on the same page, push the enve-
lope, add fuel to the fire, down the
tubes, fly off the handle, in the bag,
joined at the hip, eat humble pie, fire
in the belly, on the horn, busy bee, big
fish, heart of gold, night owl, cut the
mustard, rat run, sitting duck, on the
rocks, cook the books, fill someones
shoes, drop the ball, swings and round-
abouts, glass ceiling

GPT-3.5-Turbo on a shoestring, blue blood, in the dog- 39
house, cut and dried, dig up dirt, on the
ropes, get off the ground, run a mile,
go to the wall, circle the wagons, spit it
out, to the bone, put the boot in, on the
cards, take a dive, in a nutshell, hold
the line, raise the roof, under the sun,
on the same page, low profile, joined
at the hip, carry the can, big fish, touch
and go, draw a line in the sand, apples
and oranges, cut the mustard, toe the
line, rat run, on the rocks, hit the bottle,
brass ring, fill someones shoes, ring a
bell, grind to a halt, in the hole, over
the top, pour cold water on

Mistral-7B hold the line, toe the line, goose egg, 7
to the bone, ring a bell, big fish, over
the top

Table 8: Top 3 performing models and the expressions, which they have successfully understood in all senses
(figurative and literal), across all sentences in the dataset.
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