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Abstract

3D human pose forecasting, i.e., predicting a sequence of future human 3D poses
given a sequence of past observed ones, is a challenging spatio-temporal task. It is
more challenging in real-world applications where occlusions will inevitably hap-
pen, and estimated 3D coordinates of joints would contain some noise. We provide
a unified formulation in which incomplete elements (no matter in the prediction or
observation) are treated as noise, and propose a conditional diffusion model that
denoises them and forecasts plausible poses. Instead of naively predicting all future
frames at once, our model consists of two cascaded sub-models, each specialized
for modeling short and long horizon distributions. We also propose a repairing
step to improve the performance of any 3D pose forecasting model in the wild, by
leveraging our diffusion model to repair the inputs. We investigate our findings on
several datasets, and obtain significant improvements over the state of the art.

1 Introduction

Predicting 3D human pose, the task of predicting a sequence of future 3D poses of a person given
a sequence of past observed ones, is a challenging task to solve, as it mixes spatial and temporal
reasoning, and has multiple modes. While previous models have shown acceptable accurate predic-
tions [[15[13]], they perform poorly in imperfect observation settings. In the real world, noise exists
in the perceived motion of a person due to sensor errors and occlusions by the same person, other
objects in the scene, and other people.

Denoising Diffusion Probabilistic Models (DDPM) [[8] are one kind of generative models that denoise
input signal iteratively and have shown high-quality image synthesis [21} 20]. Motivated by this
property, we propose a diffusion model that explicitly handles noisy data input so not only it predicts
accurate and in-distribution poses, but can also be used in the wild. We make a full sequence of
observation and future frames by putting noise for the incomplete observation joints and future
poses. This sequence is fed to our model for denoising and in T’ steps, the correct predictions and
refinements are achieved by 1) predicting poses for the future frames, and 2) repairing the imperfect
observation when there is occlusion, missing whole frame, or noisy observation. Naively predicting
all future frames at once leads to inaccurate predictions in later frames, so we break the problem into
two simpler tasks and our model consists of two temporally cascaded diffusion blocks. The former
predicts the short-term poses and repairs the imperfect observations (if applicable), and the latter
takes the output of the former as a condition and predicts the long-term poses. We also introduce
a simpler version of our model that could improve the performance of the state-of-the-art models
in a black-box manner. We repair the imperfect observation and feed the pseudo-clean data to any
prediction model to predict reasonably.
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Figure 1: Overview of our Temporal Cascaded Diffusion (TCD). The short-term diffusion block (top)
takes the observed sequence padded with random noise and predicts short-term human poses in K
frames. The predicted sequence along with the observation padded with random noise is given to the
long-term diffusion block (bottom) to predict for all P frames.

To summarize, we propose a two-level diffusion model for long-term 3D human pose prediction
in perfect and imperfect input observation settings. We perform extensive experiments and obtain
significant improvements over the state of the art. To the best of our knowledge, ours is the first
diffusion model for human pose prediction. We also introduce a repairing leveraging our model that
can be used with any pose prediction model.

2 Method

2.1 Problem Definition and Notations

Let X = [X_041,X_042,...,X0,X1,...,Xp] € ROO+P)XIX3 pe a clean complete normal-
ized sequence of human body poses with J joints in O frames of observation and P frames

of future. Each joint consists of its 3D cartesian coordinates. The availability mask is a bi-
nary matrix M € {0,1}(OFP)*x7*3 where zero determines the parts of the sequence that are
not observed due to occlusions or being from future timesteps. Note that the elements of M
correspondent to P future frames are always zero. With this notation, the observed sequence

X = [X_OH, X_042,.... X0, X1, ... ,Xp} is derived by applying the element-wise product of
M into X and adding a Gaussian noise € ~ A(0, I) in non-masked area X = M © X + (1 — M)e.
The model predicts X = [X_O+1, X_o042,..., X0, X1, ... ,Xp] and the objective is lowering
|X — X|® (1 - M) given X.

2.2 Conditional Diffusion Blocks

We propose a conditional diffusion block inspired by [25]. It has multiple residual layers and each
layer contains two cascaded transformers with the same input and output shapes. The temporal
transformer is responsible for modeling the temporal behavior of data. Its output is fed to the spatial
transformer for attending to the body pose inside each frame. For more details, refer to the source
code.

At training time, a gaussian noise with zero mean and pre-defined variance is added to the input pose
sequence s” to make it noisier s'. This process is repeated for 7T steps following the markov chain,
thus, the output s” will be close to a pure gaussian noise in the non-masked area:

q(s'|s" ) =M ® "+ (1 - M) 0o N(s'; /1= Bts1, B), (1)
where 3! the variance of the noise in step ¢ is determined using a scheduler. We utilize the cosine
noise scheduler, first introduced in [[19]:

: f(t) o(t/TH+c =
=1-—— t) = - — 2
s =10 o COS(HC ”). @
where c is a small offset and is set to 0.008 empirically. Using the above function helps in slowly
decreasing the quality of the input compared to commonly used schedulers like quadratic and




Model 80ms 320ms 560ms 720ms 880ms 1000ms

Zero-Vel 23.8 76.0 107.4  121.6  131.6 136.6
Res. Sup. [18] 25.0 71.0 1063 1194  130.0 136.6
ConvSeq2Seq [10] 16.6 61.4 90.7 104.7  116.7 124.2
LTD-50-25 [17] 12.2 50.7 79.6 93.6 105.2 112.4

HRI [15] 10.4 47.1 77.3 91.8 104.1 112.1
PGBIG [13] 10.3 46.6 76.3 90.9 102.6 110.0
TCD (ours) 9.9 48.8 73.7 84.0 94.3 103.3

Table 1: Comparison on perfect observation data on Human3.6M [9] in FDE (mm) at different
horizons.

linear. Therefore, the input information remains longer and the variances of noises are learned more
accurately. The network learns to reverse the diffusion process and retrieve the clean sequence by
predicting the cumulative noise that is added to st as described in DDPM [8]:

Loss = E; g0 ||e — ee(st,t)Hg. 3)

At inference time, the model starts from an incomplete noisy observed sequence s’ , where we put
a gaussian noise in the non-masked area and observation in the masked area. Then, it predicts the
poses sT 1. .. s through an iterative process in which we subtract the learned additive noise at each
step from the output of the previous iteration until it yields a clean output close to the ground truth.

2.3 Temporal Cascaded Diffusion (TCD)

We illustrate our main model which consists of a short-term and a long-term diffusion blocks in
The first block is specialized for pose prediction in short term. The input of this block is
X and the model predicts the first K frames of the future X 1... X i and completes the observation
frames [X —O41--- XO] The task of the second block is to predict the rest of the future frames
[X K41--- X p| given the observation and the output of the first block. Note that two sub-models are
trained separately using clean complete input but in inference time, we give the average of 5 samples
of the short-term block to the long-term predictor.

2.4 Sequence Repairing

Since most of the existing pose prediction models cannot handle imperfect observations, we propose
a simpler version of our model to repair the observation only. This module takes the imperfect
observed sequence [X_o11, X_o+2,-- -, Xo] as input and repaires it to [X,OH, X70+2, . ,XO].
The architecture is similar to TCD yet predicts in one level and the input and output sequences have
O frames. Our accurate repairing enables any pose prediction model trained on complete data to
predict reasonably.

3 Experiments

3.1 Experimental Setup

Human3.6M [9] is the largest benchmark dataset for human motion analysis, with 3.6 million body
poses. The original 3D pose skeletons in the dataset consist of 32 joints. Previous works reported
their performances in different settings. In our experiments, we have 50 observation frames, 25
prediction frames down-sampled to 25 fps, with the subset of 22 joints to represent the human pose.

Our diffusion model has 12 layers of residual blocks and 50 steps. In TCD, the length of short-term
prediction K is 20% of the total prediction length P. Each transformer has 64 channels and 8
attention heads.

We measure the Displacement Error (DE), in millimeters (mm), over all joints in a frame and report
the Average Displacement Error (ADE) as the average of DE for the whole sequence and Final



Model 80ms 320ms 560ms 720ms 880ms 1000ms

Zero-Vel 849 1382 1699 1842 193.7 198.2
HRI [15] 652 1045 1300 1416 151.1 157.1
PGBIG [13] 67.0 107.1 132.1 143.5 1529 158.8
TCD (ours) 11.2 51.3 75.4 854 95.4 104.5
Pre(ours) + Zero-Vel 24.1 76.3 107.6 121.7 131.7 136.7
Pre(ours) + HRI [[15]] 114 48.6 78.3 92.7 105.0 112.8

Pre(ours) + PGBIG [13] 11.1 47.9 77.2 91.7 103.5 110.8
Pre(ours) + TCD (ours) 10.8 49.9 74.4 84.9 95.1 104.2
Table 2: Comparison on imperfect observation data and pre-processed observation data (Pre(ours)+)
on Human3.6M [9] in FDE (mm) at different horizons.

Displacement Error (FDE) as DE in the final predicted frame. Note that Zero-Vel is a simple model
that outputs the last observed pose as the predictions for all future poses.

3.2 Results

The results of our model and comparison with previous works in perfect input settings are reported in
Ours performs better than previous works in the short-term and with a larger margin in the
long-term, thanks to our two-level prediction.

We now look at how models perform with imperfect observation data. This is a more realistic scenario
than assuming perfect inputs, as occlusions would happen and the estimated 3D coordinates of
joints would contain some noise in practice. We randomly remove 40% of the left arm and right leg
from the observations of Human3.6M, at both training and evaluation, to simulate occlusions. The
state-of-the-art perform poorly on imperfect observation as shown in the top half of while
ours perform close to the perfect input observation. If our repairing module is added to generate
pseudo-perfect observation feeding to the state-of-the-art models and Zero-Vel, the performances
significantly improve. In fact, the the results will be close to perfect observation data reported in

Extensive experiments can be found in the appendix and complete version of the paper.

4 Conclusion

In this work, we have addressed the task of 3D human pose prediction in imperfect settings. We have
proposed a diffusion model suitable to imperfect input data observations happening in the wild. Our
model predicts future poses in two levels (short-term and long-term) to better capture human motion
dynamics, and yields state-of-the-art results. We have then leveraged it as a repairing step easily
applicable to any existing predictor in a black box manner. It rectifies noisy observations before
feeding them to the predictor. This paper paves the way for modeling human full-body motions
using diffusion models. Further studies in increasing the run-time speed are suggested for real-world
deployment.
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A Appendix

Here, we compare all approaches on four standard 3D human pose forecasting datasets:

Human3.6M [9] is the largest benchmark dataset for human motion analysis, with 3.6 million body
poses. The validation set is subject-11, the test set is subject-5, and all the remaining five subjects are
training samples. The original 3D pose skeletons in the dataset consist of 32 joints. Previous works
reported their performances in different settings. To have a thorough and correct comparison, we
define the following settings:

* Setting-A: 25 observation frames, 100 prediction frames at 50 fps (frame per second), with
the subset of 17 joints to represent the human pose;

* Setting-B: 50 observation frames, 25 prediction frames down-sampled to 25 fps, with the
subset of 22 joints to represent the human pose;

* Setting-C: 25 observation frames, 25 prediction frames down-sampled to 25 fps, with the
subset of 17 joints.

AMASS (The Archive of Motion Capture as Surface Shapes) [14] is a recently published human
motion dataset that unifies 18 motion capture datasets totaling 13,944 motion sequences from 460
subjects performing a large variety of actions. We use 50 observation frames down-sampled to 25fps
with 18 joints similar to previous works.

3DPW (3D Poses in the Wild) [26] is the first dataset with accurate 3D poses in the wild. It contains
60 video sequences taken from a moving phone camera. Each pose is described as a 18-joint skeleton
with 3D coordinates similar to AMASS dataset. We use the official instructions to obtain training,
validation, and test sets.

HumanEva-I [23] includes 3 subjects that perform different actions captured at 60fps. Each person
has 15 body joints. We remove the global translation and use the official train/test split of the dataset.
In this dataset, the prediction horizon is 60 frames (1s) given 15 observed frames (0.25s) similar
to [IL6].

We measure the Displacement Error (DE), in millimeters (mm), over all joints in a frame and report
the Average Displacement Error (ADE) as the average of DE for the whole sequence and Final
Displacement Error (FDE) as DE in the final predicted frame. Similar to [16]], we also report the
multi-modal versions of ADE (MMADE) and FDE (MMFDE). We follow the same evaluation



Human3.6M [9] HumanEva-I [23]]

Model APDT ADE| FDE| MMADE| MMFDE| APD1 ADE] FDE|
Pose-Knows [27] 6723 461 560 522 569 2308 269 296
MT-VAE [28]] 403 457 595 716 883 21 345 403
HP-GAN [1]] 7214 858 867 847 858 1139 772 749
BoM [2] 6265 448 533 514 544 2846 271 279
GMVAE [3] 6769 461 555 524 566 2443 305 345
DeLiGAN [6] 6509 483 534 520 545 2177 306 322
DSF [29] 9330 493 592 550 599 4538 273 290
DLow [30] 11741 425 518 495 531 4855 251 268
Motron [22] 7168 375 488 - - - - -
Multi-Obj [12] 14240 414 516 - - 5786 228 236
GSPS [16] 14757 389 496 476 525 5825 233 244
TCD (ours) 19466 356 396 463 445 6764 199 215

Table 3: Comparison with stochastic models on Human3.6M [9] Setting-A and HumanEva-I [23] at a
horizon of 2s.

AMASS [14] 3DPW [26]
Model 560ms 720ms 880ms 1000ms 560ms 720ms 880ms 1000ms
Zero-Vel 130.1 135.0 127.2 119.4 93.8 100.4 102.0 101.2

convSeq2Seq [10]  79.0 87.0 91.5 93.5 69.4 77.0 83.6 87.8
LTD-10-25 [17] 57.2 65.7 71.3 75.2 57.9 65.8 71.5 75.5
HRI [15] 51.7 58.6 63.4 67.2 56.0 63.6 69.7 73.7
TCD (ours) 49.8 54.5 60.1 66.7 55.4 61.6 67.9 73.4

Table 4: Comparison with deterministic models on AMASS [14] and 3DPW [26] in FDE (mm) at
long horizons.

protocol as in [30] to measure diversity and report the Average Pairwise Distance (APD) between
different predictions.

A.1 More Results on Perfect Observation Data

We evaluate our model on two datasets, Human3.6M [9] Setting-A and HumanEva-I [23], and
compare it with other approaches in[Table 3] Each model is sampled 50 times given each observation
sequence. TCD (ours) clearly performs better than previous works in terms of the accuracy of the
best sample (ADE and FDE) and multiple samples (MMADE and MMFDE) while generating diverse
poses (APD).

The large long-term improvement can be observed in AMASS [14] and 3DPW [26], too. Similar to
previous works, we train our model on AMASS and measure FDE on both datasets. The comparison
with models that reported in this setting is shown in [Table 4]

Qualitative results on Human3.6M are shown in[Figure 2] Predictions from our model are displayed
along with predictions from several baselines and are superimposed on the ground-truth poses for
direct comparison. Our model has correctly learned the data distribution and predicts accurate and
plausible poses. For instance, hand movement is natural when the feet move while HRI shows fixed
hands and PGBIG has a momentum that avoids large hand movements.

A.2 More Results on Imperfect Observation Data

MT-GCN [3] predicts in incomplete observation settings and reported the performance of some
previous models when the input is repaired using their own method and the results on Human3.6M
Setting-C is in the first column of Ours outperforms MT-GCN by a significant margin of
33.2mm in FDE at 1s horizon (30% improvement). MT-GCN implicitly ignores noise in data [3].
However, we explicitly denoise the input and it leads to a generalizable solution.



GT

WHNREN
= N DRRAND
FRRNREND

Time (ms)
80 1000

Figure 2: Qualitative results on Human3.6M [9] Setting-B. For each row, the left part is the input
observation, and the predicted poses superimposed on the ground truth are displayed on the right.

Random Leg, Structured Joint  Missing Noisy Inputs

Model Arm Occlusions Occlusions Frames o =25 o =50
R+TrajGCN [17] 121.1 131.5 - 127.1 135.0
R+LDRGCN [4] 118.7 127.1 - 126.4 133.6
R+DMGCN [[11] 117.6 126.5 - 1244 132.7
R+STMIGAN [7] 129.5 128.2 - - -
MT-GCN [3] 110.7 114.5 122.0 1143 119.7
TCD (ours) 71.5 77.2 80.5 819 849

Table 5: Comparison on imperfect observation data on Human3.6M [9] Setting-C in FDE (mm) at a
horizon of 1s. Models in the top part of the table receive repaired sequences (R+) while others receive
imperfect sequences.

We analyze the performance of our model in several occlusion patterns masks M applied to input
data:

* Random Leg, Arm Occlusions: leg and arm joints are randomly occluded with the same
probability of 40%;

* Structured Joint Occlusions: 40% of the right leg joints for consecutive frames are missing;
* Missing Frames: 20% of consecutive frames are missing;

* Noisy Inputs: Gaussian noise with a standard deviation of o = 25 or o = 50 is added to the
coordinates of the joints, and 50% of the leg joints are randomly occluded.

[Table 3| presents the results when training and evaluating in the above observation patterns, in FDE at
a prediction horizon of 1 second on Human3.6M Setting-C. Our model outperforms previous works
in different patterns of occlusions and noises in input that may happen in the real world. We observed
that missing 5 consecutive frames is harder than missing a part of the body in 10 consecutive frames
as the network can recover the former with spatial information.

To have a thorough comparison with MT-GCN, we train 4 models on several percentages of random
joints missing in the observation pose sequence and the performance of sequence repairing (ADE of
the occluded observation sequence) and motion prediction (FDE at 1-second horizon) is presented in
Our model provides a negligible error of 2.9mm in repairing with 40% of all joints missing,



Train and Test Missing Ratio
Model 10% 20% 30% 40%
MT-GCN [3] 109.4/8.6 110.5/13.7 112.3/18.7 114.4/24.5
TCD (ours) 77.1/2.2 77.2/2.3 77.6 /2.6 79.1/2.9

Table 6: Results of motion prediction and sequence repairing on Human3.6M [9] Setting-C with
varying amounts of randomly occluded joints in input data in FDE (mm) at a horizon of 1s / ADE
(mm) of missing elements.

while MT-GCN gives 24.5mm of error. In forecasting, ours achieves more than 31% lower FDE
compared to MT-GCN.

A.3 Ablations Studies

Here, we investigate different design choices of the network and report ADE (mm) on Human3.6M [9].
The full model gives an ADE of 63.3mm. Predicting in one level, i.e., 100% at once without having
short and long prediction blocks, can increase ADE to 65.5mm mainly caused by wrong predictions
in longer horizons. Predicting in 3 levels, i.e., predicting 20%, 20%, and 60% in a sequential manner,
lowers the performance to 66.9 because cascading multiple stochastic processes generates either
random results or not diverse. The same effect exists for K where a smaller K = 2 fades the benefit
of 2-level prediction (ADE of 65.1mm) and a larger X' = 10 makes the task of short-term prediction
harder thus ADE increases to 66.6mm.

We have tested a quadratic scheduler instead of our cosine scheduler and it increased ADE by 1mm.
Decreasing the number of residual layers in our diffusion blocks from 12 to 4 lowers the performance
by 3mm. More than 12 residual layers has a large negative effect on sampling time. Moreover,
we have done several experiments on the architecture of the transformers and observed that spatial
transformer and time transformer both help in learning the spatio-temporal features of pose sequence,
and eliminating them one at a time degrades ADE to 74.5mm and 261.1mm, respectively.

In terms of run-time speed, our model predicts each sequence of 1 second length in around 0.8
seconds which means real-time in our setup. Diffusion models are inherently slow because of their
iterative process, however, recent models such as denoising diffusion implicit models (DDIM) could
achieve faster sampling in image synthesis [24]. More studies in this direction are suggested for the
future.
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