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Abstract

We introduce SAMPro3D for zero-shot instance segmen-
tation of 3D scenes. Given the 3D point cloud and multi-
ple posed RGB-D frames of 3D scenes, our approach seg-
ments 3D instances by applying the pretrained Segment
Anything Model (SAM) to 2D frames. Our key idea in-
volves locating SAM prompts in 3D to align their projected
pixel prompts across frames, ensuring the view consistency
of SAM-predicted masks. Moreover, we suggest selecting
prompts from the initial set guided by the information of
SAM-predicted masks across all views, which enhances the
overall performance. We further propose to consolidate
different prompts if they are segmenting different surface
parts of the same 3D instance, bringing a more comprehen-
sive segmentation. Notably, our method does not require
any additional training. Extensive experiments on diverse
benchmarks show that our method achieves comparable or
better performance compared to previous zero-shot or fully
supervised approaches, and in many cases surpasses hu-
man annotations. Furthermore, since our fine-grained pre-
dictions often lack annotations in available datasets, we
present ScanNet200-Fine50 test data which provides fine-
grained annotations on 50 scenes from ScanNet200 dataset.

1. Introduction

Instance segmentation of 3D scenes plays a vital role in di-
verse applications such as augmented reality, room naviga-
tion, and autonomous driving. The objective is to predict 3D
instance masks from input 3D scenes which are often repre-
sented by meshes, point clouds, and posed RGB-D images.
Traditional methods for this task [12, 23, 31, 62, 67, 74,
75, 85] lack the zero-shot capability. They often struggle to
accurately segment newly introduced object categories that
were not encountered during training [34, 47]. Despite re-
cent efforts [4, 7, 15-17, 22,27, 29, 40, 50, 52, 66] that har-
ness vision foundation models [3, 32, 56] to enhance zero-
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Figure 1. We introduce SAMPro3D for zero-shot instance segmen-
tation of 3D scenes. Given the 3D point cloud and posed RGB-D
frames of 3D scenes, our approach uses the Segment Anything
Model (SAM) [32] on RGB frames to segment 3D instances. Our
method does not require additional training on domain-specific
data. See Fig. 5 for more impressive results.

shot 3D scene segmentation, they necessitate either 3D pre-
trained networks or training on domain-specific data. As a
result, directly applying them to novel 3D scenes remains
challenging in terms of generalization.

In the field of 2D image segmentation, the Segment Any-
thing Model (SAM) [32] brought the breakthrough. Trained
on an extensive SA-1B dataset [32], SAM can “segment any
unfamiliar images” without further training, by accepting
various input prompts that specify where or what is to be
segmented in an image. The final stage of SAM (referred
to as automatic-SAM) automatically generates prompts and
corresponding segmentations on the image, where each sin-
gle prompt accurately segments one 2D instance. Having
witnessed the great power of SAM, and recognizing that a
3D scene is essentially a combination of multiple 2D views,
a curious question arises: Given 3D scene point clouds with
posed RGB-D frames, is it possible to apply SAM directly
to 2D frames for zero-shot 3D instance segmentation with-
out additional training?

There are several potential attempts to explore this ques-
tion: (1) A recent project called SAM3D [81] utilizes
automatic-SAM to individual 2D frames. The resulting 2D
masks are then projected into 3D space and iteratively fused
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Figure 2. The comparison of our key idea and others. Our method (b) locates SAM prompts in 3D, which aligns pixel prompts across
frames, bringing the frame consistency of prompts and their masks, and can handle newly emerged instances. Here we use random colors
to visualize 3D results for instance discrimination, so there is no correlation between the colors assigned to 2D and 3D instances.

to obtain the final result. However, SAM3D assigns frame-
specific pixel prompts that lack view consistency, produc-
ing inconsistent 2D masks across frames. As a result, fus-
ing these masks may cause substantial conflicts in the seg-
mentation of the same area, yielding inferior 3D results (see
Fig. 2 (a)). (2) To realize prompt consistency across frames,
one possible solution is to employ automatic-SAM on an
initial frame to generate 2D-pixel prompts, which can then
be propagated to subsequent frames, analogous to SAM-
PT [57] for video tracking. Nevertheless, while videos
processed by SAM-PT typically involve foreground objects
that consistently appear across all frames, 3D scenes pose
a different challenge. In 3D scenes, instances that initially
appear may disappear in subsequent frames, and new in-
stances may emerge. Consequently, initial prompts cannot
be propagated to cover newly emerged instances in other
frames of 3D scenes, resulting in the absence of segmenta-
tion masks for these instances. (see Fig. 2 (c)).

To tackle the aforementioned challenges, we present a
simple yet effective method called SAMPro3D. The key
idea of SAMPro3D is to locate SAM prompts in 3D scene
point clouds and project these 3D prompts onto 2D frames
to get pixel prompts for using SAM (see Fig. 2 (b)). In this
way, a 3D input point serves as the natural prompt to align
the pixel prompts projected from this 3D point across dif-
ferent frames, making both pixel prompts and their SAM-
predicted masks for the same 3D instance exhibit consis-
tency across frames. Moreover, as our 3D prompts suffi-
ciently cover all instances, we can obtain 3D segmentations
for all instances in the scene.

Building upon this key idea, our framework is designed
in a bottom-up manner. It begins by sampling 3D points
from the input scene as the initial SAM prompts. Sub-
sequently, we introduce a novel View-Guided Prompt Se-
lection algorithm to select these initial prompts. It exam-

ines the quality of the segmentation masks generated by
initial prompts within each view and accumulates the ex-
aminations across all views. By doing so, it selects and
retains high-quality prompts for segmenting each instance,
thereby enhancing the overall performance. However, we
find that in some cases, a single retained prompt may only
segment part of a 3D instance due to the limited visible field
of 2D camera views. To address this, we further design
a Surface-Based Prompt Consolidation strategy to consol-
idate 3D prompts that exhibit certain intersections in their
3D masked surfaces into one single prompt, as they are
likely segmenting different parts of the same 3D instance.
This brings a more comprehensive segmentation of 3D in-
stances. Finally, we project all input points of the scene
onto each segmented frame and accumulate their predic-
tions across frames to derive the final 3D segmentation.

Our underlying design logic is to build an automatic-
SAM tailored for 3D instance segmentation. We aim to
automatically generate SAM prompts and ensure the con-
sistency of their 2D segmentation for the same 3D instance
across different frames, ultimately achieving that every sin-
gle prompt accurately segments one 3D instance. Notably,
our method does not require additional training or 3D pre-
trained networks on domain-specific data. This preserves
SAM’s zero-shot ability and enables future applications to
directly segment new 3D scenes without the need to gather
plenty of training data.

We conduct extensive experiments on diverse bench-
marks, including ScanNet [13] containing indoor scenes,
ScanNet200 [59] providing more comprehensive annota-
tions, ScanNet++ [82] offering more detailed segmenta-
tion masks, and KITTI-360 [37] featuring outdoor subur-
ban scenes, where our approach demonstrates high effec-
tiveness. In addition, we observed that our method of-
ten segments fine-grained instances that lack annotations



in available datasets. For better evaluation, we present

ScanNet200-Fine50 test data, providing more fine-grained

annotations of 50 scenes from ScanNet200 validation set.

Our contributions are summarized as:

e To the best of our knowledge, we are the first to set SAM
prompts on 3D surfaces and scatter prompts to 2D views
for 3D segmentation. This ensures the identity consis-
tency of the 2D prompts across frames and can deal with
emerging instances in other frames.

e Based on this key idea, we propose SAMPro3D for
zero-shot 3D instance segmentation, equipped with novel
prompt selection and consolidation that effectively en-
hance segmentation quality and comprehensiveness.

e Rich experiments show that our method consistently
achieves higher quality and more diverse segmentations
than previous zero-shot or fully supervised approaches,
and in many cases surpasses human-level annotations.

e We present ScanNet200-Fine50 test data with more fine-
grained annotations.

2. Related Work

Closed-set 3D scene understanding. The field of 3D
scene understanding has been dominated by closed set
methods which primarily focus on training deep neural net-
works on domain-specific datasets [1, 2, 5, 13, 19, 25, 36,
64, 65, 76]. The first line of research focuses on improv-
ing representation learning from human-annotated 3D la-
bels [12, 24, 35, 38, 41, 44, 53, 54,71, 73,75, 79, 85], for
solving different 3D scene understanding tasks [6, 9, 21,
30, 31, 42, 49, 55, 62, 63]. Another stream of works aims
to construct semi-/weak-/self- supervision signals from 3D
data [8, 10, 11, 26, 28, 39, 60, 74, 77, 78, 86], so as to min-
imize the need for 3D annotations. In addition, some meth-
ods leverage 2D supervision to assist the model training for
3D scene understanding [20, 33, 45, 61, 68, 72].

However, the aforementioned methods all rely on train-
ing with domain-specific 3D or 2D data, limiting their
zero-shot ability to understand new scenes that have never
been seen during training. Instead, our framework seeks
to straightforwardly harness the inherent zero-shot ability
of SAM for segmenting 3D scenes, thereby eliminating the
need for additional model training.

Zero-shot and open-set 3D scene understanding. The
early studies on zero-shot 3D scene understanding are very
limited [47, 80] and they still involve training with super-
vised 3D labels. In recent years, many 2D vision foundation
models have shown their remarkable zero-shot recognition
abilities [3, 32, 51, 56, 70, 87, 88]. This encourages the
researchers to leverage them for 3D scene parsing. For ex-
ample, [7, 50, 52, 66] all use CLIP [56] to extract pixel-wise
features and align them with 3D space to realize language-
guided segmentation of 3D scenes. [15, 16] utilize [69]

to caption multi-view images for associating 3D and open-
vocabulary concepts. Liu et al. [40] distill knowledge from
[32, 87, 88] to apply self-supervised learning on outdoor
scenes. UnScene3D [60] lifts DINO [3] to initialize 3D fea-
tures for self-training.

Despite recent advancements in open-set methods, ap-
plying them directly to new 3D data remains challenging,
since they still necessitate model tuning [60], 3D-2D distil-
lation [7, 15, 16, 40, 52], or 3D/2D pretrained region pro-
posal network [29, 43, 50, 66]. In contrast, our method just
uses SAM [32] on RGB frames without requiring any of the
aforementioned factors. This enables direct deployment for
segmenting novel 3D scenes.

The Segment Anything model. The Segment Anything
Model (SAM) [32] has brought a revolution for image seg-
mentation. Trained on an astonishing SA-1B dataset, SAM
can effectively segment unfamiliar images without further
training. The distinguishing characteristic of SAM lies in its
promptability, allowing it to accept various input prompts,
which specify where or what is to be segmented in an image.
Several recent works are striving to lift SAM into 3D visual
tasks. Cen et al. [4] use SAM to segment target objects in
NeRF [48] via one-shot manual prompting. Zhang et al.
[84] define hand-crafted grid prompts on Bird’s Eye View
images and perform SAM for 3D object detection. SAM3D
[81] employs automatic-SAM on individual 2D frames to
generate 2D segmentation masks, which are then projected
into 3D and gradually fused to derive the final 3D segmenta-
tion. Similarly, SAI3D [83] over-segments a 3D scene into
superpoints, which are then progressively merged according
to SAM masks. However, both SAM3D and SAI3D all as-
sign frame-specific prompts that lack consistency, causing
segmentation conflicts across frames, finally yielding sub-
par 3D segmentation results. Very recently, SAM has been
applied to generate training labels [27] or graph annotations
[22] for 3D segmentation, yet these methods still require
training on domain-specific data.

Different from them, our key idea is to locate SAM
prompts in 3D space so that the pixel prompts derived from
different frames but projected by the same 3D prompt be-
come harmonized in the 3D space, leading to the frame
consistency of prompts and their masks, and bringing high-
quality 3D segmentation.

3. Method

An overview of our framework is presented in Fig. 3, which
is designed in a bottom-up manner.

3.1. 3D Prompt Proposal

3D prompt initialization. Given a point cloud F €
RY*3 of a 3D scene with N points, we first employ
furthest-point sampling (FPS) to sample M points as the
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Figure 3. An overview of our SAMPro3D, with a primary focus on “prompt”. Given 3D scene point clouds with posed RGB-D frames,
we locate SAM [32] prompts in input 3D scenes and project them onto 2D frames to obtain 2D segmentation masks. Later, the initial
prompts and their masks are selected (Algorithm 1) and consolidated (Fig. 4), leveraging both multi-view and surface information. Finally,
we project all input points onto each segmented frame to obtain the 3D segmentation result.

initial 3D prompt P € RM*3_ FPS helps us to achieve a
decent coverage of instances within a scene. For simplifi-
cation, we use f € R? and p € R3 to denote an individual
input point and a single 3D prompt, respectively.

3D-2D projection. Following [52], we only consider the
pinhole camera configuration here. In particular, given
the camera intrinsic matrix I; and world-to-camera extrin-
sic matrix F; of a frame ¢, we calculate the correspond-
ing pixel projection x = (u,v) of a point prompt p by:
x = 1I; -E; -p, where x and p are the homogeneous
coordinates of x and p, respectively. Similar to [52, 66],
an occlusion test is performed using depth values, to ensure
that the pixel x is only valid when its corresponding point
p is visible in frame i.

SAM segmentation on image frames. SAM [32] is a
promptable segmentation model that can accept various in-
puts such as pixel coordinates or bounding boxes and pre-
dict the segmentation area associated with each prompt. In
our framework, we feed all pixel coordinates calculated
before to prompt SAM and obtain the 2D segmentation
masks on all frames. As depicted in Fig. 2 and described
in Sec. 1, through locating prompts in 3D space, the pixel
prompts originating from distinct frames but projected by
the identical 3D prompt will be aligned in 3D space, bring-
ing the frame consistency on pixel prompts and their SAM-
predicted masks. Notably, this step is the only step that
we need to perform SAM. In the later stages, our atten-
tion is directed toward selecting and consolidating initial 3D
prompts along with their segmentation masks.

3.2. View-Guided Prompt Selection

After the prompt initialization, although consistent, multi-
ple prompts may segment the same instance, causing re-
dundancy in the segmentation. Besides, some prompts may
generate inaccurate masks that hurt the performance. To
handle this, we introduce a View-Guided Prompt Selection
algorithm to select prompts.

As outlined in Algorithm 1, we examine SAM-predicted
masks and accumulate the examinations across all views.
First, in each view, if a 3D prompt p has a valid pixel projec-
tion X, its counter ¢ increments. Next, if its 2D mask does

Algorithm 1 - View-Guided Prompt Selection

18+ 0,c+0
: while 7 is a frame do # start single-view examination
if p has a valid pixel projection x in current frame 4 then
c+—c+1
end if
Perform prompt selection according to the information of their
SAM-predicted masks
7: if x is selected after this examination then
8: ss+1
9: end if
10: i< i+ 1 # go to the next frame
11: end while # finish examination on all frames
1220=s/c
13: if @ > O,ctqin then
14: Retain this 3D prompt p
15: end if

B e

not have overlaps with other masks, we select it as necessary
for segmenting an instance. If several 2D masks exhibit sig-
nificant overlaps, we select the ones with the highest SAM
confidence value as the most representative prompt. The
score s of a selected prompt will be accumulated. After ex-
amining all views, we compute the probability of retaining
a 3D prompt by @ = s / ¢, and retain the prompt when its
probability exceeds a predefined threshold 6,14y, -

This algorithm enables us to utilize multi-view informa-
tion from all 2D views. It prioritizes high-quality prompts
while maintaining prompt consistency, ultimately enhanc-
ing the 3D segmentation result. It is ablated in Sec. 4.4.
More details are provided in the supplementary material.

3.3. Surface-Based Prompt Consolidation

We have observed that in some cases, a single retained
prompt may only segment part of a 3D instance due to
the limited visible field of 2D camera views. This issue is
particularly prominent for large-sized instances that require
multiple 2D views to be fully captured. As in Fig. 4 (a),
several prompts segment different parts of the floor.

To address this, instead of solely using multi-view in-
formation, we further explicitly leverage 3D surface infor-
mation and develop a Surface-Based Prompt Consolidation
strategy (see Fig. 4 (b)). This strategy involves checking
the 3D masked surfaces generated by different 3D prompts
and identifying a certain intersection between them in 3D
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Figure 4. The illustration of the partial segmentation problem and
our Surface-based Prompt Consolidation strategy.

space. In such cases, we consider these prompts as likely
segmenting the same 3D instance and consolidate them into
a single pseudo prompt. This process facilitates the integra-
tion of 3D information across prompts, leading to a more
comprehensive segmentation of 3D instances.

The prompt consolidation performs stably well in our ex-
periment. The key to consolidation lies in identifying the
intersection between surfaces segmented by prompts across
views. Since 2D sequences have small view changes (even
when skipping 20 frames as in supplementary material),
there is always an intersection between continuous masked
surfaces that segment the same 3D instance.

3.4. 3D Scene Segmentation

After previous procedures, we have obtained the final set
of 3D prompts and their 2D segmentation masks across
frames. In addition, we have also ensured that each sin-
gle prompt segment one 3D instance, allowing the prompt
ID to naturally serve as the instance ID. With the ultimate
goal of segmenting all points within the 3D scene, we con-
tinue by projecting all input points of the scene onto each
segmented frame and compute their predictions using the
following steps: For each individual input point f in the
scene, if it is projected within the mask area segmented by
a prompt py, in frame ¢, we assign its prediction within that
frame as the prompt ID k. We accumulate the predictions of
f across all frames and assign its final prediction ID based
on the prompt ID that has been assigned to it the most num-
ber of times. By repeating this for all input points, we can
achieve a complete 3D segmentation of the input scene.

In our study, all points can successfully get a valid
mask, as it is easy to achieve: i) Simply initializing ade-
quate prompts ensures comprehensive scene coverage with
their generated masks, yet using only a few prompts may
cause segmentation absence (Fig. 7: 0.1%). ii) Even if
some frames have pixels without masks, there are sufficient
frames to provide masks. As in supplementary material, all
points can get a mask although skipping 20 frames. iii) If a

point fails to get a mask (not observed in our experiment),
we can assign it the label that occurs most frequently among
its neighboring labeled points.

4. Experiments

Setup. We conduct experiments on diverse 3D scene
datasets, including ScanNet (v2) [13], ScanNet200 [59] and
ScanNet++ [82] for indoor rooms, and KITTI-360 [37] for
outdoor environments. ScanNet contains 1513 RGB-D in-
door scans, with estimated camera parameters, surface re-
constructions, textured meshes, and semantic annotations.
ScanNet200 provides more extensive annotations for 200
categories based on ScanNet. ScanNet++ offers 280 in-
door scenes with more detailed segmentation masks and
high-resolution RGB images. ScanNet200 and ScanNet++
present the conspicuously challenging scenario for zero-
shot scene segmentation. KITTI-360 is an outdoor scene
dataset with 300 suburban scenes, comprising 320k im-
ages and 100k laser scans. We use their official validation
split for evaluation. In the supplementary material, we also
evaluate the robustness of our method on Matterport3D [5]
dataset which exhibits large view changes.

To expedite processing, we resize each RGB image
frame to a resolution of 240x320, which has proven to be
sufficient for our method to generate high-quality 3D seg-
mentation results. We employ the ViT-H SAM [32] model,
which is the default public model for SAM. The entire
framework is executed on a single NVIDIA A100 GPU. As
our method is class-agnostic, we benchmark it against the
class-agnostic baselines to ensure a fair comparison. The
semantic labels are not considered in the evaluation, fol-
lowing [22, 60]. Additionally, we follow [22] to exclude the
predicted instances in unannotated regions for all methods,
facilitating a fairer comparison.

Methods in comparison. (1) Open-set methods, which
do not learn from manually annotated 3D labels from a pre-
defined set. These methods can be further split into two
categories: i) training-dependent methods which require
additional model tuning [22, 27, 60] on domain-specific
data. ii) training-free methods without additional training,
containing traditional unsupervised methods [18, 46] and
SAM-based methods [81, 83]. As highlighted previously,
our method directly applies SAM to RGB-frames, which
also eliminates the need for further training.

Note that SAM3D [81] and Segment3D [27] addition-
ally report the scores incorporating the result from Felzen-
szwalb’s algorithm [ 18] to refine their original results. Here,
to fairly compare the performance of the algorithms them-
selves, we present their results without post-processing.

(2) Closed-set method: we also compare our method
with Mask3D [62], a state-of-the-art fully-supervised
method trained on predefined annotations. We use its offi-



ScanNet ScanNet200 ScanNet++ KITTI-360
Model AP AP50 AP35 | AP AP50 AP35 | AP AP59 AP35 | AP AP59 AP35
training-dependent
UnScene3D [60] [CVPR’24] 159 322 58.5 - - - - - - - -
Segment3D [27] [ECCV’24] - - - - - - 120 227 37.8 - - -
SAM-graph [22] [ECCV’24] - - - 22.1 417 62.8 | 153 272 443 | 238 372 49.1
training-free
HDBSCAN [46] [ICDMW’17] | 1.6 55 32.1 2.9 8.2 33.1 4.3 10.6 323 9.3 18.9 39.6
Felzenszwalb [18] [[JCV’04] 53 12.6 36.9 4.8 9.8 27.5 8.8 16.9 36.1 - - -
SAM3D [81] [ICCVW’23] 6.3 17.9 473 | 12.1  38.6 54.1 3.0 7.9 22.3 4.6 10.6 26.0
SAI3D [83] [CVPR’24] 308 50.5 70.6 - - - 17.1  31.1 49.5 - - -
Ours 243 457 67.7 | 263 472 68.6 | 203 35.6 532 | 243 347 52.8

Table 1. Quantitative comparison with diverse open-set methods on ScanNet, ScanNet200, ScanNet++ and KITTI-360.

Training Data AP APs9 AP>5

Mask3D GT of ScanNet200 53.3 71.9 81.6

ScanNet200 Mask3D GT of ScanNet 45.1 626 705
Ours 263 472 68.6

Mask3D GT of ScanNet200 4.6 105 229

ScanNet++ Mask3D GT of ScanNet 37 79 156
Ours - 203 356 532

Mask3D GT of ScanNet200 0.2 0.9 7.0

KITTI-360 Mask3D GT of ScanNet 03 1.0 8.0
Ours 243 347 528

Table 2. Quantitative comparison with closed-set method
Mask3D [62]. While Mask3D outperforms ours on ScanNet200
when trained on ScanNet or ScanNet200, it cannot generalize well
to ScanNet++ and KITTI-360.

cial pretrained models that are trained on ScanNet and Scan-
Net200 training sets. Additionally, Mask3D does not treat
floor and wall as instances, resulting in the absence of these
two labels in its results.

Quantitative metrics. We follow the standard of instance
segmentation task defined in [13, 58], calculating mean Av-
erage Precision (mAP) at IoU thresholds of 50%, 25%, and
averaged from 50% to 95% with a step size of 5% (denoted
by AP5o, AP35 and AP, respectively).

4.1. Main Results

Quantitative Results (1) As in Tab. 1, when com-
pared with open-set methods, our training-free approach
achieves comparable or better performance than training-
dependent/free methods. While the recent method SAI3D
[CVPR’24] surpasses ours on ScanNet, our approach excels
on ScanNet++ (4.57 AP5g). To explain, ScanNet’s anno-
tations are generally coarse, whereas ScanNet++ offers de-
tailed segmentation annotations for fine-grained instances.
These detailed annotations hold more significance in eval-
uating zero-shot capabilities, demonstrating our method’s
proficiency in segmenting fine-grained instances, consis-
tent with Fig. 5. Moreover, our training-free method out-
performs the very recent training-dependent method SAM-
graph [ECCV’24] on all datasets, especially on ScanNet200
(5.57 AP50) and ScanNet++ (8.41 AP5q).

(2) Following [22], Tab. 2 reports the comparison with

U110
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T %

SAM3D

Input Ours Mask3D Annotation

Figure 5. Qualitative comparison of our method, SAM3D [81],
Mask3D [62] and ScanNet200’s annotations [59], across various
scenes in ScanNet200, from holistic to focused view. Mask3D
does not treat floor and wall as instances, resulting in the absence
of these two labels in its results. Better view in zoom and color.

the closed-set method, Mask3D. When Mask3D is trained
on ScanNet or ScanNet200 and then tested on ScanNet200,
it outperforms our method. However, its results signifi-
cantly drop and lag behind ours when tested on ScanNet++.
ScanNet++ is collected by the laser scanner, which is differ-
ent from ScanNet gained by RGB-D fusion[14]. This shows
that Mask3D is sensitive to data acquisition schemes. Fur-
thermore, when evaluated on the outdoor KITTI-360 which
is distinct from indoor ScanNet200, Mask3D’s performance
becomes extremely poor. This comparison highlights the
zero-shot power of our approach.



ScanNet200

ScanNet200-Fine50

Figure 6. Samples from ScanNet200 and our ScanNet200-Fine50.

Small
AP APs, APos

Instance Size Normal
AP APs50 APy

Tiny
AP AP5, APos

Closed-set
Mask3D [62] 53.6 723
Open-set
SAM3D [81] 134 389 55.6 ‘ 85 17.2 283 ‘ 45 12.4 17.6

819 | 93 174 301 | 42 135 168

Ours 285  48.1 685 | 17.8 303 40.7 | 143 256 35.2

Table 3. Quantitative comparison with Mask3D (trained on Scan-
Net200) and SAM3D on our ScanNet200-Fine50 test data across
different instance sizes.

Qualitative results. Fig. 5 shows qualitative comparisons
on ScanNet200 [59], across a variety of scenes (e.g., bed-
room, office, classroom) and instances, from the holistic to
the focused perspective. Our method outperforms the open-
set method SAM3D in terms of both segmentation quality
and diversity. When compared to the closed-set approach
Mask3D (trained and evaluated both on ScanNet200), our
method achieves competitive or even superior segmentation
accuracy and diversity. Moreover, compared to the exten-
sive annotations of ScanNet200, our results are not only
comparable in accuracy but also exhibit greater diversity in
many cases. More results a video demo are provided in the
supplementary material.

4.2. A Fine-grained Test Set — ScanNer200-Fine50

Nonetheless, we still cannot precisely evaluate our fine-
grained predictions due to the lack of corresponding accu-
rate GT annotations in available datasets. To remedy this
defect, we select 50 scenes from ScanNet200 [59] valida-
tion set, and provide high-quality and fine-grained annota-
tions, yielding ScanNet200-Fine50 test set. A visual com-
parison between samples from the original ScanNet200 and
our ScanNet200-Fine50 is provided in Fig. 6. More samples
are shown in the supplementary material.

Similar to [27], we split ScanNet200-Fine50’s annota-
tions based on the mask size (i.e., number of points) of each
instance to emphasize the fine-grained performance, includ-
ing tiny (0 ~ 1k), small (1 ~ 2k), normal (2k ~ 00). As
shown in Tab. 3, although the closed-set method Mask3D
[62] (trained on ScanNet200) surpasses ours on normal-
sized instances, our method excels on tiny (12.1 APgo
1) and small objects (12.917 AP5p). In addition, our ap-
proach achieves superior results than the open-set method
SAM3D [81] across all instance sizes. These results are
also supported by Fig. 5, validating the zero-shot ability

Method | SAM3D [81] | Mask3D [62] | Annotations [59] | Ours
1.531+0.321 ‘241&0417 ‘ 3.021+0.372 | 3.035+0.412

mAcc

mDiv | 1.55240.491 | 2.308+0.420 |  2.909+0.409 |2.927+0.361

Table 4. The quantitative results of user study. “mAcc” and
“mDiv”’ denote mean scores of accuracy and diversity.

of our method on highly fine-grained segmentation. Our
ScanNet200-Fine50 can serve as a supplementary test set to
evaluate future zero-shot methods.

4.3. User Study

We further conduct a subjective user study following SAM
[32], as a complementary assessment. We select a set of
20 reference results randomly, with most of them adjusted
to a focused view for clearer discrimination. We invited
100 subjects through an online questionnaire. All partici-
pants had no prior experience with 3D scene understanding,
and none of them had seen our results before. We present
each subject with five images for each case, including qual-
itative results (on ScanNet200) of SAM3D, Mask3D, and
ScanNet200’s annotations, arranged side by side in random
order, with an input image as a reference. During the eval-
uation, we instruct subjects to rank the four results based
on two criteria: segmentation accuracy and diversity. The
accuracy evaluates the clarity of the segmented boundaries,
while diversity focuses on the extent of whether “segmented
anything”. The result ranked first by the subjects is assigned
a score of 4, while the last-ranked result receives 1.

The mean scores with standard deviation for accuracy
(mAcc) and diversity (mDiv) are presented in Tab. 4. The
results are statistically significant, demonstrating that our
method surpasses both SAM3D and Mask3D by a large
margin. Notably, even when compared to ScanNet200’s
annotations, our method achieves slightly higher scores in
both quality and diversity. This user study further confirms
the efficacy and zero-shot ability of our method.

4.4. Ablation Studies and Analysis

Efficiency. Our pipeline exhibits good efficiency, with the
majority of computational time and memory usage allo-
cated to the inference process of SAM across the RGB
frames. In terms of memory usage, a single GPU with ap-
proximately 8000MB is sufficient to run SAM [32] along
with our entire pipeline.

Regarding computational time, Tab. 5 provides a break-
down of the time consumed by each step in our frame-
work and compares ours with SAM3D [81]. Similar to
SAM3D, our pipeline sequentially processes all frames, al-
lowing room for speed improvement through parallel com-
putation across frames. In SAM3D, each 2D mask must
be projected into 3D masks, which are then iteratively
merged based on k-nearest-neighbor search across adjacent
frames until achieving the final 3D segmentation of the en-
tire scene. This iterative process increases the time cost. As



Pro. Sel. Con. Seg.|Ours (Total) | SAM3D [81]
0 2 1 2| =15 | 20

Table 5. Running time (in minutes) on the scene of ~2,000
frames. “Pro.”, “Sel.”, “Con.” and “Seg.” respectively indicate
prompt proposal, selection, consolidation, and 3D segmentation
in our pipeline.

Module Impact Initial Prompts Oretain Selection

1% 1.5% 2% 04 05 06 0.7 soft top-k

AP 19.5 214 |26.3 25.8 26.3 17.5]23.0 26.3 25.8 26.3 25.6 22.4|26.2 25.4
AP5o| 40.8 412 |47.2 47.2 46.9 39.8|43.0 47.2 47.2 46.9 46.2 42.3|47.0 47.1
APy5| 60.7 61.2 |68.6 68.5 68.6 60.3/64.2 68.6 68.6 68.4 68.0 63.3|68.2 68.3

Table 6. The quantitative ablation studies on ScanNet200. “w/o
Sel.” and “w/o Con.” respectively denote discarding prompt selec-
tion and consolidation. We also evaluate our method using dif-
ferent ratios (1%, 1.5%, 2%, 5%) of input points as our initial
prompts. Oretqin is the threshold in prompt selection. “soft” and
“top-k” are two voting schemes used during prompt selection.

Oretain = 0.3

Figure 7. The qualitative ablation studies on ScanNet200.

for Mask3D [62], it needs ~0.5s to perform inference on
each scene, but requires ~78 hours to train. Instead, our
method does not require training.

Module impacts. As outlined in Tab. 6 and depicted in
Fig. 7, removing View-Guided Prompt Selection results in
a performance drop, and introduces inaccuracies in the ex-
amination of intersection areas during the prompt consoli-
dation, thereby bringing fragmented segmentation. On the
other hand, omitting Surface-Based Prompt Consolidation
conspicuously causes fragmented segmentation.

The number of initial prompts. Our method performs
stably well when an appropriate number of prompts is ini-
tialized (Tab. 6: 1%, 1.5%, 2% of input points). However,
using too many initial prompts introduces more redundancy,
which hurts the overall performance (Tab. 6: 5%), and also
causes inaccuracies in the examination of intersection ar-
eas during the prompt consolidation, thereby bringing frag-
mented segmentation (Fig. 7: 5%). Using only a few initial
prompts results in the absence of segmentation for many in-
stances (Fig. 7: 0.1%).

Oretain during prompt selection. During the View-
Guided Prompt Selection (Algorithm 1), we define a
threshold 6,.;4in, to decide the probability of retaining

a prompt. Our method demonstrates satisfactory perfor-
mance across a flexible range of 0,.¢14in (Tab. 6: O ctain =
0.4,0.5,0.6,0.7). Furthermore, setting 0,.ct4;, to either a
small or large value (Tab. 6: 8,¢tqin, = 0.3,0.8, Fig. 7:
Oretain = 0.3) weakens the effect of prompt selection
and causes performance drop, which conversely verifies the
benefit of our selection algorithm.

The way of prompt selection. As for our View-Guided
Prompt Selection (Algorithm 1), we also explored alterna-
tive selection methods. One approach involved using the
actual scores obtained during the selection process on indi-
vidual frames and averaging these scores across all frames.
We compared the mean score with 6,.c¢4i,, to determine
whether a prompt should be retained. This method can be
referred to as “soft” voting. Additionally, we tried another
selection scheme where prompts are kept based on their fre-
quency of being retained across all frames, referred to as the
top-k voting scheme. As shown in Tab. 6, both the “soft”
and top-k voting schemes yield competitive results. This
indicates the stability and effectiveness of our method in
utilizing different selection ways.

To summarize, the above ablations demonstrate that our
method does not require a complex hyperparameter setup,
highlighting its simplicity and effectiveness. The ablation
results on our ScanNet200-Fine50 test set and more ablation
studies are provided in the supplementary material.

5. Conclusion

We have proposed SAMPro3D for zero-shot segmentation
of 3D scenes by utilizing SAM on 2D frames. The key
idea is to locate SAM prompts in 3D to align pixel prompts
across frames. Based on this key idea, we introduced
a prompt selection algorithm and a prompt consolidation
strategy to produce high-quality and comprehensive 3D seg-
mentation. Our method does not need any additional train-
ing, preserving the zero-shot capability of SAM.
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